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#### Abstract

This paper is devoted to study the rate of convergence of the weak solutions $\mathbf{u}_{\alpha}$ of $\alpha$-regularization models, namely the Leray- $\alpha$, the modified Leray- $\alpha$ and the simplified Bardina models, to the weak solution $\mathbf{u}$ of the Navier-Stokes equations in the twodimensional periodic case, as the regularization parameter $\alpha$ goes to zero.
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## 1 Introduction

In this work we study the rate of convergence of weak solutions of several two dimensional $\alpha$-models of turbulence to the weak solution of the Navier-Stokes equations (NSE), with periodic boundary conditions. These models belong to the class of Large Eddy Simulation models (LES), used to carry out numerical simulations of turbulence flows, that cannot be performed by the NSE because, according to Kolmogorov laws, it would require $\mathcal{O}\left(R e^{d^{2} / 4}\right)$ degrees of freedom where $d=2,3$, which is innacessible to modern computers for high Reynolds numbers [7]. Considering the 2D case is appropriate to analyse models that simulate layers of shallow water in stratified flows, such as the ocean or the atmosphere [6, 29].
Let $L$ denote a given length scale, $\mathbf{u}(t, \mathbf{x})$ and $p(t, \mathbf{x})$ for $t>0, \mathbf{x} \in \mathbb{R}^{2} /[0, L]^{2}=\mathbb{T}_{2}$, denote the velocity and the pressure of the fluid, that satisfy the NSE,

$$
\begin{align*}
\partial_{t} \mathbf{u}+(\mathbf{u} \cdot \nabla) \mathbf{u}-\nu \Delta \mathbf{u}+\nabla p & =\mathbf{f} \quad \text { in } \mathbb{T}_{2},  \tag{1.1}\\
\nabla \cdot \mathbf{u} & =0 \quad \text { in } \mathbb{T}_{2},  \tag{1.2}\\
\left.\mathbf{u}\right|_{t=0} & =\mathbf{u}_{0}, \tag{1.3}
\end{align*}
$$

where the constant $\nu>0$ denotes the kinematic viscosity, $\mathbf{u}_{0}$ and $\mathbf{f}$ are given as the initial velocity and the external forces. The $\alpha$-model aim at regularizing the nonlinear term
$(\mathbf{u} \cdot \nabla) \mathbf{u}$, and are are given by the general abstract form

$$
\begin{align*}
\partial_{t} \mathbf{u}_{\alpha}+N\left(\mathbf{u}_{\alpha}\right)-\nu \Delta \mathbf{u}_{\alpha}+\nabla p_{\alpha} & =\mathbf{f}, & & \text { in } \mathbb{T}_{2}  \tag{1.4}\\
\nabla \cdot \mathbf{u}_{\alpha} & =0, & & \text { in } \mathbb{T}_{2}  \tag{1.5}\\
\left.\mathbf{u}_{\alpha}\right|_{t=0} & =\mathbf{u}_{0} & & \tag{1.6}
\end{align*}
$$

where $\mathbf{u}_{\alpha}$ and $p_{\alpha}$ are the filtered velocity and pressure at frequencies of order $1 / \alpha$. The $\alpha$-models under study herein are the Leray- $\alpha$, simplified Bardina and the modified Leray- $\alpha$ models, given by

$$
N\left(\mathbf{u}_{\alpha}\right)= \begin{cases}\left(\overline{\mathbf{u}}_{\alpha} \cdot \nabla\right) \mathbf{u}_{\alpha}, & \text { Leray- } \alpha(\mathrm{L}-\alpha)  \tag{1.7}\\ \left(\overline{\mathbf{u}}_{\alpha} \cdot \nabla\right) \overline{\mathbf{u}}_{\alpha}, & \text { Bardina model (SB) } \\ \left(\mathbf{u}_{\alpha} \cdot \nabla\right) \overline{\mathbf{u}}_{\alpha}, & \text { Modified Leray- } \alpha(\mathrm{ML}-\alpha)\end{cases}
$$

and the bar operator is given by the Helmholz equation

$$
\begin{equation*}
\overline{\mathbf{v}}-\alpha^{2} \Delta \overline{\mathbf{v}}=\mathbf{v} \quad \text { in } \mathbb{T}_{2} \tag{1.8}
\end{equation*}
$$

The initial model is due to J. Leray [26] in the whole space $\mathbb{R}^{3}$, where $\overline{\mathbf{v}}=\mathbf{v} \star \rho_{\alpha}$, for a given molifier $\rho_{\alpha}, N_{\alpha}(\mathbf{v})=(\overline{\mathbf{v}} \cdot \nabla) \mathbf{v}$. Note that in the whole space there is also a Kernel $G_{\alpha}$ such that $\overline{\mathbf{v}}=\mathbf{v} \star G_{\alpha}$ for the Helmholz filter [30]. This class of models has been the subject of many works this last two decades, see for instance $[5,9,10,11,12,15,16,20,21,23,24]$. They are known to have regular unique solutions, at least in $L_{t}^{\infty} H_{x}^{1} \cap L_{t}^{2} H_{x}^{2}$, that converge to solutions of the NSE as $\alpha \rightarrow 0$, with suitable assumptions about the data, which means that $\mathbf{u}_{\alpha} \rightarrow \mathbf{u}, p_{\alpha} \rightarrow p$, where $(\mathbf{u}, p)$ is the corresponding weak solution of the NSE.
We aim in this paper to study the rate of convergence, namely the norm of

$$
\begin{equation*}
\mathbf{e}=\mathbf{u}_{\alpha}-\mathbf{u} \tag{1.9}
\end{equation*}
$$

in various space such as $L_{t}^{\infty} L_{x}^{2}, L_{t}^{2} H_{x}^{1}, L_{t}^{\infty} H_{x}^{1}$ and $L_{t}^{2} H_{x}^{2}$, as $\alpha \rightarrow 0$. This study is motivated by the paper of Cao and Titi [4], in which the authors prove that for all 2D $\alpha$-models (1.4)(1.7), one has the following $L_{t}^{\infty} L_{x}^{2}$ estimate on a given time interval $[0, T], \forall \alpha \leq L / 2 \pi$ :

$$
\begin{equation*}
\sup _{t \in[0, T]}\|\mathbf{e}(t)\|^{2} \leq C \alpha^{2}\left(C T\left(1+\log \left(\frac{L}{2 \pi \alpha}\right)\right)+C\right) \tag{1.10}
\end{equation*}
$$

where $C$ is a constant and when no risk of confusion occurs, $\|\cdot\|$ stands for the $L^{2}$ norm. In this results, it is assumed that

$$
\mathbf{u}_{0} \in \mathcal{D}\left(-P_{\sigma} \Delta\right), \quad \mathbf{f} \in L^{2}\left([0, T], \mathcal{P}_{\sigma} L^{2}\left(\mathbb{T}_{2}\right)^{2}\right)
$$

$P_{\sigma}$ being the Leray projector. The logarithmic factor that appears in (1.10) comes from an inequality initially proved by Brezis-Gallouet in [3].
Cao-Titi's result raises two questions.
i) Is that possible to improve the $O\left(\alpha^{2} \log (1 / \alpha)\right)$ rate, and in better norms ?
ii) Can we get an estimate global in time ?

In this paper we positively answer to these questions by showing that when

$$
\mathbf{u}_{0} \in \mathcal{P}_{\sigma} H^{1}\left(\mathbb{T}_{2}\right)^{2}, \quad \mathbf{f} \in L^{2}\left(\mathbb{R}_{+}, \mathcal{P}_{\sigma} L^{2}\left(\mathbb{T}_{2}\right)^{2}\right)
$$

we get an estimate uniform in time of order $O\left(\alpha^{3}\right)$ in the $L_{t}^{\infty} L_{x}^{2} \cap L_{t}^{2} H_{x}^{1}$ norms, specifically for all $\alpha$-models (1.4)-(1.7),

$$
\begin{equation*}
\|\mathbf{e}(s)\|^{2}+\nu \int_{0}^{s}\|\nabla \mathbf{e}\|^{2} d t \leq C \alpha^{3}, \quad \forall s \geq 0 \tag{1.11}
\end{equation*}
$$

where $C$ is a time-independent constant, see Theorem 4.1 below. We also get a uniform in time estimate in the $L_{t}^{\infty} H_{x}^{1} \cap L_{t}^{2} H_{x}^{2}$ norm of order $O\left(\alpha^{2}\right)$ for the L- $\alpha$ model, and in $O\left(\alpha^{2} \log (1 / \alpha)\right)$ for SB and ML- $\alpha$ model, namely for all $s \geq 0$,

$$
\|\nabla \mathbf{e}(s)\|^{2}+\nu \int_{0}^{s}\|\Delta \mathbf{e}\|^{2} d t \leq \begin{cases}C \alpha^{2} & \text { for L- } \alpha  \tag{1.12}\\ C \alpha^{2}\left(C \log \left(\frac{L}{2 \pi \alpha}\right)+C\right) & \text { for SB and ML- } \alpha\end{cases}
$$

see Theorem 4.2 below. Estimates (1.11) and (1.12) are the main results in the present work.
Thanks to (1.11)-(1.12), we are able to study the rates of convergence of the pressures, by showing (see Theorem 5.1 below)

$$
\int_{0}^{s}\|\nabla q\|^{2} d t \leq \begin{cases}C \alpha^{5 / 2} & \text { for L- } \alpha  \tag{1.13}\\ C \alpha^{2}\left(C \log \left(\frac{L}{2 \pi \alpha}\right)+C\right) & \text { for SB models and ML- } \alpha\end{cases}
$$

where $C$ does not depend on times and $q=p_{\alpha}-p$.
The paper is organized as follows. In Section 2 we set the mathematical framework. In Section 3 we deribve from energy balances uniform in time energy estimates weak solutions of the NSE and for all $\alpha$-models as well. This is the main step before investigating the rate of convergence in Section 4, where we prove the estimates (1.11)-(1.12). Section 5 is devoted to study the pressure. In Section 6, we make additional remarks about the 3D case for which the situation is quite different and not in the focus of the present paper.

## 2 Mathematical framework

In this section we set the functional spaces we are working with. We show basic properties of the Helmholz filter, then we carry out the Leray projection of the NSE and Leray- $\alpha$ on free divergence fields spaces. The section ended with a brief state of the art about $\alpha$-models.

### 2.1 Functional spaces

Let $\mathbb{T}_{2}=\mathbb{R}^{2} /[0, L]^{2}$ be a 2 D torus, for $1 \leq p \leq \infty, m \in \mathbb{N}$, let $L^{p}\left(\mathbb{T}_{2}\right)$ and $H^{m}\left(\mathbb{T}_{2}\right)$ denote the standard Lebesgue and Sobolev spaces on $\mathbb{T}_{2}$, respectively. The $L^{p}\left(\mathbb{T}_{2}\right)$-norm is denoted by $\|\cdot\|_{p}$ for all $1 \leq p \leq \infty$, expect for the case $p=2$ where $\|\cdot\| \equiv\|\cdot\|_{2}$. Bold symbols are used for vectors, matrices, or space of vectors. We denote by $\Pi$ the set of all trigonometric polynomials on $\mathbb{T}_{2}$ with spatial zero mean, i.e.,

$$
\int_{\mathbb{T}_{2}} \phi(\mathbf{x}) d \mathbf{x}=0, \quad \forall \phi \in \Pi .
$$

Let us define

$$
\Lambda:=\left\{\varphi \in \Pi^{2}: \nabla \cdot \varphi=0\right\} .
$$

As usual when studying the NSE we define the following standard Hilbert functional spaces

$$
\begin{aligned}
& \mathbf{H}:=\text { the closure of } \boldsymbol{\Lambda} \text { in } L^{2}\left(\mathbb{T}_{2}\right)^{2} \\
& \mathbf{V}:=\text { the closure of } \boldsymbol{\Lambda} \text { in } H^{1}\left(\mathbb{T}_{2}\right)^{2}
\end{aligned}
$$

Let $(\cdot, \cdot)$ and $\|\cdot\|$ be the standard inner product and norm on $\mathbf{H}$, that are

$$
(\mathbf{u}, \mathbf{v}):=\int_{\mathbb{T}_{2}} \mathbf{u} \cdot \mathbf{v} d \mathbf{x} \quad \text { and } \quad\|\mathbf{u}\|^{2}:=\int_{\mathbb{T}_{2}}|\mathbf{u}|^{2} d \mathbf{x}
$$

The inner product $(\mathbf{u}, \mathbf{v})_{\mathbf{V}}$ and the corresponding norm $\|\mathbf{u}\|_{\mathbf{V}}$ on $\mathbf{V}$ are defined as follows

$$
(\mathbf{u}, \mathbf{v})_{\mathbf{v}}:=(\nabla \mathbf{u}, \nabla \mathbf{v}) \quad \text { and } \quad\|\mathbf{u}\|_{\mathbf{v}}:=\|\nabla \mathbf{u}\| .
$$

In the sequel, we use the notation $P_{\sigma}$ for denoting the Helmholtz-Leray orthogonal projection operator of $\mathbf{L}^{2}\left(\mathbb{T}_{2}\right)$ onto $\mathbf{H}$. We next consider an orthonormal basis $\boldsymbol{\varphi}_{1}, \boldsymbol{\varphi}_{2}, \ldots, \boldsymbol{\varphi}_{n}, \ldots$ of $\mathbf{H}$ consisting of eigenfunctions of the the Laplace operator

$$
-\Delta: \mathbf{H}^{2}\left(\mathbb{T}_{2}\right) \cap \mathbf{V} \longrightarrow \mathbf{H}
$$

and for $m \geq 1, \mathbf{H}_{m}=\operatorname{span}\left\{\boldsymbol{\varphi}_{1}, \boldsymbol{\varphi}_{2}, \ldots, \boldsymbol{\varphi}_{m}\right\}$.
Let $A=-P_{\sigma} \Delta$ be the Stokes operator, the domain of which is given by $\mathcal{D}(A):=\mathbf{H}^{2}\left(\mathbb{T}_{2}\right) \cap$ $\mathbf{V}$. Then we know [4, 16]:

$$
\begin{equation*}
A \mathbf{u}=-P_{\sigma} \Delta \mathbf{u}=-\Delta \mathbf{u} \quad \forall \mathbf{u} \in \mathcal{D}(A) \tag{2.1}
\end{equation*}
$$

Let $\lambda_{1}>0$ be the first eigenvalue of $A$, i.e., $A \varphi_{1}=\lambda_{1} \varphi_{1}$, and the above setting leads to $\lambda_{1}=(2 \pi / L)^{2}$. By the virtue of the Poincaré inequality we have

$$
\begin{align*}
\lambda_{1}\|\mathbf{u}\|^{2} & \leq\|\nabla \mathbf{u}\|^{2} \quad \forall \mathbf{u} \in V  \tag{2.2}\\
\lambda_{1}\|\nabla \mathbf{u}\|^{2} & \leq\|A \mathbf{u}\|^{2}=\|\Delta \mathbf{u}\|^{2} \quad \forall \mathbf{u} \in \mathcal{D}(A) \tag{2.3}
\end{align*}
$$

Then it follows by (2.2)-(2.3) that there exist positive dimensionless constants $c_{1}, c_{2}$ such that

$$
\begin{equation*}
c_{1}\|A \mathbf{u}\| \leq\|\mathbf{u}\|_{\mathbf{H}^{2}\left(\mathbb{T}_{2}\right)} \leq c_{2}\|A \mathbf{u}\| \quad \forall \mathbf{u} \in \mathcal{D}(A) \tag{2.4}
\end{equation*}
$$

In the following, we will make an intensive use of the following 2D-Ladyzhenskaya inequality [22]:

$$
\begin{equation*}
\forall \mathbf{u} \in \mathbf{V}, \quad\|\mathbf{u}\|_{4} \leq C\|\mathbf{u}\|^{1 / 2}\|\nabla \mathbf{u}\|^{1 / 2} \tag{2.5}
\end{equation*}
$$

where $C$ is a non-negative dimensionless constant.

### 2.2 Helmholz filter

The filter operator used to construct the turbulence models is the Helmholtz filter, see Germano [18], or [2, 14, 25]. Given a cut length $\alpha>0$ (which will be called the filter radius), for each $\mathbf{u} \in \mathbf{H}, \overline{\mathbf{u}} \in \mathbf{H}^{2}\left(\mathbb{T}_{2}\right) \cap \mathbf{V}$ is the unique solution of the following Helmholtz equation:

$$
\begin{equation*}
\overline{\mathbf{u}}-\alpha^{2} \Delta \overline{\mathbf{u}}=\mathbf{u} \quad \text { in } \mathbb{T}_{2} \tag{2.6}
\end{equation*}
$$

We deduce from (2.6),

$$
\|\mathbf{u}-\overline{\mathbf{u}}\|=\alpha^{2}\|\Delta \overline{\mathbf{u}}\| \quad \forall \mathbf{u} \in \mathbf{H}
$$

We already know that the filter satisfies the inequality, see [13]:

$$
\begin{equation*}
\|\overline{\mathbf{u}}\|+\alpha\|\nabla \overline{\mathbf{u}}\|+\alpha^{2}\|\Delta \overline{\mathbf{u}}\| \leq C\|\mathbf{u}\| \quad \forall \mathbf{u} \in \mathbf{H} \tag{2.7}
\end{equation*}
$$

where $C$ is a Sobolev constant. It follows that

$$
\begin{equation*}
\|\nabla \mathbf{u}-\nabla \overline{\mathbf{u}}\|=\alpha^{2}\|\nabla \Delta \overline{\mathbf{u}}\| \leq C \alpha\|\Delta \mathbf{u}\| \quad \forall \mathbf{u} \in \mathcal{D}(A) \tag{2.8}
\end{equation*}
$$

### 2.3 Leray Projector

Troughout the rest of the paper we assume

$$
\begin{equation*}
\mathbf{u}_{0} \in \mathbf{V}, \quad \mathbf{f} \in L^{2}\left(\mathbb{R}_{+}, \mathbf{H}\right) . \tag{2.9}
\end{equation*}
$$

In order to eliminate the pressure, we apply the Helmholtz-Leray orthogonal projection $\mathcal{P}_{\boldsymbol{\sigma}}$ on free divergence fields to both the NSE and $\alpha$-models. We get the differential systems:

$$
\begin{align*}
\frac{d \mathbf{u}}{d t}+P_{\sigma}[(\mathbf{u} \cdot \nabla) \mathbf{u}]-\nu \Delta \mathbf{u} & =\mathbf{f},  \tag{2.10}\\
\left.\mathbf{u}\right|_{t=0} & =\mathbf{u}_{0},
\end{align*}
$$

as well as

$$
\begin{align*}
\frac{d \mathbf{u}_{\alpha}}{d t}+P_{\sigma}\left[N\left(\mathbf{u}_{\alpha}\right)\right]-\nu \Delta \mathbf{u}_{\alpha} & =\mathbf{f}  \tag{2.11}\\
\left.\mathbf{u}_{\alpha}\right|_{t=0} & =\mathbf{u}_{0},
\end{align*}
$$

where one has used the facts that $P_{\sigma} \mathbf{f} \equiv \mathbf{f}$ since $\mathbf{f} \in \mathbf{H}, P_{\sigma} \Delta \mathbf{u}=\Delta \mathbf{u}$ and $P_{\sigma}(\nabla p)=$ $P_{\sigma}\left(\nabla p_{\alpha}\right)=0$. Once the velocity is calculated, the pressure is $p$ and $p_{\alpha}$ are solutions of the equations

$$
\begin{equation*}
-\Delta p=\nabla \cdot((\mathbf{u} \cdot \nabla) \mathbf{u}), \quad-\Delta p_{\alpha}=\nabla \cdot\left(N\left(\mathbf{u}_{\alpha}\right)\right) . \tag{2.12}
\end{equation*}
$$

From now we will only consider the velocity speaking as a solution to the NSE and the $\alpha$-models.

Remark 2.1. Thanks to the Leray-Helmholtz decomposition and for simplicity we assume that $\mathbf{f}$ is divergence free. Otherwise, the gradient part of $\mathbf{f}$ can be added to the modified pressure and $P_{\sigma} \mathbf{f}$ is replaced by $\mathbf{f}$.

Remark 2.2. A common property of all $\alpha$-models which are considered in the present paper is that these models reduce to the NSE when $\alpha=0$. It can be seen directly from the equality (2.6).

### 2.4 Brief State of the art

In the 2D case, there exists a unique solution of the NSE, global in time, without any singularity, see Temam [36, 37].
The proof of the existence and uniqueness of solution of the $\alpha$-models given by (1.7) can be established by using the standard Galerkin method. The L- $\alpha$ model was implemented computationally by Cheskidov-Holm-Olson-Titi [12].
Ilyin-Lunasin-Titi introduced and studied the ML- $\alpha$ model in the 3D periodic case, see [21]. It was tested numerically in [19]. However, the global existence and uniqueness for 2D can be proved in a similar way.
The Bardina closure model of turbulence was firstly introduced by Bardina-FerzigerReynolds in [1] to perform simulations of the atmosphere. A simplified version of the Bardina's model, was modeled and studied by Layton-Lewandowski in [23, 24], then studied by Berselli-Lewandowski [30] in the whole space. This model is designed by $N\left(\mathbf{u}_{\alpha}\right)=\overline{\nabla \cdot\left(\mathbf{u}_{\alpha} \otimes \mathbf{u}_{\alpha}\right)}$. Cao-Lunasin-Titi proposed a variant of this model [5], which is the one we consider in this paper and that we still call "Simplified Bardina model" (SB).

## 3 A priori estimates

### 3.1 General Orientation

As (2.9) holds We know that both the NSE (1.1)-(1.3) and the $\alpha$-model (1.5)-(1.6), for any $N$ given in (1.7), admit a unique solution $\mathbf{u}$ such that

$$
\begin{equation*}
\mathbf{u} \in L^{\infty}\left(\mathbb{R}_{+}, \mathbf{V}\right) \cap L^{2}\left(\mathbb{R}_{+}, \mathbf{H}^{2}\left(\mathbb{T}_{2}\right) \cap \mathbf{V}\right) \tag{3.1}
\end{equation*}
$$

For simplicity, we note in the following

$$
\begin{equation*}
\mathcal{F}:=\|\mathbf{f}\|_{\mathbf{L}^{2}\left(\mathbb{R}_{+} ; \mathbf{H}\right)}^{2} \tag{3.2}
\end{equation*}
$$

In this section, we detail the $L^{2}\left(\mathbb{R}_{+}, \mathbf{H}^{2}\left(\mathbb{T}_{2}\right) \cap \mathbf{V}\right)$ estimates to get the right constants, each model one after another. The analysis is based on 2 D energy inequalities, using the Ladyzhenskaya inequality (2.5). About the $\alpha$-models, we start by estimating $\overline{\mathbf{u}}_{\alpha}$. This analysis is based on the following identities.

$$
\begin{equation*}
\left(\mathcal{P}_{\sigma}((\mathbf{u} \cdot \nabla) \mathbf{u}), \mathbf{u}\right)=\left(\mathcal{P}_{\sigma}((\mathbf{u} \cdot \nabla) \mathbf{u}), \Delta \mathbf{u}\right)=0 \tag{3.3}
\end{equation*}
$$

for the $\mathrm{L}-\alpha$ and the SB,

$$
\begin{equation*}
\left(\mathcal{P}_{\sigma} N\left(\mathbf{u}_{\alpha}\right), \mathbf{u}_{\alpha}\right)=\left(\mathcal{P}_{\sigma} N\left(\mathbf{u}_{\alpha}\right), \Delta \overline{\mathbf{u}}_{\alpha}\right)=0 \tag{3.4}
\end{equation*}
$$

However the ML- $\alpha$ is more tricky, since we only have

$$
\begin{equation*}
\left(\mathcal{P}_{\sigma} N\left(\mathbf{u}_{\alpha}\right), \overline{\mathbf{u}}_{\alpha}\right)=0 \tag{3.5}
\end{equation*}
$$

### 3.2 NSE Estimates

Lemma 3.1 (NSE). Let $\mathbf{u}_{0} \in \mathbf{V}$ and $\mathbf{f} \in \mathbf{L}^{2}\left(\mathbb{R}_{+} ; \mathbf{H}\right)$. Then the unique weak solution $\mathbf{u}$ of the NSE satisfies

$$
\begin{equation*}
\|\mathbf{u}(s)\|^{2}+\nu \int_{0}^{s}\|\nabla \mathbf{u}\|^{2} d t \leq\left\|\mathbf{u}_{0}\right\|^{2}+\frac{\mathcal{F}}{\nu \lambda_{1}}=: C_{N S E 1} \quad \forall s \geq 0 \tag{3.6}
\end{equation*}
$$

and

$$
\begin{equation*}
\|\nabla \mathbf{u}(s)\|^{2}+\nu \int_{0}^{s}\|\Delta \mathbf{u}\|^{2} d t \leq\left\|\nabla \mathbf{u}_{0}\right\|^{2}+\frac{\mathcal{F}}{\nu}=: C_{N S E 2} \quad \forall s \geq 0 \tag{3.7}
\end{equation*}
$$

Remark 3.1. Estimate (3.6) in the previous theorem can be obtained more generally when $\mathbf{f} \in \mathbf{L}^{2}\left(\mathbb{R}_{+} ; \mathbf{V}^{\prime}\right)$. We use the condition $\mathbf{f} \in \mathbf{L}^{2}\left(\mathbb{R}_{+} ; \mathbf{H}\right)$ for both estimates (3.6) and (3.7) for conciseness.

Proof. We argue step by step, first proving (3.6).
Step 1. $L^{2} H_{x}^{1} \cap L_{t}^{\infty} L_{x}^{2}$ estimate. Take the scalar product of the NSE (2.10) with $\mathbf{u}$ and use the identity $\left(P_{\sigma}[(\mathbf{u} \cdot \nabla) \mathbf{u}], \mathbf{u}\right)=0$, which lead to the following estimate

$$
\begin{equation*}
\frac{1}{2} \frac{d}{d t}\|\mathbf{u}\|^{2}+\nu\|\nabla \mathbf{u}\|^{2} \leq\|\mathbf{f}\|\|\mathbf{u}\| \tag{3.8}
\end{equation*}
$$

Using Poincaré and Young inequalities on the r.h.s (right-hand side) of (3.8) yields:

$$
\begin{equation*}
\frac{d}{d t}\|\mathbf{u}\|^{2}+\nu\|\nabla \mathbf{u}\|^{2} \leq \frac{1}{\nu \lambda_{1}}\|\mathbf{f}\|^{2} \tag{3.9}
\end{equation*}
$$

Integrating (3.9) on $[0, s]$ for $s \geq 0$, one has

$$
\begin{equation*}
\|\mathbf{u}(s)\|^{2}+\nu \int_{0}^{s}\|\nabla \mathbf{u}\|^{2} d t \leq\left\|\mathbf{u}_{0}\right\|^{2}+\frac{1}{\nu \lambda_{1}} \int_{0}^{s}\|\mathbf{f}\|^{2} d t \tag{3.10}
\end{equation*}
$$

Finally, the estimate (3.6) follows by (3.10) since $s$ can be chosen arbitrary.
Step 2. $L^{2} H_{x}^{2} \cap L_{t}^{\infty} H_{x}^{1}$ estimate. In order to prove the other estimate (3.7), instead of $\mathbf{u}$, we take $-\Delta \mathbf{u}$ as a test in the NSE (2.10). As we already have said, in the 2 D case periodic the nonlinear term vanishes, see [35, 36], i.e.,

$$
\begin{equation*}
\left(P_{\sigma}[(\mathbf{u} \cdot \nabla) \mathbf{u}],-\Delta \mathbf{u}\right)=0 \tag{3.11}
\end{equation*}
$$

By the Young inequality the term corresponding to the body forces can be estimated by

$$
\begin{equation*}
(\mathbf{f},-\Delta \mathbf{u}) \leq \frac{\nu}{2}\|\mathbf{f}\|^{2}+\frac{\nu}{2}\|\Delta \mathbf{u}\|^{2} \tag{3.12}
\end{equation*}
$$

Therefore, the rest of the proof follows as the same as what have been done above. Thus, the proof is complete.

### 3.3 Leray- $\alpha$ estimates

Lemma $3.2(\mathbf{L}-\alpha)$. Let $\mathbf{u}_{0} \in \mathbf{V}$ and $\mathbf{f} \in \mathbf{L}^{2}\left(\mathbb{R}_{+} ; \mathbf{H}\right)$. Then the unique weak solution $\mathbf{u}_{\alpha}$ of the $L-\alpha$ satisfies $\forall s \geq 0$

$$
\begin{equation*}
\left\|\nabla \mathbf{u}_{\alpha}(s)\right\|^{2}+\nu \int_{0}^{s}\left\|\Delta \mathbf{u}_{\alpha}\right\|^{2} d t \leq \frac{C C_{L 1}^{2}}{\nu^{4}}\left(\left\|\mathbf{u}_{0}\right\|^{2}+\frac{\mathcal{F}}{\nu \lambda_{1}}\right)+\frac{2 \mathcal{F}}{\nu}=: C_{L} \tag{3.13}
\end{equation*}
$$

where $C_{L 1}$ is given in (3.18).
Proof. For the L- $\alpha$ model, the nonlinear term is given by

$$
N\left(\mathbf{u}_{\alpha}\right)=\left(\overline{\mathbf{u}}_{\alpha} \cdot \nabla\right) \mathbf{u}_{\alpha} \quad \text { where } \quad \overline{\mathbf{u}}_{\alpha}-\alpha^{2} \Delta \overline{\mathbf{u}}_{\alpha}=\mathbf{u}_{\alpha}
$$

We argue in 3 steps, with an intermediate step to estimate $\overline{\mathbf{u}}_{\alpha}$.
Step 1. $L^{2} H_{x}^{1} \cap L_{t}^{\infty} L_{x}^{2}$ estimate of $\mathbf{u}_{\alpha}$. Taking $\mathbf{u}_{\alpha}$ as a test in the L- $\alpha$ model (2.11) gives

$$
\begin{equation*}
\frac{d}{d t}\left\|\mathbf{u}_{\alpha}\right\|^{2}+\nu\left\|\nabla \mathbf{u}_{\alpha}\right\|^{2} \leq \frac{1}{\nu \lambda_{1}}\|\mathbf{f}\|^{2} \tag{3.14}
\end{equation*}
$$

Here

$$
\left(P_{\sigma}\left[\left(\overline{\mathbf{u}}_{\alpha} \cdot \nabla\right) \mathbf{u}_{\alpha}\right], \mathbf{u}_{\alpha}\right)=0
$$

has been used, see in [4]. It leads to for all $s \geq 0$

$$
\begin{equation*}
\left\|\mathbf{u}_{\alpha}(s)\right\|^{2}+\nu \int_{0}^{s}\left\|\nabla \mathbf{u}_{\alpha}\right\|^{2} d t \leq\left\|\mathbf{u}_{0}\right\|^{2}+\frac{\mathcal{F}}{\nu \lambda_{1}} \tag{3.15}
\end{equation*}
$$

Step 2. $L^{2} H_{x}^{2} \cap L_{t}^{\infty} H_{x}^{1}$ estimate of $\overline{\mathbf{u}}_{\alpha}$. Testing (2.11) by $-\Delta \overline{\mathbf{u}}_{\alpha}$ and replacing $\mathbf{u}_{\alpha}$ by $\overline{\mathbf{u}}_{\alpha}-\alpha^{2} \Delta \overline{\mathbf{u}}_{\alpha}$ yield

$$
\begin{equation*}
\frac{d}{d t}\left(\left\|\nabla \overline{\mathbf{u}}_{\alpha}\right\|^{2}+\alpha^{2}\left\|\Delta \overline{\mathbf{u}}_{\alpha}\right\|^{2}\right)+\nu\left\|\Delta \overline{\mathbf{u}}_{\alpha}\right\|^{2}+\nu \alpha^{2}\left\|\nabla \Delta \overline{\mathbf{u}}_{\alpha}\right\|^{2} \leq \frac{\|\mathbf{f}\|^{2}}{\nu} \tag{3.16}
\end{equation*}
$$

Here the vanishing of the nonlinear term has been used, i.e.,

$$
\left(P_{\sigma}\left[\left(\overline{\mathbf{u}}_{\alpha} \cdot \nabla\right) \mathbf{u}_{\alpha}\right],-\Delta \overline{\mathbf{u}}_{\alpha}\right)=\left(\left(\overline{\mathbf{u}}_{\alpha} \cdot \nabla\right)\left(\overline{\mathbf{u}}_{\alpha}-\alpha^{2} \Delta \overline{\mathbf{u}}_{\alpha}\right),-\Delta \overline{\mathbf{u}}_{\alpha}\right)=0
$$

Therefore, by (3.16) for all $s \geq 0$

$$
\begin{equation*}
\left\|\nabla \overline{\mathbf{u}}_{\alpha}(s)\right\|^{2}+\alpha^{2}\left\|\Delta \overline{\mathbf{u}}_{\alpha}(s)\right\|^{2}+\nu \int_{0}^{s}\left(\left\|\Delta \overline{\mathbf{u}}_{\alpha}\right\|^{2}+\alpha^{2}\left\|\nabla \Delta \overline{\mathbf{u}}_{\alpha}\right\|^{2}\right) d t \leq C_{L 1}, \tag{3.17}
\end{equation*}
$$

where $C_{L 1}$ is given by

$$
\begin{equation*}
\left\|\nabla \overline{\mathbf{u}}_{0}\right\|^{2}+\alpha^{2}\left\|\Delta \overline{\mathbf{u}}_{0}\right\|^{2}+\frac{\mathcal{F}^{2}}{\nu} \leq\left(1+\lambda_{1}\right)\left\|\nabla \mathbf{u}_{0}\right\|^{2}+\frac{\mathcal{F}^{2}}{\nu}=: \quad C_{L 1} \tag{3.18}
\end{equation*}
$$

here the facts

$$
\left\|\nabla \overline{\mathbf{u}}_{0}\right\| \leq\left\|\nabla \mathbf{u}_{0}\right\|, \quad \alpha^{2}\left\|\Delta \overline{\mathbf{u}}_{0}\right\|^{2} \leq\left\|\mathbf{u}_{0}\right\|^{2}
$$

given by (2.7) and the Poincaré inequality have been applied.
Step 3. $L^{2} H_{x}^{2} \cap L_{t}^{\infty} H_{x}^{1}$ estimate of $\mathbf{u}_{\alpha}$. We test (2.11) again by $-\Delta \mathbf{u}_{\alpha}$ which leads to

$$
\begin{equation*}
\frac{1}{2} \frac{d}{d t}\left\|\nabla \mathbf{u}_{\alpha}\right\|^{2}+\nu\left\|\Delta \mathbf{u}_{\alpha}\right\|^{2}=\left(P_{\sigma}\left[\left(\overline{\mathbf{u}}_{\alpha} \cdot \nabla\right) \mathbf{u}_{\alpha}\right], \Delta \mathbf{u}_{\alpha}\right)+\left(\mathbf{f},-\Delta \mathbf{u}_{\alpha}\right) . \tag{3.19}
\end{equation*}
$$

The first term on the r.h.s of (3.19) can be estimated by:

$$
\begin{align*}
\left(P_{\sigma}\left[\left(\overline{\mathbf{u}}_{\alpha} \cdot \nabla\right) \mathbf{u}_{\alpha}\right], \Delta \mathbf{u}_{\alpha}\right) & \leq C\left\|\overline{\mathbf{u}}_{\alpha}\right\|\left\|_{4}\right\| \nabla \mathbf{u}_{\alpha}\| \|_{4}\left\|\Delta \mathbf{u}_{\alpha}\right\| \\
& \leq C\left\|\nabla \overline{\mathbf{u}}_{\alpha}\right\|\left\|\nabla \mathbf{u}_{\alpha}\right\|^{1 / 2}\left\|\Delta \mathbf{u}_{\alpha}\right\|^{3 / 2} \\
& \leq \frac{C}{\nu^{3}}\left\|\nabla \overline{\mathbf{u}}_{\alpha}\right\|^{4}\left\|\nabla \mathbf{u}_{\alpha}\right\|^{2}+\frac{\nu}{4}\left\|\Delta \mathbf{u}_{\alpha}\right\|^{2} . \tag{3.20}
\end{align*}
$$

Here one has used the Hölder, 2D-Ladyzhenskaya (2.5), Sobolev and Young inequalities, respectively. From (3.19)-(3.20) one obtains

$$
\begin{equation*}
\frac{d}{d t}\left\|\nabla \mathbf{u}_{\alpha}\right\|^{2}+\nu\left\|\Delta \mathbf{u}_{\alpha}\right\|^{2} \leq \frac{2}{\nu}\|\mathbf{f}\|^{2}+\frac{C}{\nu^{3}}\left\|\nabla \overline{\mathbf{u}}_{\alpha}\right\|^{4}\left\|\nabla \mathbf{u}_{\alpha}\right\|^{2} . \tag{3.21}
\end{equation*}
$$

The previous estimate yields for all $s \geq 0$

$$
\begin{equation*}
\left\|\nabla \mathbf{u}_{\alpha}(s)\right\|^{2}+\nu \int_{0}^{s}\left\|\Delta \mathbf{u}_{\alpha}\right\|^{2} d t \leq \frac{2 \mathcal{F}}{\nu}+\frac{C}{\nu^{3}} \int_{0}^{s}\left\|\nabla \overline{\mathbf{u}}_{\alpha}\right\|^{4}\left\|\nabla \mathbf{u}_{\alpha}\right\|^{2} d t . \tag{3.22}
\end{equation*}
$$

Finally, both estimates (3.15) and (3.17) are applied in (3.22) to get (3.13), which ends the proof.

### 3.4 Simplified Bardina estimates

Lemma 3.3 (SB). Let $\mathbf{u}_{0} \in \mathbf{V}$ and $\mathbf{f} \in \mathbf{L}^{2}\left(\mathbb{R}_{+} ; \mathbf{H}\right)$. Then the unique weak solution $\mathbf{u}_{\alpha}$ of the $S B$ model satisfies

$$
\begin{equation*}
\left\|\nabla \mathbf{u}_{\alpha}(s)\right\|^{2}+\nu \int_{0}^{s}\left\|\Delta \mathbf{u}_{\alpha}\right\|^{2} d t \leq \frac{C C_{S}^{2}}{\nu^{2} \lambda_{1}}+\frac{2 \mathcal{F}}{\nu}=: C_{S B} \quad \forall s \geq 0 \tag{3.23}
\end{equation*}
$$

where $C$ is a positive constant and $C_{S}$ is given by (3.25).
Proof. For this model, the nonlinear term is given by

$$
N\left(\mathbf{u}_{\alpha}\right)=\left(\overline{\mathbf{u}}_{\alpha} \cdot \nabla\right) \overline{\mathbf{u}}_{\alpha} .
$$

We make it in two step, starting with $\overline{\mathbf{u}}_{\alpha}$.

Step 3. $L^{2} H_{x}^{2} \cap L_{t}^{\infty} H_{x}^{1}$ estimate of $\overline{\mathbf{u}}_{\alpha}$. Taking $-\Delta \overline{\mathbf{u}}_{\alpha}$ as a test in (2.11) and using the fact $\mathbf{u}_{\alpha}=\overline{\mathbf{u}}_{\alpha}-\alpha^{2} \Delta \overline{\mathbf{u}}_{\alpha}$ give us

$$
\begin{equation*}
\frac{d}{d t}\left(\left\|\nabla \overline{\mathbf{u}}_{\alpha}\right\|^{2}+\alpha^{2}\left\|\Delta \overline{\mathbf{u}}_{\alpha}\right\|^{2}\right)+\nu\left\|\Delta \overline{\mathbf{u}}_{\alpha}\right\|^{2}+\nu \alpha^{2}\left\|\nabla \Delta \overline{\mathbf{u}}_{\alpha}\right\|^{2} \leq \frac{1}{\nu}\|\mathbf{f}\|^{2}, \tag{3.24}
\end{equation*}
$$

where the identity

$$
\left(P_{\sigma}\left[\left(\overline{\mathbf{u}}_{\alpha} \cdot \nabla\right) \overline{\mathbf{u}}_{\alpha}\right],-\Delta \overline{\mathbf{u}}_{\alpha}\right)=0
$$

has been used. Thus, for all $s \geq 0$

$$
\begin{equation*}
\left\|\nabla \overline{\mathbf{u}}_{\alpha}(s)\right\|^{2}+\alpha^{2}\left\|\Delta \overline{\mathbf{u}}_{\alpha}(s)\right\|^{2}+\nu \int_{0}^{s}\left(\left\|\Delta \overline{\mathbf{u}}_{\alpha}\right\|^{2}+\alpha^{2}\left\|\nabla \Delta \overline{\mathbf{u}}_{\alpha}\right\|^{2}\right) d t \leq C_{S}, \tag{3.25}
\end{equation*}
$$

where $C_{S}:=C_{L 1}$ as given in (3.18).
Step 2. $L^{2} H_{x}^{2} \cap L_{t}^{\infty} H_{x}^{1}$ estimate of $\mathbf{u}_{\alpha}$. One takes $-\Delta \mathbf{u}_{\alpha}$ as a test in (2.11) to obtain

$$
\begin{equation*}
\frac{1}{2} \frac{d}{d t}\left\|\nabla \mathbf{u}_{\alpha}\right\|^{2}+\nu\left\|\Delta \mathbf{u}_{\alpha}\right\|^{2}=\left(P_{\sigma}\left[\left(\overline{\mathbf{u}}_{\alpha} \cdot \nabla\right) \overline{\mathbf{u}}_{\alpha}\right], \Delta \mathbf{u}_{\alpha}\right)-\left(\mathbf{f}, \Delta \mathbf{u}_{\alpha}\right) . \tag{3.26}
\end{equation*}
$$

The nonlinear term on the r.h.s of (3.26) is estimated by:

$$
\begin{align*}
\left(P_{\sigma}\left[\left(\overline{\mathbf{u}}_{\alpha} \cdot \nabla\right) \overline{\mathbf{u}}_{\alpha}\right], \Delta \mathbf{u}_{\alpha}\right) & \leq C\left\|\overline{\mathbf{u}}_{\alpha}\right\|_{4}\left\|\nabla \overline{\mathbf{u}}_{\alpha}\right\|_{4}\left\|\Delta \mathbf{u}_{\alpha}\right\| \\
& \leq C\left\|\overline{\mathbf{u}}_{\alpha}\right\|\left\|^{1 / 2}\right\| \nabla \overline{\mathbf{u}}_{\alpha}\| \| \Delta \overline{\mathbf{u}}_{\alpha}\left\|^{1 / 2}\right\| \Delta \mathbf{u}_{\alpha} \| \\
& \leq \frac{C}{\nu}\left\|\overline{\mathbf{u}}_{\alpha}\right\|\left\|\nabla \overline{\mathbf{u}}_{\alpha}\right\|^{2}\left\|\Delta \overline{\mathbf{u}}_{\alpha}\right\|+\frac{\nu}{4}\left\|\Delta \mathbf{u}_{\alpha}\right\|^{2} . \tag{3.27}
\end{align*}
$$

In the above inequalities the Hölder, 2D-Ladyzhenskaya and Young inequalities have been applied, respectively. The estimates (3.26)-(3.27) lead to

$$
\begin{equation*}
\frac{d}{d t}\left\|\nabla \mathbf{u}_{\alpha}\right\|^{2}+\nu\left\|\Delta \mathbf{u}_{\alpha}\right\|^{2} \leq \frac{2}{\nu}\|\mathbf{f}\|^{2}+\frac{C}{\nu}\left\|\overline{\mathbf{u}}_{\alpha}\right\|\left\|\mid \nabla \overline{\mathbf{u}}_{\alpha}\right\|^{2}\left\|\Delta \overline{\mathbf{u}}_{\alpha}\right\| . \tag{3.28}
\end{equation*}
$$

and by (3.25) for all $s \geq 0$

$$
\begin{align*}
\left\|\nabla \mathbf{u}_{\alpha}(s)\right\|^{2}+\nu \int_{0}^{s}\left\|\Delta \mathbf{u}_{\alpha}\right\|^{2} d t & \leq \frac{2 \mathcal{F}}{\nu}+\frac{C}{\nu} \int_{0}^{s}\left\|\overline{\mathbf{u}}_{\alpha}\right\|\left\|\nabla \overline{\mathbf{u}}_{\alpha}\right\|^{2}\left\|\Delta \overline{\mathbf{u}}_{\alpha}\right\| d t \\
& \leq \frac{2 \mathcal{F}}{\nu}+\frac{C C_{S B}}{\nu \lambda_{1}} \int_{0}^{s}\left\|\Delta \overline{\mathbf{u}}_{\alpha}\right\|^{2} d t \\
& \leq \frac{2 \mathcal{F}}{\nu}+\frac{C C_{S B}^{2}}{\nu^{2} \lambda_{1}} . \tag{3.29}
\end{align*}
$$

Therefore, the proof is complete.

### 3.5 Modified Leray- $\alpha$

Lemma 3.4 (ML- $\alpha$ ). Let $\mathbf{u}_{0} \in \mathbf{V}$ and $\mathbf{f} \in \mathbf{L}^{2}\left(\mathbb{R}_{+} ; \mathbf{H}\right)$. Then the unique weak solution $\mathbf{u}_{\alpha}$ of the ML- $\alpha$ model satisfies

$$
\begin{equation*}
\left\|\nabla \mathbf{u}_{\alpha}(t)\right\|^{2}+\nu \int_{0}^{s}\left\|\Delta \mathbf{u}_{\alpha}\right\|^{2} d t \leq \frac{C_{M L 4}}{\nu^{4}}+\frac{2 \mathcal{F}}{\nu}=: C_{M L_{\alpha}} \quad \forall s \geq 0 \tag{3.30}
\end{equation*}
$$

where $C_{M L 4}=C C_{M L 1} C_{M L 2} C_{M L 3}$ with $C$ is a positive constant and for $i=1,2,3, C_{M L i}$ are given by (3.33), (3.37) and (3.42), respectively.

Proof. The nonlinear term of this model is given by

$$
N\left(\mathbf{u}_{\alpha}\right)=\left(\mathbf{u}_{\alpha} \cdot \nabla\right) \overline{\mathbf{u}}_{\alpha}
$$

This case is more tricky that the others. We make it into 3 steps, starting with a $L^{2} H_{x}^{1} \cap$ $L_{t}^{\infty} L_{x}^{2}$ estimate of $\overline{\mathbf{u}}_{\alpha}$, then a $L^{2} H_{x}^{1} \cap L_{t}^{\infty} L_{x}^{2}$ estimate of $\mathbf{u}_{\alpha}$, to finally get the conclusion.
Step 1. $L^{2} H_{x}^{1} \cap L_{t}^{\infty} L_{x}^{2}$ estimate of $\overline{\mathbf{u}}_{\alpha}$. Taking $\overline{\mathbf{u}}_{\alpha}$ as a test in (2.11) and replacing $\mathbf{u}_{\alpha}$ by $\overline{\mathbf{u}}_{\alpha}-\alpha^{2} \Delta \overline{\mathbf{u}}_{\alpha}$ to obtain

$$
\begin{equation*}
\frac{d}{d t}\left(\left\|\overline{\mathbf{u}}_{\alpha}\right\|^{2}+\alpha^{2}\left\|\nabla \overline{\mathbf{u}}_{\alpha}\right\|^{2}\right)+\nu\left\|\nabla \overline{\mathbf{u}}_{\alpha}\right\|^{2}+\nu \alpha^{2}\left\|\Delta \overline{\mathbf{u}}_{\alpha}\right\|^{2} \leq \frac{1}{\nu \lambda_{1}}\|\mathbf{f}\|^{2} \tag{3.31}
\end{equation*}
$$

Here the fact $\left(P_{\sigma}\left[\left(\mathbf{u}_{\alpha} \cdot \nabla\right) \overline{\mathbf{u}}_{\alpha}\right], \overline{\mathbf{u}}_{\alpha}\right)=0$ and the Poincaré inequality have been used on the r.h.s. Then One gets from (3.31) for all $s \geq 0$

$$
\begin{equation*}
\left\|\overline{\mathbf{u}}_{\alpha}(s)\right\|^{2}+\alpha^{2}\left\|\nabla \overline{\mathbf{u}}_{\alpha}(s)\right\|^{2}+\nu \int_{0}^{s}\left(\left\|\nabla \overline{\mathbf{u}}_{\alpha}\right\|^{2}+\alpha^{2}\left\|\Delta \overline{\mathbf{u}}_{\alpha}\right\|^{2}\right) d s \leq C_{M L 1} \tag{3.32}
\end{equation*}
$$

where as in (3.18) above $C_{M L 1}$ is given by

$$
\begin{equation*}
\left\|\overline{\mathbf{u}}_{0}\right\|^{2}+\alpha^{2}\left\|\nabla \overline{\mathbf{u}}_{0}\right\|^{2}+\frac{\mathcal{F}^{2}}{\nu \lambda_{1}} \leq\left(1+\lambda_{1}\right)\left\|\mathbf{u}_{0}\right\|^{2}+\frac{\mathcal{F}^{2}}{\nu \lambda_{1}}=: C_{M L 1} \tag{3.33}
\end{equation*}
$$

Step 2. $L^{2} H_{x}^{1} \cap L_{t}^{\infty} L_{x}^{2}$ estimate of $\mathbf{u}_{\alpha}$. Taking $\mathbf{u}_{\alpha}$ as a test in (2.11) yields

$$
\begin{equation*}
\frac{1}{2} \frac{d}{d t}\left\|\mathbf{u}_{\alpha}\right\|^{2}+\nu\left\|\nabla \mathbf{u}_{\alpha}\right\|^{2}=-\left(\left(\mathbf{u}_{\alpha} \cdot \nabla\right) \overline{\mathbf{u}}_{\alpha}, \mathbf{u}_{\alpha}\right)+\left(\mathbf{f}, \mathbf{u}_{\alpha}\right) \tag{3.34}
\end{equation*}
$$

The nonlinear term on the r.h.s of (3.34) can be estimated by

$$
\begin{aligned}
\left(\left(\mathbf{u}_{\alpha} \cdot \nabla\right) \overline{\mathbf{u}}_{\alpha}, \mathbf{u}_{\alpha}\right) & \leq C\left\|\mathbf{u}_{\alpha}\right\|_{4}^{2}\left\|\nabla \overline{\mathbf{u}}_{\alpha}\right\| \\
& \leq C\left\|\mathbf{u}_{\alpha}\right\|\left\|\nabla \mathbf{u}_{\alpha}\right\|\left\|\nabla \overline{\mathbf{u}}_{\alpha}\right\| \\
& \leq \frac{C}{\nu}\left\|\mathbf{u}_{\alpha}\right\|^{2}\left\|\nabla \overline{\mathbf{u}}_{\alpha}\right\|^{2}+\frac{\nu}{4}\left\|\nabla \mathbf{u}_{\alpha}\right\|^{2} .
\end{aligned}
$$

Here we have used the Hölder, 2D-Ladyzhenskaya and Young inequalities, respectively. Using the Young inequality for the other term on the r.h.s of (3.34) gives

$$
\begin{equation*}
\frac{d}{d t}\left\|\mathbf{u}_{\alpha}\right\|^{2}+\nu\left\|\nabla \mathbf{u}_{\alpha}\right\|^{2} \leq \frac{2}{\lambda_{1} \nu}\|\mathbf{f}\|^{2}+\frac{C}{\nu}\left\|\mathbf{u}_{\alpha}\right\|^{2}\left\|\nabla \overline{\mathbf{u}}_{\alpha}\right\|^{2} \tag{3.35}
\end{equation*}
$$

Using the estimate (3.32) for all $s \geq 0$ leads to

$$
\begin{align*}
\int_{0}^{s}\left\|\mathbf{u}_{\alpha}\right\|^{2}\left\|\nabla \overline{\mathbf{u}}_{\alpha}\right\|^{2} d t & =\int_{0}^{s}\left(\left\|\overline{\mathbf{u}}_{\alpha}\right\|^{2}+2 \alpha^{2}\left\|\nabla \overline{\mathbf{u}}_{\alpha}\right\|^{2}+\alpha^{4}\left\|\Delta \overline{\mathbf{u}}_{\alpha}\right\|^{2}\right)\left\|\nabla \overline{\mathbf{u}}_{\alpha}\right\|^{2} d t \\
& \leq \frac{4 C_{M L 1}^{2}}{\nu} \tag{3.36}
\end{align*}
$$

Here one has used the following identity

$$
\left\|\mathbf{u}_{\alpha}\right\|^{2}=\left\|\overline{\mathbf{u}}_{\alpha}\right\|^{2}+2 \alpha^{2}\left\|\nabla \overline{\mathbf{u}}_{\alpha}\right\|^{2}+\alpha^{4}\left\|\Delta \overline{\mathbf{u}}_{\alpha}\right\|^{2}
$$

Therefore, by (3.35)-(3.36) for all $s \geq 0$

$$
\begin{equation*}
\left\|\mathbf{u}_{\alpha}(s)\right\|^{2}+\nu \int_{0}^{s}\left\|\nabla \mathbf{u}_{\alpha}\right\|^{2} d t \leq \frac{2 \mathcal{F}}{\nu \lambda_{1}}+\frac{4 C C_{M L 1}^{2}}{\nu^{2}}=: C_{M L 2} \tag{3.37}
\end{equation*}
$$

Step 3. $L^{2} H_{x}^{2} \cap L_{t}^{\infty} H_{x}^{1}$ estimate of $\mathbf{u}_{\alpha}$. W take $-\Delta \mathbf{u}_{\alpha}$ as a test in (2.11) to obtain

$$
\begin{equation*}
\frac{1}{2} \frac{d}{d t}\left\|\nabla \mathbf{u}_{\alpha}\right\|^{2}+\nu\left\|\Delta \mathbf{u}_{\alpha}\right\|^{2}=\left(P_{\sigma}\left[\left(\mathbf{u}_{\alpha} \cdot \nabla\right) \overline{\mathbf{u}}_{\alpha}\right], \Delta \mathbf{u}_{\alpha}\right)-\left(\mathbf{f}, \Delta \mathbf{u}_{\alpha}\right) . \tag{3.38}
\end{equation*}
$$

The nonlinear integral can be estimated by

$$
\begin{align*}
\left(P_{\sigma}\left[\left(\mathbf{u}_{\alpha} \cdot \nabla\right) \overline{\mathbf{u}}_{\alpha}\right], \Delta \mathbf{u}_{\alpha}\right) & \leq C\left\|\mathbf{u}_{\alpha}\right\|_{4}\left\|\nabla \overline{\mathbf{u}}_{\alpha}\right\|_{4}\left\|\Delta \mathbf{u}_{\alpha}\right\|_{2} \\
& \leq C\left\|\mathbf{u}_{\alpha}\right\|^{1 / 2}\left\|\nabla \mathbf{u}_{\alpha}\right\|^{1 / 2}\left\|\nabla \overline{\mathbf{u}}_{\alpha}\right\|\left\|^{1 / 2}\right\| \Delta \mathbf{u}_{\alpha} \|^{3 / 2} \\
& \leq \frac{C}{\nu^{3}}\left\|\mathbf{u}_{\alpha}\right\|^{2}\left\|\nabla \mathbf{u}_{\alpha}\right\|^{2}\left\|\nabla \overline{\mathbf{u}}_{\alpha}\right\|^{2}+\frac{\nu}{4}\left\|\Delta \mathbf{u}_{\alpha}\right\|^{2} . \tag{3.39}
\end{align*}
$$

Here one has used the Hölder, 2D-Ladyzhenskaya, Sobolev and Young inequalities, respectively. From (3.38)-(3.39) we obtain:

$$
\begin{equation*}
\frac{d}{d t}\left\|\nabla \mathbf{u}_{\alpha}\right\|^{2}+\nu\left\|\Delta \mathbf{u}_{\alpha}\right\|^{2} \leq \frac{C}{\nu^{3}}\left\|\mathbf{u}_{\alpha}\right\|^{2}\left\|\nabla \overline{\mathbf{u}}_{\alpha}\right\|^{2}\left\|\nabla \mathbf{u}_{\alpha}\right\|^{2}+\frac{2}{\nu}\|\mathbf{f}\|^{2} \tag{3.40}
\end{equation*}
$$

and in particular

$$
\begin{equation*}
\frac{d}{d t}\left\|\nabla \mathbf{u}_{\alpha}\right\|^{2} \leq \frac{C C_{M L 2}}{\nu^{3}}\left\|\nabla \overline{\mathbf{u}}_{\alpha}\right\|^{2}\left\|\nabla \mathbf{u}_{\alpha}\right\|^{2}+\frac{2}{\nu}\|\mathbf{f}\|^{2} . \tag{3.41}
\end{equation*}
$$

Hence, by (3.41) for all $s \geq 0$

$$
\begin{equation*}
\left\|\nabla \mathbf{u}_{\alpha}(s)\right\|^{2} \leq\left(\left\|\nabla \mathbf{u}_{0}\right\|^{2}+\frac{2 \mathcal{F}}{\nu}\right) \exp \left\{\frac{C C_{M L 2}^{2}}{\nu^{4}}\right\}=: C_{M L 3} \tag{3.42}
\end{equation*}
$$

Together (3.40) and (3.42) one obtains (3.30). Thus, the proof is complete for this model.

## 4 The rate of convergence of $u_{\alpha}$ to $u$

In this section, we study the rate of convergence of the weak solutions $\mathbf{u}_{\alpha}$ of the four $\alpha$ models to the weak solution $\mathbf{u}$ of the NSE in some suitable norms in terms of $\alpha$ as $\alpha$ tends to zero. For simplicity, throughout this section $\mathbf{e}=\mathbf{u}-\mathbf{u}_{\alpha}$ denotes the error between $\mathbf{u}$ and $\mathbf{u}_{\alpha}$ which are the weak solutions of the NSE (2.10) and $\alpha$-models (2.11), respectively.

### 4.1 $\quad$ Error estimate in $L^{2} H_{x}^{1} \cap L_{t}^{\infty} L_{x}^{2}$

The first main result in this section is given by the following theorem:
Theorem 4.1. Let $\mathbf{u}_{0} \in \mathbf{V}$ and $\mathbf{f} \in \mathbf{L}^{2}\left(\mathbb{R}_{+} ; \mathbf{H}\right)$. Then

$$
\begin{equation*}
\|\mathbf{e}(s)\|^{2}+\nu \int_{0}^{s}\|\nabla \mathbf{e}\|^{2} d t \leq C_{r} \alpha^{3} \quad \forall s \geq 0 \tag{4.1}
\end{equation*}
$$

where $C_{r}$ is given by

$$
\begin{cases}(4.9) & \text { for the } L-\alpha \text { model, } \\ (4.11) & \text { for the } S B \text { model, } \\ (4.12) & \text { for the } M L-\alpha \text { model, }\end{cases}
$$

Proof. As the models share common features, in a first step we consider these common features, and in a second step we separate the models to distinguish their differences.

Step 1. Common features. We subtract (2.11) from (2.10) and by multiplying e and integrating the result reads

$$
\begin{equation*}
\frac{1}{2} \frac{d}{d t}\|\mathbf{e}\|^{2}+\nu\|\nabla \mathbf{e}\|^{2}=\left(-P_{\sigma}[(\mathbf{u} \cdot \nabla) \mathbf{u}]+P_{\sigma}\left[N\left(\mathbf{u}_{\alpha}\right)\right], \mathbf{e}\right) \tag{4.2}
\end{equation*}
$$

We add and subtract on the r.h.s of (4.2) the term $\left(\left(\mathbf{u}_{\alpha} \cdot \nabla\right) \mathbf{u}_{\alpha}, \mathbf{e}\right)$ and then rewrite it in the following form:

$$
\begin{align*}
R H S & =\left(-P_{\sigma}[(\mathbf{u} \cdot \nabla) \mathbf{u}]+P_{\sigma}\left[N\left(\mathbf{u}_{\alpha}\right)\right], \mathbf{e}\right) \\
& =\left(-(\mathbf{u} \cdot \nabla) \mathbf{u}+N\left(\mathbf{u}_{\alpha}\right), P_{\sigma} \mathbf{e}\right) \\
& =\left(-(\mathbf{u} \cdot \nabla) \mathbf{u}+N\left(\mathbf{u}_{\alpha}\right), \mathbf{e}\right) \\
& =\left(-(\mathbf{u} \cdot \nabla) \mathbf{u}+\left(\mathbf{u}_{\alpha} \cdot \nabla\right) \mathbf{u}_{\alpha}, \mathbf{e}\right)+\left(-\left(\mathbf{u}_{\alpha} \cdot \nabla\right) \mathbf{u}_{\alpha}+N\left(\mathbf{u}_{\alpha}\right), \mathbf{e}\right) . \tag{4.3}
\end{align*}
$$

We will deal with the two terms on the r.h.s of (4.3) separately. Replacing $\mathbf{u}_{\alpha}$ by $\mathbf{u}-\mathbf{e}$ the first term in (4.3) is rewritten as follows:

$$
\begin{aligned}
\left(-(\mathbf{u} \cdot \nabla) \mathbf{u}+\left(\mathbf{u}_{\alpha} \cdot \nabla\right) \mathbf{u}_{\alpha}, \mathbf{e}\right) & =\left(-(\mathbf{u} \cdot \nabla) \mathbf{u}+\left(\mathbf{u}_{\alpha} \cdot \nabla\right)(\mathbf{u}-\mathbf{e}), \mathbf{e}\right) \\
& =\left(-(\mathbf{u} \cdot \nabla) \mathbf{u}+\left(\mathbf{u}_{\alpha} \cdot \nabla\right) \mathbf{u}, \mathbf{e}\right) \\
& =((-\mathbf{e} \cdot \nabla) \mathbf{u}, \mathbf{e}) \\
& =((\mathbf{e} \cdot \nabla) \mathbf{e}, \mathbf{u})
\end{aligned}
$$

where $\left.\left(\mathbf{u}_{\alpha} \cdot \nabla\right) \mathbf{e}, \mathbf{e}\right)=0$ has been used and the result is continuous estimated by

$$
\begin{align*}
((\mathbf{e} \cdot \nabla) \mathbf{e}, \mathbf{u}) & \leq C\|\mathbf{e}\|_{4}\|\nabla \mathbf{e}\|\|\mathbf{u}\|_{4} \\
& \leq C\|\mathbf{e}\|^{1 / 2}\|\nabla \mathbf{e}\|^{3 / 2}\|\mathbf{u}\|^{1 / 2}\|\nabla \mathbf{u}\|^{1 / 2} \\
& \leq \frac{C}{\nu^{3}}\|\mathbf{u}\|^{2}\|\nabla \mathbf{u}\|^{2}\|\mathbf{e}\|^{2}+\frac{\nu}{4}\|\nabla \mathbf{e}\|^{2} \tag{4.4}
\end{align*}
$$

The first inequality from above is due to the Hölder inequality with the pairing $(1 / 4,1 / 2$, $1 / 4)$, the second one is obtained by applying the 2D-Ladyzhenskaya inequality and the last one comes from using the Young inequality with the pairing $(1 / 4,3 / 4)$. The residual term will be estimated for each model separately, one after the others.

Step 2. Analysis of the models one after eachother
$\mathbf{L}-\alpha$ model. For this model the nonlinear term is given by $N\left(\mathbf{u}_{\alpha}\right)=\left(\overline{\mathbf{u}}_{\alpha} \cdot \nabla\right) \mathbf{u}_{\alpha}$. The residual term is written as

$$
R=\left(-\left(\mathbf{u}_{\alpha} \cdot \nabla\right) \mathbf{u}_{\alpha}+\left(\overline{\mathbf{u}}_{\alpha} \cdot \nabla\right) \mathbf{u}_{\alpha}, \mathbf{e}\right)=-\left(\left(\left(\mathbf{u}_{\alpha}-\overline{\mathbf{u}}_{\alpha}\right) \cdot \nabla\right) \mathbf{u}_{\alpha}, \mathbf{e}\right)
$$

The Hölder, 2D-Ladyzhenskaya, (2.6), (2.8), Sobolev, Poincaré and Young inequalities are
going to apply to get the following estimates:

$$
\begin{align*}
R & \leq C\left\|\mathbf{u}_{\alpha}-\overline{\mathbf{u}}_{\alpha}\right\| 4\left\|\nabla \mathbf{u}_{\alpha}\right\|\|\mathbf{e}\|_{4} \\
& \leq C\left\|\mathbf{u}_{\alpha}-\overline{\mathbf{u}}_{\alpha}\right\|^{1 / 2}\left\|\nabla \mathbf{u}_{\alpha}-\nabla \overline{\mathbf{u}}_{\alpha}\right\|^{1 / 2}\left\|\nabla \mathbf{u}_{\alpha}\right\|\|\mathbf{e}\|^{1 / 2}\|\nabla \mathbf{e}\|^{1 / 2} \\
& \leq \frac{C C_{L}^{1 / 2}}{\lambda_{1}^{1 / 2}} \alpha^{3 / 2}\left\|\Delta \overline{\mathbf{u}}_{\alpha}\right\|^{1 / 2}\left\|\Delta \mathbf{u}_{\alpha}\right\|^{1 / 2}\|\nabla \mathbf{e}\| \\
& \leq \frac{C C_{L}^{1 / 2}}{\lambda_{1}^{1 / 2}} \alpha^{3 / 2}\left\|\Delta \mathbf{u}_{\alpha}\right\|\|\nabla \mathbf{e}\| \\
& \leq \frac{C C_{L} \alpha^{3}}{\nu \lambda_{1}}\left\|\Delta \mathbf{u}_{\alpha}\right\|^{2}+\frac{\nu}{4}\|\nabla \mathbf{e}\|^{2} . \tag{4.5}
\end{align*}
$$

Notice that $\left\|\nabla \mathbf{u}_{\alpha}(t)\right\|$ in the above estimate is uniformly bounded by $C_{L}^{1 / 2}$ where $C_{L}$ given by Lemma 3.2. Putting (4.4) and (4.5) into (4.2) gives us

$$
\begin{equation*}
\frac{d}{d t}\|\mathbf{e}\|^{2}+\nu\|\nabla \mathbf{e}\|^{2} \leq \frac{C C_{L} \alpha^{3}}{\nu \lambda_{1}}\left\|\Delta \mathbf{u}_{\alpha}\right\|^{2}+\frac{C}{\nu^{3}}\|\mathbf{u}\|^{2}\|\nabla \mathbf{u}\|^{2}\|\mathbf{e}\|^{2} . \tag{4.6}
\end{equation*}
$$

Here we are going to apply the Gronwall's lemma for (4.6). Although the argument is standard we still provide the details for this model and for the other models the details will be shipped. Let

$$
A(s):=-\frac{C}{\nu^{3}} \int_{0}^{s}\|\mathbf{u}\|^{2}\|\nabla \mathbf{u}\|^{2} d t \quad \forall s \geq 0
$$

where $C$ is given in (4.6). Multiplying both sides of (4.6) by $A(t)$ yields for all $s \geq 0$

$$
\begin{equation*}
\|\mathbf{e}(s)\|^{2} \leq \frac{C C_{L} \alpha^{3}}{\nu \lambda_{1}} \exp \{-A(s)\} \int_{0}^{s}\left\|\Delta \mathbf{u}_{\alpha}\right\|^{2} d t \tag{4.7}
\end{equation*}
$$

where one has used the fact $\mathbf{e}_{0}=0$. Thus, combine (4.7) with Lemmas ?? and 3.2 to obtain

$$
\begin{equation*}
\|\mathbf{e}(s)\|^{2} \leq \frac{C C_{L}^{2} \alpha^{3}}{\nu^{2} \lambda_{1}} \exp \left\{\frac{C_{N S E 1}^{2}}{\nu^{4}}\right\}=: E_{L} \alpha^{3} \quad \forall s \geq 0 \tag{4.8}
\end{equation*}
$$

where $C_{L}$ and $C_{N S E 1}$ are given by Lemmas 3.2 and 3.1, respectively. Finally, we combine (4.6) and (4.8) to get (4.1) with $C_{r}$ given by

$$
\begin{equation*}
C_{r_{L}}=C\left(\frac{C_{L}}{\nu^{2}}+\frac{C_{N S E 1}^{2} E_{L}}{\nu^{4}}\right) . \tag{4.9}
\end{equation*}
$$

SB model. In this case the residual term is given by

$$
\begin{align*}
R & =\left(-\left(\mathbf{u}_{\alpha} \cdot \nabla\right) \mathbf{u}_{\alpha}+\left(\overline{\mathbf{u}}_{\alpha} \cdot \nabla\right) \overline{\mathbf{u}}_{\alpha}, \mathbf{e}\right) \\
& =\left(-\left(\mathbf{u}_{\alpha} \cdot \nabla\right) \mathbf{u}_{\alpha}+\left(\overline{\mathbf{u}}_{\alpha} \cdot \nabla\right) \mathbf{u}_{\alpha}-\left(\overline{\mathbf{u}}_{\alpha} \cdot \nabla\right) \mathbf{u}_{\alpha}+\left(\overline{\mathbf{u}}_{\alpha} \cdot \nabla\right) \overline{\mathbf{u}}_{\alpha}, \mathbf{e}\right) \\
& =-\left(\left(\left(\mathbf{u}_{\alpha}-\overline{\mathbf{u}}_{\alpha}\right) \cdot \nabla\right) \mathbf{u}_{\alpha}, \mathbf{e}\right)-\left(\left(\overline{\mathbf{u}}_{\alpha} \cdot \nabla\right)\left(\mathbf{u}_{\alpha}-\overline{\mathbf{u}}_{\alpha}\right), \mathbf{e}\right) \\
& =R_{1}+R_{2} . \tag{4.10}
\end{align*}
$$

The term $R_{1}$ on the r.h.s of (4.10) can be handled as (4.5) in the case of L- $\alpha$ model. The second term $R_{2}$ can be estimated as in the ML- $\alpha$ case. Therefore, the constant $C_{r}$ in this case has the following form

$$
\begin{equation*}
C_{r_{S B}}=C_{r_{L}}+C_{r_{M L}} . \tag{4.11}
\end{equation*}
$$

ML- $\alpha$ model. In this case the residual term is rewritten as

$$
\begin{aligned}
R & =\left(-\left(\mathbf{u}_{\alpha} \cdot \nabla\right) \mathbf{u}_{\alpha}+\left(\mathbf{u}_{\alpha} \cdot \nabla\right) \overline{\mathbf{u}}_{\alpha}, \mathbf{e}\right) \\
& =\left(\left(\mathbf{u}_{\alpha} \cdot \nabla\right) \mathbf{e}, \mathbf{u}_{\alpha}-\overline{\mathbf{u}}_{\alpha}\right)
\end{aligned}
$$

and is handled precisely as in the L- $\alpha$ case. Then the proof for this case follows by that of the L- $\alpha$ model with $C_{r}$ is given by

$$
\begin{equation*}
C_{r_{M L a}}=C\left(\frac{C_{M L_{a}}}{\nu^{2}}+\frac{C_{N S E 1}^{2} E_{M L_{a}}}{\nu^{4}}\right) \tag{4.12}
\end{equation*}
$$

where $C_{M L_{a}}$ is given by Lemma 3.4 and

$$
E_{M L_{a}}=\frac{C C_{M L_{a}}^{2}}{\nu^{2} \lambda_{1}} \exp \left\{\frac{C_{N S E 1}^{2}}{\nu^{4}}\right\}
$$

From Theorem 4.1 we have immediately the following results:
Corollary 4.1. Let $\mathbf{u}_{0} \in \mathbf{V}$ and $\mathbf{f} \in \mathbf{L}^{2}\left(\mathbb{R}_{+} ; \mathbf{H}\right)$. Then for all $s \geq 0$

$$
\begin{equation*}
\|\overline{\mathbf{e}}(s)\|^{2}+\nu \int_{0}^{s}\|\nabla \overline{\mathbf{e}}\|^{2} d t \leq 3 C_{r} \alpha^{3} \tag{4.13}
\end{equation*}
$$

where $\overline{\mathbf{e}}=\overline{\mathbf{u}}-\overline{\mathbf{u}}_{\alpha}$ and $C_{r}$ is given by Theorem 4.1 for each $\alpha$-model.
Corollary 4.2. Let $\mathbf{u}_{0} \in \mathbf{V}$ and $\mathbf{f} \in \mathbf{L}^{2}\left(\mathbb{R}_{+} ; \mathbf{H}\right)$. Then for all $s \geq 0$

$$
\begin{equation*}
\left\|\left(\mathbf{u}-\overline{\mathbf{u}}_{\alpha}\right)(s)\right\|^{2}+\nu \int_{0}^{s}\left\|\nabla\left(\mathbf{u}-\overline{\mathbf{u}}_{\alpha}\right)\right\|^{2} d t \leq C_{c o r}\left(\alpha^{2}+\alpha^{3}\right) \tag{4.14}
\end{equation*}
$$

where $C_{\text {cor }}$ is given by (4.17).
Proof. The triangle inequality, Theorem 4.1, Lemma 3.1, relation (2.7) and Poincaré inequality yield for all $s \geq 0$

$$
\begin{align*}
\left\|\mathbf{u}-\overline{\mathbf{u}}_{\alpha}(s)\right\|^{2} & \leq 2\left(\left\|\left(\mathbf{u}-\mathbf{u}_{\alpha}\right)(s)\right\|^{2}+\left\|\left(\mathbf{u}_{\alpha}-\overline{\mathbf{u}}_{\alpha}\right)(s)\right\|^{2}\right) \\
& \leq 2 C_{r} \alpha^{3}+2 \alpha^{4}\left\|\Delta \overline{\mathbf{u}}_{\alpha}(s)\right\|^{2} \\
& \leq 2 C_{r} \alpha^{3}+2 C \alpha^{2}\left\|\mathbf{u}_{\alpha}(s)\right\|^{2} \\
& \leq 2 C_{r} \alpha^{3}+2 C \frac{C_{E}}{\lambda_{1}} \alpha^{2} \tag{4.15}
\end{align*}
$$

Here for each $\alpha$-model $C_{E}$ is given by $C_{L}, C_{N S_{a}}, C_{S B}$ or $C_{M L_{a}}$ in Lemmas 3.2, ??, 3.3 and 3.4, respectively. Moreover, $C_{r}$ is given by Theorem 4.1. Similarity, we have for all $s \geq 0$

$$
\begin{align*}
\nu \int_{0}^{s}\left\|\nabla\left(\mathbf{u}-\overline{\mathbf{u}}_{\alpha}\right)\right\|^{2} d t & \leq 2 \nu\left(\int_{0}^{s}\left\|\nabla\left(\mathbf{u}-\mathbf{u}_{\alpha}\right)\right\|^{2} d t+\int_{0}^{s}\left\|\nabla\left(\mathbf{u}_{\alpha}-\overline{\mathbf{u}}_{\alpha}\right)\right\|^{2} d t\right) \\
& \leq 2 C_{r} \alpha^{3}+2 C \alpha^{2} \nu \int_{0}^{s}\left\|\Delta \mathbf{u}_{\alpha}\right\|^{2} d t \\
& \leq 2 C_{r} \alpha^{3}+2 C C_{E} \alpha^{2} \tag{4.16}
\end{align*}
$$

Thus, (4.14) follows by (4.15) and (4.16) with the constant $C$ given by

$$
\begin{equation*}
C_{c o r}=2 \max \left\{C_{r}, C C_{E}, C C_{E} / \lambda_{1}\right\} \tag{4.17}
\end{equation*}
$$

### 4.2 $\quad$ Error estimate in $L^{2} H_{x}^{2} \cap L_{t}^{\infty} H_{x}^{1}$

Throughout the rest of the paper, we assume $\alpha<L / 2 \pi$. Before going on to state the results, we start with a technical result that follows form a usefull result due to H. Brézis and T. Gallouët [3].
Lemma 4.1. Let $0 \leq \alpha<\lambda_{1}^{-1 / 2}=L / 2 \pi$, $\mathbf{u}_{\alpha}$ be the weak solutions of any $\alpha$-model. Then there exist $K_{1}$ and $K_{2}$ such that for all $t \geq 0$

$$
\begin{equation*}
\left\|\overline{\mathbf{u}}_{\alpha}(t)\right\|_{\infty}^{2} \leq K_{1} \log \left(\frac{L}{2 \pi \alpha}\right)+K_{2} \tag{4.18}
\end{equation*}
$$

Proof. Assume that $0 \leq \alpha<\lambda_{1}^{-1 / 2}=L / 2 \pi$. Thanks to the Brezis-Gallouet inequality [3], there exists a constant $C=C\left(\mathbb{T}_{2}\right)>0$ such that

$$
\begin{aligned}
\left\|\overline{\mathbf{u}}_{\alpha}\right\|_{\infty}^{2} & \leq C\left\|\nabla \overline{\mathbf{u}}_{\alpha}\right\|^{2}\left[1+\log \left(\frac{L}{2 \pi} \frac{\left\|\Delta \overline{\mathbf{u}}_{\alpha}\right\|}{\left\|\nabla \overline{\mathbf{u}}_{\alpha}\right\|}\right)\right] \\
& =C\left[\left\|\nabla \overline{\mathbf{u}}_{\alpha}\right\|^{2}\left(1+\log \left(\frac{L}{2 \pi \alpha}\right)\right)+\left\|\nabla \overline{\mathbf{u}}_{\alpha}\right\|^{2} \log \left(\frac{\alpha\left\|\Delta \overline{\mathbf{u}}_{\alpha}\right\|}{\left\|\nabla \overline{\mathbf{u}}_{\alpha}\right\|}\right)\right] \\
& \leq C\left[C_{E}\left(1+\log \left(\frac{L}{2 \pi \alpha}\right)\right)+\frac{C_{1}^{2}}{\lambda_{1}^{1 / 2}} \frac{\left\|\nabla \overline{\mathbf{u}}_{\alpha}\right\|}{C_{1}} \log \left(\frac{C_{1}}{\left\|\nabla \overline{\mathbf{u}}_{\alpha}\right\|}\right)\right] \\
& \leq C\left[C_{E}\left(1+\log \left(\frac{L}{2 \pi \alpha}\right)\right)+\frac{C_{1}^{2}}{e \lambda_{1}^{1 / 2}}\right] .
\end{aligned}
$$

Here one has used the following estimate in the third inequality above

$$
\begin{equation*}
\alpha^{2}\left\|\Delta \overline{\mathbf{u}}_{\alpha}\right\|^{2} \leq C\left\|\mathbf{u}_{\alpha}\right\|^{2} \leq C \frac{\left\|\nabla \mathbf{u}_{\alpha}\right\|^{2}}{\lambda_{1}} \leq C \frac{C_{E}}{\lambda_{1}}=: C_{1}^{2}, \quad\left(C_{1}>0\right) \tag{4.19}
\end{equation*}
$$

and

$$
\begin{equation*}
\left\|\nabla \overline{\mathbf{u}}_{\alpha}\right\| \leq C\left\|\nabla \mathbf{u}_{\alpha}\right\| \leq C C_{E}^{1 / 2} \leq \frac{C C_{1}}{\lambda_{1}^{1 / 2}} \tag{4.20}
\end{equation*}
$$

where the two first estimates in (4.19)-(4.20) are given by (2.6) and the constant $C_{E}$ is given as in Corollary 4.1. Thus, in this case the proof follows by choosing $K_{1}=C C_{E}$ and $K_{2}=K_{1}+C_{1}^{2} /\left(e \lambda_{1}^{1 / 2}\right)$.

We are now in order to state the next main result in this section.
Theorem 4.2. Let $\alpha<L / 2 \pi, \mathbf{u}_{0} \in \mathbf{V}, \mathbf{f} \in \mathbf{L}^{2}\left(\mathbb{R}_{+} ; \mathbf{H}\right)$ and

$$
\begin{equation*}
D(s):=\|\nabla \mathbf{e}(s)\|^{2}+\nu \int_{0}^{s}\|\Delta \mathbf{e}\|^{2} d t \quad \forall s \geq 0 \tag{4.21}
\end{equation*}
$$

Then

1. For the $L-\alpha$ model

$$
\begin{equation*}
D(s) \leq C_{R} \alpha^{2}, \tag{4.22}
\end{equation*}
$$

where $C_{R}$ is given by (4.36).
2. For the $S B$ model

$$
\begin{equation*}
D(s) \leq C_{R} \alpha^{2}\left(K_{1} \log (L / 2 \pi \alpha)+K_{2}+C_{S B}\right), \tag{4.23}
\end{equation*}
$$

where $C_{R}$ given by (4.38).
3. For the ML- $\alpha$ model

$$
\begin{equation*}
D(s) \leq C_{R} \alpha^{2}\left(K_{1} \log (L / 2 \pi \alpha)+K_{2}+C_{M L_{a}}\right) \tag{4.24}
\end{equation*}
$$

where $C_{R}$ given by (4.44). Here $C_{M L_{a}}, C_{S B}$ and $K_{1}, K_{2}$ are given by Lemmas 3.4, 3.3 and 4.1, respectively.

Proof. Subtracting (2.11) from (2.10) and taking $-\Delta \mathbf{e}$ as a test yield:

$$
\begin{equation*}
\frac{1}{2} \frac{d}{d t}\|\nabla \mathbf{e}\|^{2}+\nu\|\Delta \mathbf{e}\|^{2}=\left(-P_{\sigma}[(\mathbf{u} \cdot \nabla) \mathbf{u}]+P_{\sigma}\left[N\left(\mathbf{u}_{\alpha}\right)\right],-\Delta \mathbf{e}\right) . \tag{4.25}
\end{equation*}
$$

Adding and subtracting the term $\left(\left(\mathbf{u}_{\alpha} \cdot \nabla\right) \mathbf{u}_{\alpha},-\Delta \mathbf{e}\right)$ to the r.h.s of (4.25):

$$
\begin{equation*}
R H S=\left(-(\mathbf{u} \cdot \nabla) \mathbf{u}+\left(\mathbf{u}_{\alpha} \cdot \nabla\right) \mathbf{u}_{\alpha},-\Delta \mathbf{e}\right)+\left(-\left(\mathbf{u}_{\alpha} \cdot \nabla\right) \mathbf{u}_{\alpha}+N\left(\mathbf{u}_{\alpha}\right),-\Delta \mathbf{e}\right) \tag{4.26}
\end{equation*}
$$

By using $\mathbf{e}=\mathbf{u}-\mathbf{u}_{\alpha}$ the first term on the r.h.s of (4.26) can be estimated by

$$
\begin{align*}
I_{1} & =\left(-(\mathbf{u} \cdot \nabla) \mathbf{u}+\left(\mathbf{u}_{\alpha} \cdot \nabla\right) \mathbf{u}_{\alpha},-\Delta \mathbf{e}\right) \\
& =(-(\mathbf{u} \cdot \nabla) \mathbf{u}+((\mathbf{u}-\mathbf{e}) \cdot \nabla)(\mathbf{u}-\mathbf{e}),-\Delta \mathbf{e}) \\
& =(-(\mathbf{u} \cdot \nabla) \mathbf{u}+(\mathbf{u} \cdot \nabla) \mathbf{u}-(\mathbf{u} \cdot \nabla) \mathbf{e}-(\mathbf{e} \cdot \nabla) \mathbf{u}+(\mathbf{e} \cdot \nabla) \mathbf{e},-\Delta \mathbf{e}) \\
& =((\mathbf{u} \cdot \nabla) \mathbf{e}, \Delta \mathbf{e})+(\mathbf{e} \cdot \nabla) \mathbf{u}, \Delta \mathbf{e})=I_{11}+I_{12}, \tag{4.27}
\end{align*}
$$

where the vanishing of the term $((\mathbf{e} \cdot \nabla) \mathbf{e},-\Delta \mathbf{e})$ has been used. The first term on the r.h.s of (4.27) is bounded by

$$
\begin{align*}
I_{11}=((\mathbf{u} \cdot \nabla) \mathbf{e}, \Delta \mathbf{e}) & \leq C\|\mathbf{u}\|_{4}\|\nabla \mathbf{e}\|_{4}\|\Delta \mathbf{e}\| \\
& \leq C\|\mathbf{u}\|^{1 / 2}\|\nabla \mathbf{u}\|^{1 / 2}\|\nabla \mathbf{e}\|^{1 / 2}\|\Delta \mathbf{e}\|^{3 / 2} \\
& \leq \frac{C}{\nu^{3}}\|\mathbf{u}\|^{2}\|\nabla \mathbf{u}\|^{2}\|\nabla \mathbf{e}\|^{2}+\frac{\nu}{6}\|\Delta \mathbf{e}\|^{2} . \tag{4.28}
\end{align*}
$$

In (4.28), the Hölder, 2D-Ladyzhenskaya and Young inequalities have been applied. Similarity, the other term on the r.h.s of (4.27) can be handled by:

$$
\begin{align*}
I_{12}=((\mathbf{e} \cdot \nabla) \mathbf{u}, \Delta \mathbf{e}) & \leq C\|\mathbf{e}\|_{4}\|\nabla \mathbf{u}\|_{4}\|\Delta \mathbf{e}\| \\
& \leq C\|\mathbf{e}\|^{1 / 2}\|\nabla \mathbf{e}\|^{1 / 2}\|\nabla \mathbf{u}\|^{1 / 2}\|\Delta \mathbf{u}\|^{1 / 2}\|\Delta \mathbf{e}\| \\
& \leq \frac{C}{\lambda_{1}^{1 / 2}}\|\nabla \mathbf{e}\|\|\nabla \mathbf{u}\|^{1 / 2}\|\Delta \mathbf{u}\|^{1 / 2}\|\Delta \mathbf{e}\| \\
& \leq \frac{C}{\nu \lambda_{1}}\|\nabla \mathbf{e}\|^{2}\|\nabla \mathbf{u}\|\|\Delta \mathbf{u}\|+\frac{\nu}{6}\|\Delta \mathbf{e}\|^{2} . \tag{4.29}
\end{align*}
$$

Using (4.28)-(4.29) the quantity $I_{1}$ in (4.27) can be bounded by

$$
\begin{equation*}
I_{1} \leq\left(\frac{C}{\nu^{3}}\|\mathbf{u}\|^{2}\|\nabla \mathbf{u}\|^{2}+\frac{C}{\nu \lambda_{1}}\|\nabla \mathbf{u}\|\|\Delta \mathbf{u}\|\right)\|\nabla \mathbf{e}\|^{2}+\frac{\nu}{3}\|\Delta \mathbf{e}\|^{2} . \tag{4.30}
\end{equation*}
$$

In the following parts, we will estimate the second term on the r.h.s of (4.26) for each $\alpha$-model. We start with the first one as follows.

L- $\alpha$ model. The nonlinear term is given by $N\left(\mathbf{u}_{\alpha}\right)=\left(\overline{\mathbf{u}}_{\alpha} \cdot \nabla\right) \mathbf{u}_{\alpha}$. Therefore, the residual term can be estimated by

$$
\begin{align*}
I_{2} & =\left(-\left(\mathbf{u}_{\alpha} \cdot \nabla\right) \mathbf{u}_{\alpha}+\left(\overline{\mathbf{u}}_{\alpha} \cdot \nabla\right) \mathbf{u}_{\alpha},-\Delta \mathbf{e}\right) \\
& \left.=\left(\left(\overline{\mathbf{u}}_{\alpha}-\mathbf{u}_{\alpha}\right) \cdot \nabla\right) \mathbf{u}_{\alpha},-\Delta \mathbf{e}\right) \\
& \leq C\left\|\overline{\mathbf{u}}_{\alpha}-\mathbf{u}_{\alpha}\right\| /\| \| \mathbf{u}_{\alpha}\| \|\|\Delta \mathbf{e}\| \\
& \leq C\left\|\overline{\mathbf{u}}_{\alpha}-\mathbf{u}_{\alpha}\right\|^{1 / 2}\left\|\nabla \overline{\mathbf{u}}_{\alpha}-\nabla \mathbf{u}_{\alpha}\right\|^{1 / 2}\left\|\nabla \mathbf{u}_{\alpha}\right\|^{1 / 2}\left\|\Delta \mathbf{u}_{\alpha}\right\|^{1 / 2}\|\Delta \mathbf{e}\| \\
& \leq C \alpha\left\|\nabla \mathbf{u}_{\alpha}\right\|\left\|\Delta \mathbf{u}_{\alpha}\right\|\| \| \mathbf{e} \| \\
& \leq \frac{C}{\nu} \alpha^{2}\left\|\nabla \mathbf{u}_{\alpha}\right\|^{2}\left\|\Delta \mathbf{u}_{\alpha}\right\|^{2}+\frac{\nu}{6}\|\Delta \mathbf{e}\|^{2} \\
& \leq \frac{C C_{L} \alpha^{2}}{\nu}\left\|\Delta \mathbf{u}_{\alpha}\right\|^{2}+\frac{\nu}{6}\|\Delta \mathbf{e}\|^{2} . \tag{4.31}
\end{align*}
$$

Here the Hölder, 2D-Ladyzhenskaya, (2.6)-(2.7) and Young inequalities have been applied. Moreover, $C_{L}$ is given by Lemma 3.2. Using estimates (4.25)-(4.31) leads to

$$
\begin{align*}
\frac{d}{d t}\|\nabla \mathbf{e}\|^{2}+\nu\|\Delta \mathbf{e}\|^{2} \leq & \left(\frac{C}{\nu^{3}}\|\mathbf{u}\|^{2}\|\nabla \mathbf{u}\|^{2}+\frac{C}{\nu \lambda_{1}}\|\nabla \mathbf{u}\|\|\Delta \mathbf{u}\|\right)\|\nabla \mathbf{e}\|^{2} \\
& +\frac{C C_{L} \alpha^{2}}{\nu}\left\|\Delta \mathbf{u}_{\alpha}\right\|^{2} \tag{4.32}
\end{align*}
$$

and in particular

$$
\begin{equation*}
y^{\prime}(t)-g(t) y(t) \leq h(t) \quad \forall t \geq 0, \tag{4.33}
\end{equation*}
$$

where for all $t \geq 0$

$$
\left\{\begin{aligned}
y(t) & =\|\nabla \mathbf{e}(t)\|^{2} \\
g(t) & =\frac{C}{\nu^{3}}\|\mathbf{u}(t)\|^{2}\|\nabla \mathbf{u}(t)\|^{2}+\frac{C}{\nu \lambda_{1}}\|\nabla \mathbf{u}(t)\|\|\Delta \mathbf{u}(t)\| \\
h(t) & =\frac{C C_{L} \alpha^{2}}{\nu}\left\|\Delta \mathbf{u}_{\alpha}(t)\right\|^{2}
\end{aligned}\right.
$$

Therefore, the Gronwall's lemma gives for all $s \geq 0$

$$
\begin{equation*}
\|\nabla \mathbf{e}(s)\|^{2} \leq \frac{C C_{L}}{\nu^{2}} \exp \left\{\frac{C_{N S E 1}^{2}}{\nu^{4}}+\frac{C_{N S E 1}^{1 / 2} C_{N S E 2}^{1 / 2}}{\nu^{2} \lambda_{1}}\right\} \alpha^{2}=: R_{L} \alpha^{2} . \tag{4.34}
\end{equation*}
$$

Here we use the fact that $\nabla \mathbf{e}(0)=0$. Finally, combine (4.32) and (4.34) yield

$$
\begin{equation*}
\|\nabla \mathbf{e}(s)\|^{2}+\nu \int_{0}^{s}\|\Delta \mathbf{e}\|^{2} d t \leq C_{R} \alpha^{2} \quad \forall s \geq 0 \tag{4.35}
\end{equation*}
$$

where

$$
\begin{equation*}
C_{R}=\left(\frac{C_{N S E 1}^{2}}{\nu^{4}}+\frac{C_{N S E 1}^{1 / 2} C_{N S E 2}^{1 / 2}}{\nu^{2} \lambda_{1}}\right) R_{L}+\frac{C C_{L}^{2}}{\nu^{2}} . \tag{4.36}
\end{equation*}
$$

Thus, the proof is complete.

SB model. The nonlinear term is given by $N\left(\mathbf{u}_{\alpha}\right)=\left(\overline{\mathbf{u}}_{\alpha} \cdot \nabla\right) \overline{\mathbf{u}}_{\alpha}$. Adding and subtracting the term $\left(\overline{\mathbf{u}}_{\alpha} \cdot \nabla\right) \mathbf{u}_{\alpha}$ give

$$
\begin{align*}
I_{2} & =\left(-\left(\mathbf{u}_{\alpha} \cdot \nabla\right) \mathbf{u}_{\alpha}+\left(\overline{\mathbf{u}}_{\alpha} \cdot \nabla\right) \overline{\mathbf{u}}_{\alpha},-\Delta \mathbf{e}\right) \\
& =\left(-\left(\mathbf{u}_{\alpha} \cdot \nabla\right) \mathbf{u}_{\alpha}+\left(\overline{\mathbf{u}}_{\alpha} \cdot \nabla\right) \mathbf{u}_{\alpha}-\left(\overline{\mathbf{u}}_{\alpha} \cdot \nabla\right) \mathbf{u}_{\alpha}+\left(\overline{\mathbf{u}}_{\alpha} \cdot \nabla\right) \overline{\mathbf{u}}_{\alpha},-\Delta \mathbf{e}\right) \\
& =I_{21}+I_{22} . \tag{4.37}
\end{align*}
$$

Here, the first term on the r.h.s of (4.37) can be handled by

$$
\begin{aligned}
I_{21} & =\left(-\left(\mathbf{u}_{\alpha} \cdot \nabla\right) \mathbf{u}_{\alpha}+\left(\overline{\mathbf{u}}_{\alpha} \cdot \nabla\right) \mathbf{u}_{\alpha},-\Delta \mathbf{e}\right) \\
& \left.=\left(\left(\overline{\mathbf{u}}_{\alpha}-\mathbf{u}_{\alpha}\right) \cdot \nabla\right) \mathbf{u}_{\alpha}, \Delta \mathbf{e}\right),
\end{aligned}
$$

which is similar to (4.31) in the $\mathrm{L}-\alpha$ model. The other term is rewritten as

$$
\begin{aligned}
I_{22} & =\left(-\left(\overline{\mathbf{u}}_{\alpha} \cdot \nabla\right) \mathbf{u}_{\alpha}+\left(\overline{\mathbf{u}}_{\alpha} \cdot \nabla\right) \overline{\mathbf{u}}_{\alpha},-\Delta \mathbf{e}\right) \\
& =\left(\left(\overline{\mathbf{u}}_{\alpha} \cdot \nabla\right)\left(\overline{\mathbf{u}}_{\alpha}-\mathbf{u}_{\alpha}\right),-\Delta \mathbf{e}\right),
\end{aligned}
$$

which is similar to (4.41) in the ML- $\alpha$ model. Therefore, the constant $C_{R}$ in this case is similar as in the ML- $\alpha$ model and has the form

$$
\begin{equation*}
C_{R}=\left(\frac{C_{N S E 1}^{2}}{\nu^{4}}+\frac{C_{N S E 1}^{1 / 2} C_{N S E 2}^{1 / 2}}{\nu^{2} \lambda_{1}}\right) R_{S B}+\frac{C C_{S B}}{\nu^{2}} \tag{4.38}
\end{equation*}
$$

Here $C_{S B}$ is given by Lemma 3.3 and

$$
R_{S B}:=\frac{C C_{S B}}{\nu^{2}} \exp \left\{\frac{C_{N S E 1}^{2}}{\nu^{4}}+\frac{C_{N S E 1}^{1 / 2} C_{N S E 2}^{1 / 2}}{\nu^{2} \lambda_{1}}\right\}
$$

Thus, the proof is complete.
ML- $\alpha$ model. The nonlinear term is given by $N\left(\mathbf{u}_{\alpha}\right)=\left(\mathbf{u}_{\alpha} \cdot \nabla\right) \overline{\mathbf{u}}_{\alpha}$. Hence, the residual term can be rewritten by

$$
\begin{align*}
I_{2} & =\left(-\left(\mathbf{u}_{\alpha} \cdot \nabla\right) \mathbf{u}_{\alpha}+\left(\mathbf{u}_{\alpha} \cdot \nabla\right) \overline{\mathbf{u}}_{\alpha},-\Delta \mathbf{e}\right) \\
& =\left(\left(\mathbf{u}_{\alpha} \cdot \nabla\right)\left(\overline{\mathbf{u}}_{\alpha}-\mathbf{u}_{\alpha}\right),-\Delta \mathbf{e}\right) \\
& =\left(\left(\left(\mathbf{u}_{\alpha}-\overline{\mathbf{u}}_{\alpha}\right) \cdot \nabla\right)\left(\overline{\mathbf{u}}_{\alpha}-\mathbf{u}_{\alpha}\right),-\Delta \mathbf{e}\right)+\left(\left(\overline{\mathbf{u}}_{\alpha} \cdot \nabla\right)\left(\overline{\mathbf{u}}_{\alpha}-\mathbf{u}_{\alpha}\right),-\Delta \mathbf{e}\right) \\
& =I_{21}+I_{22} . \tag{4.39}
\end{align*}
$$

The first term on the r.h.s of (4.39) can be estimated by

$$
\begin{align*}
I_{21} & =\left(\left(\left(\mathbf{u}_{\alpha}-\overline{\mathbf{u}}_{\alpha}\right) \cdot \nabla\right)\left(\overline{\mathbf{u}}_{\alpha}-\mathbf{u}_{\alpha}\right),-\Delta \mathbf{e}\right) \\
& \leq C\left\|\mathbf{u}_{\alpha}-\overline{\mathbf{u}}_{\alpha}\right\|_{4}\left\|\nabla \overline{\mathbf{u}}_{\alpha}-\nabla \mathbf{u}_{\alpha}\right\|_{4}\|\Delta \mathbf{e}\|_{2} \\
& \leq C\left\|\mathbf{u}_{\alpha}-\overline{\mathbf{u}}_{\alpha}\right\|\left\|^{1 / 2}\right\| \nabla \overline{\mathbf{u}}_{\alpha}-\nabla \mathbf{u}_{\alpha}\| \| \Delta \overline{\mathbf{u}}_{\alpha}-\Delta \mathbf{u}_{\alpha}\left\|^{1 / 2}\right\| \Delta \mathbf{e} \| \\
& \leq C \alpha\left\|\Delta \mathbf{u}_{\alpha}\right\|\| \| \mathbf{u}_{\alpha}\| \| \Delta \mathbf{e} \| \\
& \leq \frac{C}{\nu} \alpha^{2}\left\|\nabla \mathbf{u}_{\alpha}\right\|^{2}\left\|\Delta \mathbf{u}_{\alpha}\right\|^{2}+\frac{\nu}{12}\|\Delta \mathbf{e}\|^{2} \\
& \leq \frac{C C_{M L_{a}}}{\nu} \alpha^{2}\left\|\Delta \mathbf{u}_{\alpha}\right\|^{2}+\frac{\nu}{12}\|\Delta \mathbf{e}\|^{2}, \tag{4.40}
\end{align*}
$$

where $C_{M L_{a}}$ is given by Lemma 3.4. Next, we bound the second term on the r.h.s of (4.39) as follows:

$$
\begin{align*}
I_{22} & =\left(\left(\overline{\mathbf{u}}_{\alpha} \cdot \nabla\right)\left(\overline{\mathbf{u}}_{\alpha}-\mathbf{u}_{\alpha}\right),-\Delta \mathbf{e}\right) \\
& \leq C\left\|\overline{\mathbf{u}}_{\alpha}\right\|_{\infty}\left\|\nabla \overline{\mathbf{u}}_{\alpha}-\nabla \mathbf{u}_{\alpha}\right\|\|\Delta \mathbf{e}\| \\
& \leq C \alpha\left\|\overline{\mathbf{u}}_{\alpha}\right\|_{\infty}\left\|\Delta \mathbf{u}_{\alpha}\right\|\|\Delta \mathbf{e}\| \\
& \leq \frac{C \alpha^{2}}{\nu}\left\|\overline{\mathbf{u}}_{\alpha}\right\|_{\infty}^{2}\left\|\Delta \mathbf{u}_{\alpha}\right\|^{2}+\frac{\nu}{12}\|\Delta \mathbf{e}\|^{2} \\
& \leq \frac{C \alpha^{2}}{\nu}\left(K_{1} \log \left(\frac{L}{2 \pi \alpha}\right)+K_{2}\right)\left\|\Delta \mathbf{u}_{\alpha}\right\|^{2}+\frac{\nu}{12}\|\Delta \mathbf{e}\|^{2} \tag{4.41}
\end{align*}
$$

in the case $\alpha<L / 2 \pi$. Here $K_{1}$ and $K_{2}$ are given in Lemma 4.1 in the Appendix. Otherwise,

$$
\begin{equation*}
I_{22} \leq \frac{C K_{2} \alpha^{2}}{\nu}\left\|\Delta \mathbf{u}_{\alpha}\right\|^{2}+\frac{\nu}{12}\|\Delta \mathbf{e}\|^{2} \quad \text { for } \alpha \geq L / 2 \pi \tag{4.42}
\end{equation*}
$$

Here in (4.40)-(4.41), we have used the inequalities Hölder, 2D-Ladyzhenshaya, Young and formula (4.18) in Lemma 4.1. Putting (4.30) and (4.40)-(4.41) into the r.h.s of (4.25), we obtain

$$
\begin{align*}
\frac{d}{d t}\|\nabla \mathbf{e}\|^{2}+\nu\|\Delta \mathbf{e}\|^{2} \leq & \left(\frac{C}{\nu^{3}}\|\mathbf{u}\|^{2}\|\nabla \mathbf{u}\|^{2}+\frac{C}{\nu \lambda_{1}}\|\nabla \mathbf{u}\|\|\Delta \mathbf{u}\|\right)\|\nabla \mathbf{e}\|^{2} \\
& +\frac{C \alpha^{2}}{\nu}\left(K_{1} \log \left(\frac{L}{2 \pi \alpha}\right)+K_{2}+C_{M L_{a}}\right)\left\|\Delta \mathbf{u}_{\alpha}\right\|^{2} \tag{4.43}
\end{align*}
$$

Since both (4.43) share a similar structure than (4.32) then the rest of the proof follows by that of the L- $\alpha$ model. The constant $C_{R}$ in this case is given by

$$
\begin{equation*}
C_{R}=\left(\frac{C_{N S E 1}^{2}}{\nu^{4}}+\frac{C_{N S E 1}^{1 / 2} C_{N S E 2}^{1 / 2}}{\nu^{2} \lambda_{1}}\right) R_{M L_{a}}+\frac{C C_{M L_{a}}}{\nu^{2}} \tag{4.44}
\end{equation*}
$$

Here

$$
R_{M L_{a}}:=\frac{C C_{M L_{a}}}{\nu^{2}} \exp \left\{\frac{C_{N S E 1}^{2}}{\nu^{4}}+\frac{C_{N S E 1}^{1 / 2} C_{N S E 2}^{1 / 2}}{\nu^{2} \lambda_{1}}\right\}
$$

Thus, the proof is complete.
Corollary 4.3. Let $\mathbf{u}_{0} \in \mathbf{V}, \mathbf{f} \in \mathbf{L}^{2}\left(\mathbb{R}_{+} ; \mathbf{H}\right)$ and

$$
\begin{equation*}
E(s)=\left\|\nabla\left(\mathbf{u}-\overline{\mathbf{u}}_{\alpha}\right)(s)\right\|^{2}+\nu \int_{0}^{s}\left\|\Delta\left(\mathbf{u}-\overline{\mathbf{u}}_{\alpha}\right)\right\|^{2} d t \quad \forall s \geq 0 \tag{4.45}
\end{equation*}
$$

Then

$$
\begin{equation*}
E(s) \leq 2 C_{R} h(\alpha)+2 C C_{E} \alpha^{2} \quad \forall s \geq 0 \tag{4.46}
\end{equation*}
$$

Proof. The proof shares the same idea with Corollary 4.2. We start with

$$
\begin{align*}
\left\|\nabla\left(\mathbf{u}-\overline{\mathbf{u}}_{\alpha}\right)(s)\right\|^{2} & \leq 2\left(\left\|\nabla\left(\mathbf{u}-\mathbf{u}_{\alpha}\right)(s)\right\|^{2}+\left\|\nabla\left(\mathbf{u}_{\alpha}-\overline{\mathbf{u}}_{\alpha}\right)(s)\right\|^{2}\right) \\
& \leq 2 C_{R} h(\alpha)+2 \alpha^{4}\left\|\nabla \Delta \overline{\mathbf{u}}_{\alpha}(s)\right\|^{2} \\
& \leq 2 C_{R} h(\alpha)+2 C \alpha^{2}\left\|\nabla \mathbf{u}_{\alpha}(s)\right\|^{2} \\
& \leq 2 C_{R} h(\alpha)+2 C C_{E} \alpha^{2} \quad \forall s \geq 0 \tag{4.47}
\end{align*}
$$

where (2.7) has been used in the third inequality. As previous parts $C_{E}$ is given as in Corollary 4.2. Similarity, for all $s \geq 0$

$$
\begin{align*}
I & =\nu \int_{0}^{s}\left\|\Delta \mathbf{u}-\Delta \overline{\mathbf{u}}_{\alpha}\right\|^{2} d t \\
& \leq 2 \nu \int_{0}^{s}\left\|\Delta \mathbf{u}-\Delta \mathbf{u}_{\alpha}\right\|^{2} d t+2 \nu \int_{0}^{s}\left\|\Delta \mathbf{u}_{\alpha}-\Delta \overline{\mathbf{u}}_{\alpha}\right\|^{2} d t \\
& \leq 2 C_{R} h(\alpha)+2 \nu \alpha^{4} \int_{0}^{s}\left\|\Delta \Delta \overline{\mathbf{u}}_{\alpha}\right\|^{2} d t \\
& \leq 2 C_{R} h(\alpha)+2 \alpha^{2} \nu \int_{0}^{s}\left\|\Delta \mathbf{u}_{\alpha}\right\|^{2} d t \\
& \leq 2 C_{R} h(\alpha)+2 C C_{E} \alpha^{2} . \tag{4.48}
\end{align*}
$$

Therefore, (4.46) follows by combining (4.47) and (4.48).

## 5 The rate of convergence of $p_{\alpha}$ to $p$

In this section we focus on the error of the pressure by using the results from the previous sections. Let $p$ and $p_{\alpha}$ are the pressures associated to the weak solutions $\mathbf{u}$ and $\mathbf{u}_{\alpha}$ of the NSE (1.1)-(1.3) and all $\alpha$-models (1.4)-(1.6), respectively. It will be shown that the difference $q=p-p_{\alpha}$ is bounded in terms of the parameter $\alpha$ uniformly in time in a suitable norm.

Theorem 5.1. Let $\mathbf{u}_{0} \in \mathbf{V}, \mathbf{f} \in \mathbf{L}^{2}\left(\mathbb{R}_{+} ; \mathbf{H}\right)$ and

$$
\begin{equation*}
I(s):=\int_{0}^{s}\|\nabla q\|^{2} d t \quad \forall s \geq 0 \tag{5.1}
\end{equation*}
$$

Then

1. For for the $L-\alpha$ and model

$$
I(s) \leq C \alpha^{5 / 2}+C \alpha^{3}
$$

where $C$ given by (5.9).
2. For for the $S B$ model

$$
I(s) \leq C \alpha^{3}+C \alpha^{5 / 2}(\log (L / 2 \pi \alpha)+1)^{1 / 2}+C \alpha^{2}(\log (L / 2 \pi \alpha)+1)
$$

where $C$ is given by (5.14).
3. For for the $M L-\alpha$ model

$$
I(s) \leq C \alpha^{4}+C \alpha^{3}+C\left(\alpha^{5 / 2}+\alpha^{2}\right)(\log (L / 2 \pi \alpha)+1)
$$

where $C$ given by (5.19).

Proof. It follows from the NSE (1.1)-(1.3) and $\alpha$-models (1.4)-(1.6) that

$$
\begin{equation*}
-\Delta q=\nabla \cdot\left[(\mathbf{u} \cdot \nabla) \mathbf{u}-N\left(\mathbf{u}_{\alpha}\right)\right]=: \nabla \cdot \mathbf{g} \tag{5.2}
\end{equation*}
$$

Assumes that $p$ and $p_{\alpha}$ are periodic and zero averages. The vanishing of the mean values of $p$ and $p_{\alpha}$ ensure their uniqueness determined. Multiplying (5.2) by $q$ and integrating on $\mathbb{T}_{2}$ with using Cauchy-Schwarz inequality yield

$$
\begin{equation*}
\|\nabla q\|^{2} \leq\|\mathbf{g}\|^{2}=\int_{\mathbb{T}_{2}}\left|(\mathbf{u} \cdot \nabla) \mathbf{u}-N\left(\mathbf{u}_{\alpha}\right)\right|^{2} d \mathbf{x} \tag{5.3}
\end{equation*}
$$

In order to estimate the error of the pressure we are led to bound the r.h.s of (5.3). Replacing $\mathbf{e}$ by $\mathbf{u}-\mathbf{u}_{\alpha}$, adding and subtracting the term $\left(\mathbf{u}_{\alpha} \cdot \nabla\right) \mathbf{u}_{\alpha}$ give

$$
\begin{align*}
\|\mathbf{g}\|^{2} & =\int_{\mathbb{T}_{2}}\left|(\mathbf{u} \cdot \nabla) \mathbf{u}-N\left(\mathbf{u}_{\alpha}\right)\right|^{2} d \mathbf{x} \\
& =\int_{\mathbb{T}_{2}}\left|(\mathbf{u} \cdot \nabla) \mathbf{u}-\left(\mathbf{u}_{\alpha} \cdot \nabla\right) \mathbf{u}_{\alpha}+\left(\mathbf{u}_{\alpha} \cdot \nabla\right) \mathbf{u}_{\alpha}-N\left(\mathbf{u}_{\alpha}\right)\right|^{2} d \mathbf{x} \\
& =\int_{\mathbb{T}_{2}}\left|-(\mathbf{e} \cdot \nabla) \mathbf{u}+\left(\mathbf{u}_{\alpha} \cdot \nabla\right) \mathbf{e}+\left(\mathbf{u}_{\alpha} \cdot \nabla\right) \mathbf{u}_{\alpha}-N\left(\mathbf{u}_{\alpha}\right)\right|^{2} d \mathbf{x} \\
& =C \int_{\mathbb{T}_{2}}\left(|(\mathbf{e} \cdot \nabla) \mathbf{u}|^{2}+\left|\left(\mathbf{u}_{\alpha} \cdot \nabla\right) \mathbf{e}\right|^{2}+\left|\left(\mathbf{u}_{\alpha} \cdot \nabla\right) \mathbf{u}_{\alpha}-N\left(\mathbf{u}_{\alpha}\right)\right|^{2}\right) d \mathbf{x} . \tag{5.4}
\end{align*}
$$

By (5.4) one has for all $t \geq 0$ :

$$
\begin{equation*}
I(t)=\int_{0}^{t}\|\mathbf{g}\|^{2} d s \leq C\left(I_{1}+I_{2}+I_{3}\right) \tag{5.5}
\end{equation*}
$$

The proof is given for each $\alpha$-model separately below one after the others.
L- $\alpha$ model. We have $N\left(\mathbf{u}_{\alpha}\right)=\left(\overline{\mathbf{u}}_{\alpha} \cdot \nabla\right) \mathbf{u}_{\alpha}$ in this case. Each term on the r.h.s of (5.5) will be estimated below. Firstly,

$$
\begin{align*}
I_{1} & =\int_{0}^{t} \int_{\mathbb{T}_{2}}|(\mathbf{e} \cdot \nabla) \mathbf{u}|^{2} d \mathbf{x} d s \\
& \leq \int_{0}^{t}\|\mathbf{e}\|_{4}^{2}\|\nabla \mathbf{u}\|_{4}^{2} d s \\
& \leq \int_{0}^{t}\|\mathbf{e}\|\|\nabla \mathbf{e}\|\|\nabla \mathbf{u}\|\|\Delta \mathbf{u}\| d s \\
& \leq C_{r}^{1 / 2} C_{N S E 2}^{1 / 2} \alpha^{3 / 2}\left(\int_{0}^{t}\|\nabla \mathbf{e}\|^{2} d s\right)^{1 / 2}\left(\int_{0}^{t}\|\Delta \mathbf{u}\|^{2} d s\right)^{1 / 2} \\
& \leq \frac{C_{r} C_{N S E}}{\nu} \alpha^{3} \quad \forall t \geq 0, \tag{5.6}
\end{align*}
$$

here we have used the Hölder and 2D-Ladyzhenskaya inequalities, Lemma 3.1, 4.1 and 4.2, respectively. Secondly,

$$
\begin{align*}
I_{2} & =\int_{0}^{t} \int_{\mathbb{T}_{2}}\left|\left(\mathbf{u}_{\alpha} \cdot \nabla\right) \mathbf{e}\right|^{2} d \mathbf{x} d s \\
& \leq \int_{0}^{t}\left\|\mathbf{u}_{\alpha}\right\|\left\|\nabla \mathbf{u}_{\alpha}\right\|\|\nabla \mathbf{e}\|\|\Delta \mathbf{e}\| d s \\
& \leq \frac{C_{L}}{\lambda^{1 / 2}}\left(\int_{0}^{t}\|\nabla \mathbf{e}\|^{2} d s\right)^{1 / 2}\left(\int_{0}^{t}\|\Delta \mathbf{e}\|^{2} d s\right)^{1 / 2} \\
& \leq \frac{C_{L} C_{r}^{1 / 2} C_{R}^{1 / 2}}{\nu} \alpha^{5 / 2} \quad \forall t \geq 0 \tag{5.7}
\end{align*}
$$

here we have used the Hölder and 2D-Ladyzhenskaya inequalities, Lemma 3.2, Theorems
4.1 and 4.2, respectively. Thirdly,

$$
\begin{align*}
I_{3} & =\int_{0}^{t} \int_{\mathbb{T}_{2}}\left|\left(\left(\mathbf{u}_{\alpha}-\overline{\mathbf{u}}_{\alpha}\right) \cdot \nabla\right) \mathbf{u}_{\alpha}\right|^{2} d \mathbf{x} d s \\
& \leq \int_{0}^{t}\left\|\mathbf{u}_{\alpha}-\overline{\mathbf{u}}_{\alpha}\right\|\left\|\nabla\left(\mathbf{u}_{\alpha}-\overline{\mathbf{u}}_{\alpha}\right)\right\|\left\|\nabla \mathbf{u}_{\alpha}\right\|\left\|\Delta \mathbf{u}_{\alpha}\right\| d s \\
& \leq 2 C C_{L} \alpha^{3} \int_{0}^{t}\left\|\Delta \overline{\mathbf{u}}_{\alpha}\right\|\left\|\Delta \mathbf{u}_{\alpha}\right\| d s \\
& \leq \frac{2 C C_{L}^{3 / 2}}{\nu} \alpha^{3} \quad \forall t \geq 0 \tag{5.8}
\end{align*}
$$

here in additional as above we have used (2.6), (4.47) and Lemma 3.2. Thus the proof for this model follows by (5.5)-(5.8)

$$
\begin{equation*}
I(s) \leq \frac{C_{L} C_{r}^{1 / 2} C_{R}^{1 / 2}}{\nu} \alpha^{5 / 2}+\left(\frac{C_{r} C_{N S E}}{\nu}+\frac{2 C C_{L}^{3 / 2}}{\nu}\right) \alpha^{3} \tag{5.9}
\end{equation*}
$$

SB model. For this model we have for all $t \geq 0$

$$
\begin{align*}
I(t) & =\int_{0}^{t} \int_{\mathbb{T}_{2}}\left|(\mathbf{u} \cdot \nabla) \mathbf{u}-\left(\overline{\mathbf{u}}_{\alpha} \cdot \nabla\right) \mathbf{u}_{\alpha}+\left(\overline{\mathbf{u}}_{\alpha} \cdot \nabla\right) \mathbf{u}_{\alpha}-\left(\overline{\mathbf{u}}_{\alpha} \cdot \nabla\right) \overline{\mathbf{u}}_{\alpha}\right|^{2} d \mathbf{x} d s \\
& \leq 4\left(I_{1}+I_{2}+I_{3}\right) \tag{5.10}
\end{align*}
$$

One has used the fact that $\mathbf{u}_{\alpha}=\mathbf{u}-\mathbf{e}$ in the second term inside the integral. Similarity, by Corollary 4.1 and Lemma 3.3

$$
\begin{align*}
I_{1} & =\int_{0}^{t} \int_{\mathbb{T}_{2}}\left|\left(\left(\mathbf{u}-\overline{\mathbf{u}}_{\alpha}\right) \cdot \nabla\right) \mathbf{u}\right|^{2} d \mathbf{x} d s \\
& \leq \int_{0}^{t}\left\|\mathbf{u}-\overline{\mathbf{u}}_{\alpha}\right\|\left\|\nabla\left(\mathbf{u}-\overline{\mathbf{u}}_{\alpha}\right)\right\|\|\nabla \mathbf{u}\|\|\Delta \mathbf{u}\| \\
& \leq \frac{C_{N S E 2}^{1 / 2}}{\nu} C_{c o r}^{1 / 2}\left(\alpha^{2}+\alpha^{3}\right)^{1 / 2}\left(\nu \int_{0}^{t}\left\|\nabla\left(\mathbf{u}-\overline{\mathbf{u}}_{\alpha}\right)\right\|^{2} d s\right)^{1 / 2}\left(\nu \int_{0}^{t}\|\Delta \mathbf{u}\|^{2} d s\right)^{1 / 2} \\
& \leq \frac{C_{N S E 2}}{\nu} C_{c o r}\left(\alpha^{2}+\alpha^{3}\right) \quad \forall t \geq 0 \tag{5.11}
\end{align*}
$$

We deal with the second integral by using Lemma 3.3 and Theorems 4.1, 4.2

$$
\begin{aligned}
I_{2} & =\int_{0}^{t} \int_{\mathbb{T}_{2}}\left|\left(\overline{\mathbf{u}}_{\alpha} \cdot \nabla\right) \mathbf{e}\right|^{2} d \mathbf{x} d s \\
& \leq \int_{0}^{t}\left\|\overline{\mathbf{u}}_{\alpha}\right\|\left\|\nabla \overline{\mathbf{u}}_{\alpha}\right\|\|\nabla \mathbf{e}\|\|\Delta \mathbf{e}\| d \mathbf{x} d s \\
& \leq \frac{C C_{S B}}{\nu \lambda_{1}^{1 / 2}}\left(\nu \int_{0}^{t}\|\nabla \mathbf{e}\|^{2} d s\right)^{1 / 2}\left(\nu \int_{0}^{t}\|\Delta \mathbf{e}\|^{2} d s\right)^{1 / 2} \\
& \leq \begin{cases}\frac{C C_{S B}}{\nu \lambda_{1}^{1 / 2}} C_{r}^{1 / 2} C_{R}^{1 / 2} \alpha^{5 / 2}\left(K_{1} \log \left(\frac{L}{2 \pi \alpha}\right)+K_{2}+C_{S B}\right)^{1 / 2} & \text { if } \alpha<L / 2 \pi \\
\frac{C C_{S B}}{\nu \lambda_{1}^{1 / 2}} C_{r}^{1 / 2} C_{R}^{1 / 2} \alpha^{5 / 2} & \text { if } \alpha<L / 2 \pi\end{cases}
\end{aligned}
$$

Similarity, the last term can be estimated for all $t \geq 0$ by

$$
\begin{aligned}
I_{3} & =\int_{0}^{t} \int_{\mathbb{T}_{2}}\left|\left(\overline{\mathbf{u}}_{\alpha} \cdot \nabla\right)\left(\mathbf{u}-\overline{\mathbf{u}}_{\alpha}\right)\right|^{2} d \mathbf{x} d s \\
& \leq \int_{0}^{t}\left\|\overline{\mathbf{u}}_{\alpha}\right\|\left\|\nabla \overline{\mathbf{u}}_{\alpha} \mid\right\|\left\|\nabla\left(\mathbf{u}-\overline{\mathbf{u}}_{\alpha}\right)\right\|\left\|\Delta\left(\mathbf{u}-\overline{\mathbf{u}}_{\alpha}\right)\right\| d s \\
& \leq \frac{C_{S B}^{1 / 2}}{\nu \lambda_{1}^{1 / 2}}\left(2 C_{R} h(\alpha)+2 C C_{S B} \alpha^{2}\right)^{1 / 2}\left(\nu \int_{0}^{t}\left\|\nabla \mathbf{u}_{\alpha}\right\|^{2} d s\right)^{1 / 2}\left(\nu \int_{0}^{t}\left\|\Delta\left(\mathbf{u}-\overline{\mathbf{u}}_{\alpha}\right)\right\|^{2} d s\right)^{1 / 2} \\
& \leq \frac{C_{S B}}{\nu \lambda_{1}^{1 / 2}}\left(2 C_{R} h(\alpha)+2 C C_{S B} \alpha^{2}\right)
\end{aligned}
$$

$$
= \begin{cases}\frac{C C_{S B}}{\nu \lambda_{1}^{1 / 2}}\left[C_{R} \alpha^{2}\left(K_{1} \log \left(\frac{L}{2 \pi \alpha}\right)+K_{2}+C_{S B}\right)+C_{S B} \alpha^{2}\right] & \text { if } \alpha<L / 2 \pi  \tag{5.13}\\ \frac{C C_{S B}}{\nu \lambda_{1}^{1 / 2}}\left(C_{R}+C_{S B}\right) \alpha^{2} & \text { if } \alpha<L / 2 \pi\end{cases}
$$

Therefore, by (5.11)-(5.13)

$$
\begin{align*}
I(s) \leq & \frac{C_{N S E 2}}{\nu} C_{c o r}\left(\alpha^{2}+\alpha^{3}\right)+\frac{C C_{S B}}{\nu \lambda_{1}^{1 / 2}} C_{r}^{1 / 2} C_{R}^{1 / 2} \alpha^{5 / 2}\left(K_{1} \log \left(\frac{L}{2 \pi \alpha}\right)+K_{2}+C_{S B}\right)^{1 / 2} \\
14) & +\frac{C C_{S B}}{\nu \lambda_{1}^{1 / 2}}\left[C_{R}\left(K_{1} \log \left(\frac{L}{2 \pi \alpha}\right)+K_{2}+C_{S B}\right)+C_{S B}\right] \alpha^{2} \tag{5.14}
\end{align*}
$$

Thus the proof for this model is completed.
ML- $\alpha$ model. For this model $I_{1}$ is estimated as above. We start with $I_{2}$ by

$$
\begin{align*}
I_{2} & \leq \int_{0}^{t}\left\|\mathbf{u}_{\alpha}\right\|\left\|\nabla \mathbf{u}_{\alpha}\right\|\|\nabla \mathbf{e}\|\|\Delta \mathbf{e}\| d s \\
& \leq \frac{C_{M L_{a}}}{\lambda_{1}^{1 / 2}}\left(\int_{0}^{t}\|\nabla \mathbf{e}\|^{2} d s\right)^{1 / 2}\left(\int_{0}^{t}\|\Delta \mathbf{e}\|^{2} d s\right)^{1 / 2} \\
& \leq \frac{C_{M L_{a}} C_{r}^{1 / 2} C_{R}^{1 / 2}}{\nu} \alpha^{5 / 2}\left(K_{1} \log \left(\frac{L}{2 \pi \alpha}\right)+K_{2}+C_{M L_{a}}\right)^{1 / 2} \tag{5.15}
\end{align*}
$$

for all $t \geq 0$. One has used the results Lemma 3.4, Theorems 4.1 and 4.2. The term $I_{3}$ is bounded by

$$
\begin{equation*}
I_{3}=\int_{0}^{t} \int_{\mathbb{T}_{2}}\left|\left(\mathbf{u}_{\alpha} \cdot \nabla\right)\left(\mathbf{u}_{\alpha}-\overline{\mathbf{u}}_{\alpha}\right)\right|^{2} d \mathbf{x} d s \leq 2\left(I_{31}+I_{32}\right) \tag{5.16}
\end{equation*}
$$

By (4.47) and Lemma 3.4 yield

$$
\begin{align*}
I_{31} & =\int_{0}^{t} \int_{\mathbb{T}_{2}}\left|\left(\left(\mathbf{u}_{\alpha}-\overline{\mathbf{u}}_{\alpha}\right) \cdot \nabla\right)\left(\mathbf{u}_{\alpha}-\overline{\mathbf{u}}_{\alpha}\right)\right|^{2} d \mathbf{x} d s \\
& \leq \int_{0}^{t}\left\|\mathbf{u}_{\alpha}-\overline{\mathbf{u}}_{\alpha}\right\|_{4}^{2}\left\|\nabla\left(\mathbf{u}_{\alpha}-\overline{\mathbf{u}}_{\alpha}\right)\right\|_{4}^{2} d s \\
& \leq \int_{0}^{t}\left\|\mathbf{u}_{\alpha}-\overline{\mathbf{u}}_{\alpha}\right\|\left\|\nabla\left(\mathbf{u}_{\alpha}-\overline{\mathbf{u}}_{\alpha}\right)\right\|^{2}\left\|\Delta\left(\mathbf{u}_{\alpha}-\overline{\mathbf{u}}_{\alpha}\right)\right\| d s \\
& \leq \frac{C C_{M L_{a}}^{2}}{\nu} \alpha^{4} \quad \forall t \geq 0 \tag{5.17}
\end{align*}
$$

The other term can be estimated for all $t \geq 0$ by

$$
\begin{align*}
I_{32} & =\int_{0}^{t} \int_{\mathbb{T}_{2}}\left|\left(\overline{\mathbf{u}}_{\alpha} \cdot \nabla\right)\left(\mathbf{u}_{\alpha}-\overline{\mathbf{u}}_{\alpha}\right)\right|^{2} d \mathbf{x} d s \\
& \leq \int_{0}^{t}\left\|\overline{\mathbf{u}}_{\alpha}\right\|_{\infty}^{2}\left\|\nabla\left(\mathbf{u}_{\alpha}-\overline{\mathbf{u}}_{\alpha}\right)\right\|^{2} d s \\
& \leq\left(K_{1} \log \left(\frac{L}{2 \pi \alpha}\right)+K_{2}\right) \alpha^{2} \int_{0}^{t}\left\|\Delta \mathbf{u}_{\alpha}\right\|^{2} d s \\
& \leq \frac{C_{M L_{a}}}{\nu}\left(K_{1} \log \left(\frac{L}{2 \pi \alpha}\right)+K_{2}\right) \alpha^{2} \tag{5.18}
\end{align*}
$$

here Lemma 4.1 and (2.8) have been applied. There for the proof for this model is finished by (5.15)-(5.18)

$$
\begin{align*}
I(s) \leq & \frac{C_{r} C_{N S E}}{\nu} \alpha^{3}+\frac{C_{M L_{a}} C_{r}^{1 / 2} C_{R}^{1 / 2}}{\nu} \alpha^{5 / 2}\left(K_{1} \log \left(\frac{L}{2 \pi \alpha}\right)+K_{2}+C_{M L_{a}}\right)^{1 / 2} \\
& +\frac{C C_{M L_{a}}^{2}}{\nu} \alpha^{4}+\frac{C_{M L_{a}}}{\nu}\left(K_{1} \log \left(\frac{L}{2 \pi \alpha}\right)+K_{2}\right) \alpha^{2} \tag{5.19}
\end{align*}
$$

which concludes the proof.

## 6 The 3D case : additional remarks

The rate of convergence has been estimated in the 3 D case by Chen-Guenther-Kim-Thomann-Waymire[8]. They show the following estimate.

$$
\begin{equation*}
\int_{0}^{T}\|\mathbf{e}\| d t \leq C(T) \alpha \tag{6.1}
\end{equation*}
$$

Their analysis is carried out in the 3D periodic setting and assumes a small data condition (in which the existence and uniqueness of weak solutions $\mathbf{u}$ of the 3D NSE is ensured). Here $\mathbf{u}$ and $\mathbf{u}_{\alpha}$ are the weak solutions of the NSE and Navier-Stokes- $\alpha$, respectively, with periodic boundary conditions.
Another result concerning the convergence rate of $\alpha$-models of turbulence has been obtained in [13] (both for 2D and 3D) where it's proved that

$$
\begin{equation*}
\sup _{t \in[0, T]}\|\mathbf{e}(t)\|^{2}+\int_{0}^{T}\|\nabla \mathbf{e}\|^{2} d t \leq C(T) \alpha^{2} \tag{6.2}
\end{equation*}
$$

The result is obtained with $\mathbf{u}_{\alpha}(0, \cdot)=\mathbf{u}_{0} \in \mathbf{V}, \mathbf{f} \in \mathbf{L}^{2}(0, T ; \mathbf{H})$ and under an extra assumption that the weak solution of the 3D NSE $\mathbf{u} \in \mathbf{L}^{4}\left(0, T ; \mathbf{H}^{1}\left(\mathbb{T}_{3}\right)\right)$. The latter condition ensures that the existence and uniqueness of weak solutions are established, see Section 6 for more details. The logarithmic term in (1.10) is removed in his results for both 2 D and 3 D periodic cases.

This section is devoted to find out the rate of convergence of weak solutions of the $\alpha$ models to that of the NSE in the 3 D case. If $\mathbf{u} \in \mathbf{L}^{4}\left([0, T] ; \mathbf{H}^{1}\left(\mathbb{T}_{3}\right)\right)$ the standard Sobolev embedding implies that $\mathbf{u} \in \mathbf{L}^{4}\left([0, T] ; \mathbf{L}^{6}\left(\mathbb{T}_{2}\right)\right)$ which is a special case of the well-known

Leray-Serrin-Prodi (LSP) 3D uniqueness assumption, where $r=4$ and $s=6$, see formula (6.3) below, see Leray [27], Prodi [31] and Serrin [34]. More specifically, that is

$$
\begin{equation*}
\mathbf{u} \in \mathbf{L}^{r}\left([0, T] ; \mathbf{L}^{s}\left(\mathbb{T}_{2}\right)\right) \quad \text { where } \quad \frac{3}{s}+\frac{2}{r}=1, s \geq 3 \tag{6.3}
\end{equation*}
$$

It is also known that, see for example Galdi [17, Definition 2.1, Theorem 4.2], weak solutions satisfy the LSP condition are unique and regular in the set of all Leray-Hopf weak solutions. Recently, under the conditions $\mathbf{f} \in \mathbf{L}^{2}([0, T] ; \mathbf{H}), \mathbf{u}_{0} \in \mathbf{H}^{1}\left(\mathbb{T}_{2}\right)$ and an extra condition $\mathbf{u} \in \mathbf{L}^{4}\left([0, T] ; \mathbf{H}^{1}\left(\mathbb{T}_{3}\right)\right)$, the author of [13] showed that the rate of convergence of weak solutions $\mathbf{u}_{\alpha}$ of the four $\alpha$-models to $\mathbf{u}$ is $\mathcal{O}(\alpha)$ for some suitable norms. More precisely, that is

$$
\begin{equation*}
\sup _{t \in[0, T]}\|\mathbf{e}(t)\|^{2}+\nu \int_{0}^{T}\|\nabla \mathbf{e}\|^{2} d t \leq C(T) \alpha^{2} \tag{6.4}
\end{equation*}
$$

where $C$ is the Sobolev constant and $C_{T}$ is given by

$$
\begin{equation*}
C(T)=C_{1} \exp \left\{\frac{C}{\nu^{3}} \int_{0}^{T}\|\nabla \mathbf{u}\|^{4} d s\right\} \tag{6.5}
\end{equation*}
$$

here $C_{1}=C_{1}\left(\mathbf{u}_{0}, \mathbf{f}, \nu\right)$. On one hand, it follows that in the case $\mathbf{u} \in \mathbf{L}^{4}\left(\mathbb{R}_{+} ; \mathbf{H}^{1}\left(\mathbb{T}_{2}\right)\right)$, which satisfies (6.3), we get the error is uniformly bounded in time, i.e.,

$$
\begin{equation*}
\sup _{t \geq 0}\|\mathbf{e}(t)\|^{2}+\nu \int_{0}^{\infty}\|\nabla \mathbf{e}\|^{2} d t \leq C_{\infty} \alpha^{2} \tag{6.6}
\end{equation*}
$$

where

$$
\begin{equation*}
C_{\infty}=C_{1} \exp \left\{\frac{C}{\nu^{3}} \int_{0}^{\infty}\|\nabla \mathbf{u}\|^{4} d s\right\} \tag{6.7}
\end{equation*}
$$

On the other hand, if a weak solution $\mathbf{u}$ of the NSE regular up to a limit time $T_{*}<\infty$ or we say that $\mathbf{u}$ becomes irregular at the time $T_{*}$. Assume that $T_{*}$ is the first time that $\mathbf{u}$ becomes irregular, see Definition 6.1 in Galdi [17], then it is proved that the $\mathbf{H}^{1}\left(\mathbb{T}_{3}\right)$-norm of $\mathbf{u},\|\nabla \mathbf{u}(t)\|^{2}$ will blow-up as $t$ closes to $T_{*}$ from below, see for instance [17, Theorem 6.4], Leray [27] and Scheffer [33]. That is given in the following form: there exists $\epsilon=\epsilon_{T_{*}}>0$ small enough such that

$$
\begin{equation*}
\|\nabla \mathbf{u}(t)\| \geq \frac{C \nu^{3 / 4}}{\left(T_{*}-t\right)^{1 / 4}} \quad \forall t \in\left(T_{*}-\epsilon, T_{*}\right) \tag{6.8}
\end{equation*}
$$

where $C>0$ only depending on $\mathbb{T}_{2}$. In that case, by (6.8), we consider $C(T)$ in (6.5) with $T_{*}-\epsilon<T<T_{*}$, which will also blow-up as in the following way

$$
\begin{align*}
C(T) & =C_{1} \exp \left\{\frac{C}{\nu^{3}} \int_{0}^{T}\|\nabla \mathbf{u}\|^{4} d s\right\} \\
& \geq C_{1} \exp \left\{\frac{C}{\nu^{3}} \int_{T_{*}-\epsilon}^{T}\|\nabla \mathbf{u}\|^{4} d s\right\} \\
& \geq C_{1} \exp \left\{C \int_{T_{*}-\epsilon}^{T} \frac{1}{T_{*}-s} d s\right\} \\
& =C_{1} \frac{\epsilon^{C}}{\left(T_{*}-T\right)^{C}} \tag{6.9}
\end{align*}
$$

## 7 Conclusions

In this work, assuming $\mathbf{u}_{0} \in \mathbf{V}$ and $\mathbf{f} \in \mathbf{L}^{2}\left(\mathbb{R}_{+}, \mathbf{H}\right)$, we provide the rate of convergence of $\mathbf{u}_{\alpha}$ to $\mathbf{u}$ as well as $p_{\alpha}$ to $p$. In addition our argument is tied up to the periodic case mostly because special properties of the Stokes operator $A$. The extension of the results to other boundary conditions such as the Dirichlet boundary conditions or to the Euler equations are left as future works. In the 3D case extra assumptions should be assumed for the uniqueness of solution of the NSE before studying the rate of convergence.

Remark 7.1. It seems to be the case that all results herein can be established when the periodic domain $\mathbb{T}_{2}=\mathbb{R}^{2} /[0, L]^{2}$ is replaced by the whole space $\mathbb{R}^{2}$. However, the existence and uniqueness of weak solutions of all $\alpha$-models herein need to be studying carefully first. That will be investigated for the forthcoming works.

## References

[1] J. Bardina, J. H. Ferziger, and W. C. Reynolds. Improved subgrid scale models for large eddy simulation. AIAA paper, 80:80-1357, 1980.
[2] Luigi C. Berselli and Roger Lewandowski. Convergence of approximate deconvolution models to the mean Navier-Stokes equations. Ann. Inst. H. Poincaré Anal. Non Linéaire, 29(2):171-198, 2012.
[3] H. Brézis and T. Gallouet. Nonlinear Schrödinger evolution equations. Nonlinear Anal., 4(4):677-681, 1980.
[4] Y. Cao and E.S. Titi. On the rate of convergence of the two-dimensional $\alpha$-models of turbulence to the Navier-Stokes equations. Numerical Functional Analysis and Optimization, 2009.
[5] Yanping Cao, Evelyn M. Lunasin, and Edriss S. Titi. Global well-posedness of the three-dimensional viscous and inviscid simplified Bardina turbulence models. Commun. Math. Sci., 4(4):823-848, 2006.
[6] M. J. Castro, J. Macías, and C. Parés. A multi-layer shallow-water model. Applications to the Strait of Gibraltar and the Alboran Sea. In The mathematics of models for climatology and environment (Puerto de la Cruz, 1995), volume 48 of NATO ASI Ser. Ser. I Glob. Environ. Change, pages 367-394. Springer, Berlin, 1997.
[7] T. Chacón-Rebollo and R. Lewandowski. Mathematical and Numerical Foundations of Turbulence Models and Applications. Modeling and Simulation in Science, Engineering and Technology. Springer New York, 2014.
[8] Larry Chen, Ronald B. Guenther, Sun-Chul Kim, Enrique A. Thomann, and Edward C. Waymire. A rate of convergence for the LANS $\alpha$ regularization of NavierStokes equations. J. Math. Anal. Appl., 348(2):637-649, 2008.
[9] S. Chen, C. Foias, D. D. Holm, E. Olson, E. S. Titi, and S. Wynne. The Camassa-Holm equations and turbulence. Phys. $D, 133(1-4): 49-65,1999$. Predictability: quantifying uncertainty in models of complex phenomena (Los Alamos, NM, 1998).
[10] S. Chen, C. Foias, D. D. Holm, E. Olson, E. S. Titi, and S. Wynne. A connection between the Camassa-Holm equations and turbulent flows in channels and pipes. Phys. Fluids, 11(8):2343-2353, 1999. The International Conference on Turbulence (Los Alamos, NM, 1998).
[11] Shiyi Chen, Ciprian Foias, Darryl D. Holm, Eric Olson, Edriss S. Titi, and Shannon Wynne. Camassa-Holm equations as a closure model for turbulent channel and pipe flow. Phys. Rev. Lett., 81(24):5338-5341, 1998.
[12] Alexey Cheskidov, Darryl D. Holm, Eric Olson, and Edriss S. Titi. On a Leray$\alpha$ model of turbulence. Proc. R. Soc. Lond. Ser. A Math. Phys. Eng. Sci., 461(2055):629-649, 2005.
[13] A. Dunca. Estimates of the modelling error of the alpha-models of turbulence in two and three space dimensions. J. of Math. Fluid Mech., 20(3):1123-1135, 2018.
[14] A. Dunca and V. John. Finite element error analysis of space averaged flow fields defined by a differential filter. Math. Models Methods Appl. Sci., 14(4):603-618, 2004.
[15] Ciprian Foias, Darryl D. Holm, and Edriss S. Titi. The Navier-Stokes-alpha model of fluid turbulence. Phys. D, 152/153:505-519, 2001. Advances in nonlinear mathematics and science.
[16] Ciprian Foias, Darryl D. Holm, and Edriss S. Titi. The three dimensional viscous Camassa-Holm equations, and their relation to the Navier-Stokes equations and turbulence theory. J. Dynam. Differential Equations, 14(1):1-35, 2002.
[17] G.P. Galdi. An introduction to the Navier-Stokes Initial Boundary Value Problem in Fundamental Directions in Mathematical Fluid Mechanics editors G.P.Galdi J. Heywood R. Rannacher, pages 1-98. Advances in Mathematical Fluid Mechanics, Vol. 1. Birkhauser-Verlag, 2000.
[18] M. Germano. Differential filters of elliptic type. Phys.Fluids, 29:1757-1758, 1986.
[19] Bernard J. Geurts, Arkadiusz K. Kuczaj, and Edriss S. Titi. Regularization modeling for large-eddy simulation of homogeneous isotropic decaying turbulence. J. Phys. A, 41(34):344008, 29, 2008.
[20] Darryl D. Holm and Edriss S. Titi. Computational models of turbulence: The lans model and the role of global analysis. SIAM News, 38(7), 1988.
[21] Alexei A. Ilyin, Evelyn M. Lunasin, and Edriss S. Titi. A modified-Leray- $\alpha$ subgrid scale model of turbulence. Nonlinearity, 19(4):879-897, 2006.
[22] O. A. Ladyzhenskaya. The mathematical theory of viscous incompressible flow. Second English edition, revised and enlarged. Translated from the Russian by Richard A. Silverman and John Chu. Mathematics and its Applications, Vol. 2. Gordon and Breach, Science Publishers, New York-London-Paris, 1969.
[23] W. Layton and R. Lewandowski. A simple and stable scale-similarity model for large eddy simulation: energy balance and existence of weak solutions. Appl. Math. Lett., 16(8):1205-1209, 2003.
[24] W. Layton and R. Lewandowski. On a well-posed turbulence model. Discrete Contin. Dyn. Syst. Ser. B, 6(1):111-128, 2006.
[25] W. Layton and R. Lewandowski. A high accuracy Leray-deconvolution model of turbulence and its limiting behavior. Anal. Appl. (Singap.), 6(1):23-49, 2008.
[26] J. Leray. Essay sur les mouvements plans d'une liquide visqueux que limitent des parois. J. math. pur. appl., Paris Ser. IX, 13:331-418, 1934.
[27] J. Leray. Sur les mouvements d'une liquide visqueux emplissant l'espace. Acta Math., 63:193-248, 1934.
[28] Jean Leray. Sur le mouvement d'un liquide visqueux emplissant l'espace. Acta Math., 63(1):193-248, 1934.
[29] Roger Lewandowski. Analyse mathématique et océanographie, volume 39 of Recherches en Mathématiques Appliquées [Research in Applied Mathematics]. Masson, Paris, 1997.
[30] Roger Lewandowski and Luigi C. Berselli. On the Bardina's model in the whole space. J. Math. Fluid Mech., 20(3):1335-1351, 2018.
[31] G. Prodi. Un teorema di unicit'a per le equazioni di Navier-Stokes. Ann. Mat. Pura Appl., 48:173-182, 1959.
[32] L. Rebholz. A family of new high order NS-alpha models arising from helicity correction in Leray turbulence models. Journal of Mathematical Analysis and Applications, 342(1):246-254, 2008.
[33] V. Scheffer. Turbulence and hausdorff dimension. Lecture Notes in Mathematics, 565:174-183, 1976.
[34] J. Serrin. The initial value problem for the Navier-Stokes equations. R.E. Langer Ed., Madison: University of Wisconsin Press, 9, 1963.
[35] R. Temam. Infinite Dimensional Dynamical Systems in Mechanics and Physics. Springer Verlag, 1988.
[36] Roger Temam. Navier-Stokes equations and nonlinear functional analysis, volume 66 of CBMS-NSF Regional Conference Series in Applied Mathematics. Society for Industrial and Applied Mathematics (SIAM), Philadelphia, PA, second edition, 1995.
[37] Roger Temam. Navier-Stokes equations. AMS Chelsea Publishing, Providence, RI, 2001. Theory and numerical analysis, Reprint of the 1984 edition.

