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#### Abstract

We propose a new method to efficiently price swap rates derivatives under the LIBOR Market Model with Stochastic Volatility and Displaced Diffusion (DDSVLMM). This method uses polynomial processes combined with Gram-Charlier expansion techniques.

The standard pricing method for this model relies on dynamics freezing to recover an Hestontype model for which analytical formulas are available. This approach is time consuming and efficient approximations based on Gram-Charlier expansions have been recently proposed.

In this article, we first discuss the fact that for a class of stochastic volatility model, including the Heston one, the classical sufficient condition ensuring the convergence of the Gram-Charlier series can not be satisfied. Then, we propose an approximating model based on Jacobi process for which we can prove the stability of the Gram-Charlier expansion. For this approximation, we have been able to prove a strong convergence toward the original model; moreover, we give an estimate of the convergence rate. We also prove a new result on the convergence of the Gram-Charlier series when the volatility factor is not bounded from below. We finally illustrate our convergence results with numerical examples.
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## 1 Introduction

Since the work of [30], [8] and [24], so-called market models have spread among practitioners. [25] extended the original LIBOR Market Model to both stochastic volatility and displaced diffusion, whereas [35] proposed a widely used version of the stochastic volatility component which is a Cox-Ingersoll-Ross (CIR) process; on this basis they provided several analytical results such as integral-based formulas for caplets and swaptions prices. Combining that two modelling frameworks yield the so-called Displaced Diffusion with Stochastic Volatility LIBOR Market Model (referred to as DDSVLMM), very popular within insurance market. Our main motivation is indeed to propose a modelling framework allowing for efficient Risk-Neutral valuation of the
balance sheet of insurers. Several other versions of the model proposed in [35] have been developed in the literature, whose differences mainly lie in the way of modelling the stochastic volatility component and the scope of instruments to be addressed. The model introduced in [32] is also very popular: the stochastic volatility factor is again a CIR process but uncorrelated to other drivers and the developed pricing methodology is built on successive suited approximations of the primary dynamics. An overview of existing modelling choices can be found in [10] and references therein.

Due to the complexity of the resulting swap rate dynamics in the DDSVLMM or its variants, as in particular the forward rates are involved in the drift of the stochastic volatility process, one resorts to the so-called freezing technique, see [1]. As a result, the swap rate dynamics can be assimilated to an Heston-type model (with time-varying coefficients), whose characteristic function can be analytically derived and then used for pricing, see [22] or [35]. The famous Fast Fourier Transform described in [13] used to pricing over a grid of strikes is especially suited for pricing when using such models.

Beyond numerical instability issues of the Heston characteristic function, as pointed out and solved by [7], recent interest has been dedicated to the significant computational time cost of these methods and the use of more efficient techniques for pricing. In particular, approximations based on Gram-Charlier and Edgeworth expansion techniques have been proposed by [15], who developed an adjustment of a reference Gaussian distribution (Bachelier model) for skewness and kurtosis, and as a by-product derived a smile formula linking the volatility to the moneyness with interpretable parameters. Pricing formulas under the DDSVLMM involving moments up to order four are provided in analytical form by [15] taking advantage of the explicit knowledge of the characteristic function in Heston-type models.

However, ensuring the convergence of the Gram-Charlier series in the case of such affine dynamics is not solved. In this paper we actually prove that the classical sufficient condition presented in [21] used to secure the convergence of the expansion technique is not satisfied for a class of unbounded stochastic volatility models including the classical Heston model.

In order to provide a modelling framework suitable for Gram-Charlier expansion series, we rely on the theory of polynomial processes. In particular, we use the so-called Jacobi process for the volatility as in [3], whose main feature is to allow for naturally bounding the volatility process while preserving the tractability of moments using matrix exponentials. The Jacobi process was initially introduced to study gene frequencies (see for instance [27]). Furthermore, applications to finance have been studied more recently: [17] worked with an interest-rate model based on a Jacobi dynamics whereas [29] studied a stochastic correlation adjustment modelled by a Jacobi process. This has also been studied in [18] and [12] with further applications in finance in [20].

Combining the works of [3] and [?], we propose a new approximation of the DDSVLMM. We will refer to this suggested model as Jacobi version of the DDSVLMM. Our purpose is to be able to price swap rates derivatives with Gram-Charlier expansions, as in [?], in a framework in which the convergence of the series holds using a Jacobi process, as in [3]. Indeed, [3] justified the use of Gram-Charlier expansion in an equity type context when bounding the stochastic volatility factor. Gram-Charlier expansion is a technique allowing to approximate the density of the modelled swap rate using as reference a Gaussian density. As such, the approximation
is made by a Bachelier-type model, to which adjustments are added in the form of higher moments of the swap rate distribution. It is particularly interesting due to the tractability and the interpretability of the Bachelier model. However, alternatives do exist to develop converging expansions approximations for Heston-type models. As pointed out in [21], a bilateral Gamma density can be used as reference density in the Heston model, at the price of computational difficulties of the orthonormal basis of polynomials, see for instance [4].

Our proposed model can be viewed as an approximation of the standard DDSVLMM. As in [3], the model converges weakly to the original model when volatility bounds vanish. Moreover, we have been able to prove this convergence in the $\mathbb{L}^{1}$ space and obtain a convergence rate. Numerical investigations seem to indicate that the obtained convergence speed can be still improved and allow to conjecture the value of the optimal convergence rate. Our conjecture is supported by the derivation of a better speed of convergence for the weak error on the volatility process. While [3] provided a bound on the error made when truncating the Gram-Charlier series, in this work we use the obtained convergence rate to assess the pricing error made when comparing the use of Jacobi and standard CIR processes. We also have been able to prove a conjecture stated in [3] on the convergence of the Gram-Charlier series when the volatility factor is not bounded from below. Finally, note that we work here with time-dependent coefficients (mainly, piecewise constant), which extends the previous mentioned works.

This paper is structured as follows. In the end of this introductory section, we bring in the density approximation technique we are interested in, then we present a preliminary motivation result and finally we introduce the notion of (time-dependent) polynomial processes exemplified by the particular Jacobi process. In Section 2, after recalling the standard DDSVLMM framework, we specify our proposed approximating dynamics, especially by introducing the Jacobi model for the stochastic volatility factor. Our main results about convergence of the Gram-Charlier series, $\mathbb{L}^{1}$ convergence of the approximating model along with the derivation of strong and weak convergence results are stated in this section. We provide numerical results and illustrations in Section 3. The paper ends with some concluding remarks.

Notations We consider a probability space $(\Omega, \mathcal{F}, \mathbb{P})$ equipped with a filtration $\left(\mathcal{F}_{t}\right)_{t \geq 0}$ satisfying usual conditions. In a financial context, $\mathbb{P}$ can be viewed as the historical probability measure whereas the filtration will represent market information (quoted prices, observed smile, etc.). The latter is assumed to be generated by a multivariate Brownian motion. For two (local) martingales $\left(X_{t}\right)_{t \geq 0}$ and $\left(Y_{t}\right)_{t \geq 0},\langle X ., Y .\rangle_{t}$ will denote their quadratic variation at time $t . Z \stackrel{d}{=} Z^{\prime}$ means that distributions of $Z$ and $Z^{\prime}$ are in fact the same whereas $Z \stackrel{\text { a.s. }}{=} Z^{\prime}$ stands for almost sure equality. $\sigma(Z)$ is the sigma-algebra generated by the random variable $Z$. $\mathbb{E}[\cdot]$ is the expectation associated to $\mathbb{P}, \mathbb{E}_{x}\left[X_{T}\right]$ is the conditional expectation of $X_{T}$ given the starting point $X_{0}=x$.
We will denote with bold font $\boldsymbol{u}$ the vectors; the canonical scalar product between two vectors will be denoted $\boldsymbol{u} \cdot \boldsymbol{v}$. Unless otherwise stated, $\|\boldsymbol{u}\|$ will represent the $\left(\mathcal{L}^{2}\right.$-) norm induced by the scalar product i.e. $\|\boldsymbol{u}\|=\sqrt{\boldsymbol{u} \cdot \boldsymbol{u}}$. If $x \in \mathbb{R}$, we will denote by $\boldsymbol{x}$ the vector of which all coordinates are equal to $x: \boldsymbol{x}=(x, x, \cdots, x)$.

### 1.1 Density approximation

In this section, we provide more insights on the Gram-Charlier expansion. It is a technique used to approximate an unknown density based on a reference - also named auxiliary - Gaussian distribution denoted by

$$
\begin{equation*}
g_{r}(x)=e^{-\left(x-\mu_{r}\right)^{2} /\left(2 \sigma_{r}^{2}\right)} / \sqrt{2 \pi \sigma_{r}^{2}} \tag{1}
\end{equation*}
$$

of mean $\mu_{r}$ and variance $\sigma_{r}^{2}$. Note that generally, Gram-Charlier expansion (of type A) only refers to the particular case where $\mu_{r}=0$ and $\sigma_{r}=1$.

Let $Z$ be the random variable of unknown probability density $f$ that is aimed at being approximated and define the $\mathcal{L}_{r}^{2}$ Hilbert space as

$$
\mathcal{L}_{r}^{2}=\left\{h: \mathbb{R} \rightarrow \mathbb{R} \text { measurable such that }\|h\|_{r}^{2}:=\int_{\mathbb{R}} h(u)^{2} g_{r}(u) \mathrm{d} u<\infty\right\}
$$

Let us introduce the family of polynomials (lying in $\mathcal{L}_{r}^{2}$ ) defined by

$$
H_{n}(x)=\frac{1}{\sqrt{n!}} \sum_{k=0}^{\lfloor n / 2\rfloor} \frac{(-1)^{k} n!}{2^{k} k!(n-2 k)!}\left(\frac{x-\mu_{r}}{\sigma_{r}}\right)^{n-2 k} .
$$

$\left(H_{n}\right)_{n \in \mathbb{N}}$ forms an Hilbertian basis of $\mathcal{L}_{r}^{2}$ and in case where $\mu_{r}=0$ and $\sigma_{r}^{2}=1$, the $H_{n}$ are generally known as the (normalized) Hermite polynomials (see for instance [19]). Thanks to this basis, we can define for any $N \in \mathbb{N}$ pseudo-density functions by

$$
f^{(N)}(x)=g_{r}(x) \sum_{n=0}^{N} c_{n} H_{n}(x) .
$$

These are called pseudo-densities since they can take negative values while always integrating to one. As long as the likelihood ratio $\bar{f}=f / g_{r}$ belongs to $\mathcal{L}_{r}^{2}, f$ can be approximated in this space in the sense that

$$
\frac{f^{(N)}}{g_{r}} \xrightarrow[N \rightarrow \infty]{\mathcal{L}_{r}^{2}} \bar{f}
$$

We emphasize that the condition $f / g_{r} \in \mathcal{L}_{r}^{2}$ is equivalent to

$$
\begin{equation*}
\int_{\mathbb{R}} f(u)^{2} e^{\frac{\left(u-\mu_{r}\right)^{2}}{2 \sigma_{r}^{2}}} \mathrm{~d} u<\infty \tag{2}
\end{equation*}
$$

and is a sufficient condition to ensure the convergence of $\left(f^{(N)} / g_{r}\right)_{N \in \mathbb{N}}$ in $\mathcal{L}_{r}^{2}$. In this space, the standard inner product is defined by $\left\langle h_{1}, h_{2}\right\rangle_{\mathcal{L}_{r}^{2}}=\int_{\mathbb{R}} h_{1}(u) h_{2}(u) g_{r}(u) \mathrm{d} u$ for $h_{1}, h_{2} \in \mathcal{L}_{r}^{2}$. Since the $\left(H_{n}\right)_{n \in \mathbb{N}}$ are orthogonal in $\mathcal{L}_{r}^{2}$ with respect to this inner product, the coefficients $c_{n}$ are uniquely determined as $c_{n}=\left\langle f / g_{r}, H_{n}\right\rangle_{\mathcal{L}_{r}^{2}}=\int_{\mathbb{R}} H_{n}(u) f(u) \mathrm{d} u=\mathbb{E}\left[H_{n}(Z)\right], n \in \mathbb{N}$. Thus, the coefficients $c_{n}$ are linear combination of moments of the unknown density $f$ : to perform a density approximation following this technique, the moments of $Z$ have to be computed.

Numerically, the Gram-Charlier expansion is performed up to a given order $N \in \mathbb{N}$. The assessment of the error due to the truncation of the series can be an issue. When the condition (2) is not satisfied, we can not conclude on the convergence of the approximating density; in addition, there is no estimation of the error induced by the numerical truncation of the approximating series. More details about approximation density techniques based on orthonormal polynomials expansion can be found in [21] and references given there.

The next subsection proves that for general stochastic volatility models (and in particular in the Heston model), (2) is not satisfied.

### 1.2 Preliminary result

The use of Gram-Charlier type techniques is appealing in financial applications, since pricing can be performed efficiently while only requiring the computation of moments up to some order. This has mostly been explored for modelling equity and associated derivatives, see e.g. [14], [31], [33], [11] and [23] among others, as well as for the DDSVLMM modelling framework for interest rates, see [15]. The aim of the present section is to analyze the core sufficient condition for the convergence of the Gram-Charlier series, and in particular to prove that this condition is not satisfied for general stochastic volatility model with unbounded volatility factor.

Let fix an horizon $T$ and consider the following model:

$$
\left\{\begin{align*}
\mathrm{d} S_{t} & =u\left(V_{t}\right) \lambda(t) \mathrm{d} B_{t}  \tag{3}\\
\mathrm{~d} V_{t} & =b\left(t, V_{t}\right) \mathrm{d} t+h\left(t, V_{t}\right) \mathrm{d} W_{t} \\
\left(S_{0}, V_{0}\right) & \in \mathbb{R} \times \mathbb{R}_{+}
\end{align*}\right.
$$

where the functions $u: \mathbb{R}_{+} \longrightarrow \mathbb{R}_{+}, \lambda: \mathbb{R}_{+} \longrightarrow \mathbb{R}, b: \mathbb{R}_{+} \times \mathbb{R}_{+} \longrightarrow \mathbb{R}$ and $h: \mathbb{R}_{+} \times$ $\mathbb{R}_{+} \longrightarrow \mathbb{R}$ are assumed to be regular enough to ensure existence and uniqueness of a solution to (3). $\left(S_{t}\right)_{t \leq T}$ stands for the financial driver (share price, interest-rate, ...) of interest - possibly at log-scale, $\left(V_{t}\right)_{t \leq T}$ is a second source of risk, and $\left(B_{t}\right)_{t \leq T}$ and $\left(W_{t}\right)_{t \leq T}$ are two Brownian motions under the appropriate probability measure. Correlation between Brownian motions is driven by a coefficient $\rho \in]-1,1\left[\right.$ such that $\mathrm{d}\langle B ., W .\rangle_{t}=\rho \mathrm{d} t$. In the case where $u(v)=\sqrt{v}$, $\left(V_{t}\right)_{t \leq T}$ is interpreted as the instantaneous volatility of $\left(S_{t}\right)_{t \leq T}$. Moreover, when $\left(V_{t}\right)_{t \leq T}$ is a Cox-Ingersoll-Ross (CIR) process, model (3) is an Heston type model. This is a particular case of interest since the standard approximation of the DDSVLMM is an Heston type model as well. Let $g_{T}$ denote the unknown density of the random variable $S_{T}$, and consider the reference Gaussian distribution as introduced in Equation (1). The following result shows that the sufficient condition to the convergence of a Gram-Charlier expansion does not hold under some unboundedness assumption.

Theorem 1. We assume that the map $t \rightarrow \lambda(t)$ is bounded:

$$
0<\lambda_{\min }^{2} \leq \lambda(t)^{2} \leq \lambda_{\max }^{2}<\infty .
$$

We also assume that the cumulated variance $\int_{0}^{T} u\left(V_{s}\right) \mathrm{d}$ s is unbounded and is positive:

$$
\begin{align*}
& \text { for any constant } M>0, \mathbb{P}\left(\int_{0}^{T} u\left(V_{s}\right) \mathrm{d} s \geq M\right)>0  \tag{4}\\
& \text { and } \mathbb{P}\left(\int_{0}^{T} u\left(V_{s}\right) \mathrm{d} s=0\right)=0
\end{align*}
$$

Then the sufficient condition (2) to the $\mathcal{L}_{r}^{2}-$ convergence of the approximating density series of $g_{T}$ is not satisfied, that is:

$$
\int_{\mathbb{R}} g_{T}(u)^{2} e^{\frac{\left(u-\mu_{r}\right)^{2}}{2 \sigma_{r}^{2}}} \mathrm{~d} u=\infty
$$

Proof. We first derive an analytical expression for the density $g_{T}$ of $S_{T}$. Consider $\left(W_{t}^{\perp}\right)_{t \geq 0}$ a Brownian motion independent of $\left(W_{t}\right)_{t \geq 0}$. Since

$$
S_{T} \stackrel{\text { a.s. }}{=} S_{0}+\int_{0}^{T} u\left(V_{s}\right) \lambda(s) \mathrm{d} B_{s} \stackrel{d}{=} S_{0}+\rho \int_{0}^{T} u\left(V_{s}\right) \lambda(s) \mathrm{d} W_{s}+\sqrt{1-\rho^{2}} \int_{0}^{T} u\left(V_{s}\right) \lambda(s) \mathrm{d} W_{s}^{\perp},
$$

one can note that, conditionally to $\mathcal{F}_{T}^{W}=\sigma\left(W_{t}, t \leq T\right), S_{T}$ is normally distributed with mean $\tilde{S}_{T}:=S_{0}+\rho \int_{0}^{T} u\left(V_{s}\right) \lambda(s) \mathrm{d} W_{s}$ and variance $C_{T}^{2}:=\left(1-\rho^{2}\right) \int_{0}^{T} u\left(V_{s}\right)^{2} \lambda(s)^{2} \mathrm{~d} s$. By application of Jensen's inequality:

$$
\begin{equation*}
C_{T}^{2} \geq \frac{\left(1-\rho^{2}\right)}{T} \lambda_{\min }^{2}\left(\int_{0}^{T} u\left(V_{s}\right) \mathrm{d} s\right)^{2} \text { a.s. } \tag{5}
\end{equation*}
$$

and thus with Assumption (4), we deduce $\mathbb{P}\left(C_{T}^{2}=0\right)=0$. Then, for any measurable function $f$, we have thanks to Fubini theorem

$$
\begin{aligned}
\mathbb{E}\left[f\left(S_{T}\right)\right] & =\mathbb{E}\left[\mathbb{E}\left[f\left(S_{T}\right) \mid \mathcal{F}_{T}^{W}\right]\right]=\mathbb{E}\left[\int_{\mathbb{R}} f(x) \frac{1}{\sqrt{2 \pi C_{T}^{2}}} e^{-\frac{\left(x-\tilde{S}_{T}\right)^{2}}{2 C_{T}^{2}}} \mathrm{~d} x\right] \\
& =\int_{\mathbb{R}} f(x) \mathbb{E}\left[\frac{1}{\sqrt{2 \pi C_{T}^{2}}} e^{-\frac{\left(x-\tilde{S}_{T}\right)^{2}}{2 C_{T}^{2}}}\right] \mathrm{d} x
\end{aligned}
$$

which allows to identify the density of $S_{T}$ as $g_{T}(x)=\mathbb{E}\left[G_{T}(x)\right]$ where $G_{T}(x):=$ $\left(2 \pi C_{T}^{2}\right)^{-1 / 2} e^{-\frac{\left(x-S_{T}\right)^{2}}{2 C_{T}^{2}}}$. Now, Equation (5) along with Assumption (4) shows that $\mathbb{P}\left(C_{T}^{2}>2 \sigma_{r}^{2}\right)>0$ for all $\sigma_{r}>0$ and thus with positive probability $Y_{T}:=-\left(\frac{1}{2 C_{T}^{2}}-\frac{1}{4 \sigma_{r}^{2}}\right)>0$. Now, we have

$$
\begin{aligned}
& \int_{\mathbb{R}} \frac{g_{T}^{2}(x)}{g_{r}(x)} \mathrm{d} x=\sqrt{2 \pi \sigma_{r}^{2}} \int_{\mathbb{R}} \mathbb{E}\left[G_{T}(x)\right]^{2} e^{\left(x-\mu_{r}\right)^{2} /\left(2 \sigma_{r}^{2}\right)} \mathrm{d} x \\
& \geq \sqrt{2 \pi \sigma_{r}^{2}} \int_{-a}^{a} \mathbb{E}\left[\mathbb{1}_{C_{T}^{2}>2 \sigma_{r}^{2}} \times G_{T}(x) e^{\left(x-\mu_{r}\right)^{2} /\left(4 \sigma_{r}^{2}\right)}\right]^{2} \mathrm{~d} x \\
& \geq \frac{\sqrt{2 \pi \sigma_{r}^{2}}}{2 a}\left(\int_{-a}^{a} \mathbb{E}\left[\mathbb{1}_{C_{T}^{2}>2 \sigma_{r}^{2}} \times G_{T}(x) e^{\left(x-\mu_{r}\right)^{2} /\left(4 \sigma_{r}^{2}\right)}\right] \mathrm{d} x\right)^{2} \text { (Jensen's inequality) } \\
& =\frac{\sigma_{r}}{2 a} \mathbb{E}\left[\frac{\mathbb{1}_{C_{T}^{2}>2 \sigma_{r}^{2}}}{C_{T}} \int_{-a}^{a} e^{-\frac{\left(x-\tilde{S}_{T}\right)^{2}}{2 C_{T}^{2}}+\frac{\left(x-\mu_{r}\right)^{2}}{4 \sigma_{r}^{2}}} \mathrm{~d} x\right]^{2} \text { (Fubini theorem) } \\
& =\frac{\sigma_{r}}{2 a} \mathbb{E}\left[\frac{\mathbb{1}_{Y_{T}>0}}{C_{T}} \exp \left(\frac{\mu_{r}^{2}}{4 \sigma^{2}}-\frac{\tilde{S}_{T}^{2}}{2 C_{T}^{2}}-\frac{1}{4 Y_{T}}\left(\frac{\tilde{S}_{T}}{C_{T}^{2}}-\frac{\mu_{r}}{2 \sigma^{2}}\right)^{2}\right) \times\right. \\
& \left.\int_{-a}^{a} e^{\left(\sqrt{Y_{T}} x+\frac{1}{2 \sqrt{Y_{T}}}\left(\frac{\tilde{S}_{T}}{C_{T}^{2}}-\frac{\mu_{r}}{2 \sigma^{2}}\right)\right)^{2}} \mathrm{~d} x\right]^{2} \\
& =\frac{\sigma_{r}}{2} \mathbb{E}\left[\frac{\mathbb{1}_{Y_{T}>0}}{\sqrt{Y_{T} C_{T}}} \exp \left(\frac{\mu_{r}^{2}}{4 \sigma^{2}}-\frac{\tilde{S}_{T}^{2}}{2 C_{T}^{2}}-\frac{1}{4 Y_{T}}\left(\frac{\tilde{S}_{T}}{C_{T}^{2}}-\frac{\mu_{r}}{2 \sigma^{2}}\right)^{2}\right) \times\right. \\
& \left.\frac{1}{a} \int_{-\sqrt{Y_{T}} a+\frac{1}{2 \sqrt{Y_{T}}}\left(\frac{\tilde{S}_{T}^{2}}{C_{T}^{T}}-\frac{\mu_{r}}{2 \sigma^{2}}\right)}^{\sqrt{Y_{T}} a+\frac{1}{\sqrt{Y_{T}}}\left(\frac{\tilde{S}_{T}}{C^{2}}-\frac{\mu_{r}}{\sigma^{2}}\right)} e^{y^{2}} \mathrm{~d} y\right]^{2} .
\end{aligned}
$$

By Fatou's lemma

$$
\begin{aligned}
& \lim _{a+\infty} \mathbb{E}\left[\frac{\mathbb{1}_{Y_{T}>0}}{\sqrt{Y_{T}} C_{T}} \exp \left(\frac{\mu_{r}^{2}}{4 \sigma^{2}}-\frac{\tilde{S}_{T}^{2}}{2 C_{T}^{2}}-\frac{1}{4 Y_{T}}\left(\frac{\tilde{S}_{T}}{C_{T}^{2}}-\frac{\mu_{r}}{2 \sigma^{2}}\right)^{2}\right) \frac{1}{a} \int_{-\sqrt{Y_{T}} a+\frac{1}{2 \sqrt{Y_{T}}}\left(\frac{\tilde{S}_{T}}{C_{T}^{2}}-\frac{\mu_{r}}{2 \sigma^{2}}\right)}^{\left.\sqrt{Y_{T}} a+\frac{1}{\bar{S}_{T}}-\frac{\mu_{r}}{2 \sigma^{2}}\right)} e^{y^{2}} \mathrm{~d} y\right] \\
& \geq \mathbb{E}\left[\frac{\mathbb{1}_{Y_{T}>0}^{\sqrt{Y_{T}} C_{T}}}{} \exp \left(\frac{\mu_{r}^{2}}{4 \sigma^{2}}-\frac{\tilde{S}_{T}^{2}}{2 C_{T}^{2}}-\frac{1}{4 Y_{T}}\left(\frac{\tilde{S}_{T}}{C_{T}^{2}}-\frac{\mu_{r}}{2 \sigma^{2}}\right)^{2}\right) \times\right. \\
& \left.\lim _{a+\infty} \frac{1}{a} \int_{-\sqrt{Y_{T}} a+\frac{1}{2 \sqrt{Y_{T}}}\left(\frac{\sqrt{Y_{T}} a+\frac{1}{\bar{Y}_{T}}}{\left(\frac{\tilde{S}_{T}}{C_{T}^{2}}-\frac{\mu_{r}}{2 \sigma^{2}}\right)}-\frac{\mu_{r}}{2 \sigma^{2}}\right)} e^{y^{2}} \mathrm{~d} y\right] .
\end{aligned}
$$

Finally, the lower bound can be proved to be infinite since for any $\lambda>0$ and $\mu \in \mathbb{R}$,

$$
\frac{1}{a} \int_{-\lambda a+\mu}^{\lambda a+\mu} e^{y^{2}} \mathrm{~d} y \geq \frac{1}{a} \int_{\frac{\lambda a+\mu}{2}}^{\lambda a+\mu} e^{y^{2}} \mathrm{~d} y \geq \frac{\lambda a+\mu}{2 a} e^{\frac{(\lambda a+\mu)^{2}}{4}}
$$

so that $\lim _{a+\infty} \frac{1}{a} \int_{-\lambda a+\mu}^{\lambda a+\mu} e^{y^{2}} \mathrm{~d} y=\infty$. This concludes the proof.
Thus, to be able to perform a Gram-Charlier expansion and assess the truncation error for a stochastic volatility model, we should work with a bounded volatility factor.

In the next subsection, we introduce the class of polynomial processes which is a generalization of the class of affine processes; as such, it still benefits from analytical tractability of their marginal moments based on matrix exponentials, while loosing in general that of the moment generating function.

### 1.3 Polynomial processes

In the original papers [12] and [20], a theory of polynomial processes is developed for timehomogeneous dynamics: [12] focus on Markov process possibly with jumps whereas [20] deal with continuous dynamics but non-necessarily Markov. For such models, the expectation of any polynomial function of the process at a given date reduces to a polynomial in the initial condition with equal or lower degree.

The theory of polynomial processes has been extended by [16] to time-dependent parameters under appropriate smoothness assumption. In this subsection, we present continuous Markov processes whose diffusion parameters are piecewise constant with respect to time. We derive matrix exponential representations of the moments for polynomial processes with such timedependency as in [?].

### 1.3.1 Moments computation for polynomial processes

Let us denote by $\mathcal{P}_{k}\left(\mathbb{R}^{m}\right)$ the set of polynomial functions of degree at most $k \in \mathbb{N}$ on $\mathbb{R}^{m}$ : $\mathcal{P}_{k}\left(\mathbb{R}^{m}\right)=\left\{\mathbb{R}^{m} \ni \boldsymbol{x} \longmapsto \sum_{\boldsymbol{\alpha}} c_{\boldsymbol{\alpha}} x_{1}^{\alpha_{1}} \ldots x_{m}^{\alpha_{m}}: c_{\boldsymbol{\alpha}} \in \mathbb{R}, \max \left\{\alpha_{1}+\cdots+\alpha_{m}: c_{\boldsymbol{\alpha}} \neq 0\right\} \leq k\right\}$. We consider an $E$-valued time-inhomogeneous continuous stochastic process, $\left(\boldsymbol{X}_{t}\right)_{0 \leq t \leq T}$, specified by a Stochastic Differential Equation and whose infinitesimal generator at time $t$ is denoted by $\mathcal{A}_{t}$; its domain is denoted by $\operatorname{Dom}\left(\mathcal{A}_{t}\right)$. We fix a time horizon $T$. We assume that for all $t \leq T, \mathcal{P}_{k}\left(\mathbb{R}^{m}\right) \subset \operatorname{Dom}\left(\mathcal{A}_{t}\right)$. For technical reasons, we assume that $E \subset \mathbb{R}^{m}$ has a non-empty interior (see Section 2 in [20] for a detailed discussion). Following the definition of [20], a diffusion is said to be polynomial if $\mathcal{A}_{t}$ maps $\mathcal{P}_{k}\left(\mathbb{R}^{m}\right)$ to itself for all $k \in \mathbb{N}$ and $t \leq T$.

In our work, we deal with piecewise constant infinitesimal generators. Let us split the whole time interval $[0, T]$ : let $0 \leq t_{1} \leq \cdots \leq t_{J} \leq T$ be instants such that for any $t \in\left[t_{j}, t_{j+1}\left[, \mathcal{A}_{t} \equiv\right.\right.$ $\mathcal{A}_{j}, 1 \leq j \leq J-1$. As a linear operator, the action of each $\mathcal{A}_{j}$ on $\mathcal{P}_{k}\left(\mathbb{R}^{m}\right)$ can be represented in a unique way through a $M \times M$ matrix, $A_{j}^{(k)}$, where $M=\operatorname{dim}\left(\mathcal{P}_{k}\left(\mathbb{R}^{m}\right)\right)$. Let us consider a polynomial function $p \in \mathcal{P}_{k}\left(\mathbb{R}^{m}\right)$. In a given basis $\boldsymbol{b}(\boldsymbol{x}):=\left(b_{1}(\boldsymbol{x}), b_{2}(\boldsymbol{x}), \ldots, b_{M}(\boldsymbol{x})\right)$ of $\mathcal{P}_{k}\left(\mathbb{R}^{m}\right)$, $p \in \mathcal{P}_{k}\left(\mathbb{R}^{m}\right)$ can be uniquely represented thanks to a vector $\boldsymbol{p} \in \mathbb{R}^{M}$ such that $p(\boldsymbol{x})=\boldsymbol{b}(\boldsymbol{x}) \cdot \boldsymbol{p}$. Thus, $\mathcal{A}_{j}(p)(\boldsymbol{x})=\boldsymbol{b}(\boldsymbol{x}) \cdot A_{j}^{(k)} \boldsymbol{p}$. We can now adapt one of the main property of polynomial process to the time-dependent case.

Proposition 2. Let $k \in\{1, \ldots, q\}$ and $p \in \mathcal{P}_{k}\left(\mathbb{R}^{m}\right)$. Assume that $\mathbb{E}\left[\left\|\boldsymbol{X}_{0}\right\|^{2 k}\right]<\infty$. For $t_{1}<t_{2}<\ldots<t_{J} \leq t \leq T$,

$$
\begin{equation*}
\mathbb{E}\left[p\left(\boldsymbol{X}_{t}\right) \mid \mathcal{F}_{0}\right]=\boldsymbol{b}\left(X_{0}\right) \cdot\left(\prod_{j=1}^{J} e^{\left(t_{j}-t_{j-1}\right) A_{j-1}^{(k)}}\right) e^{\left(t-t_{J}\right) A_{J}^{(k)}} \boldsymbol{p} \tag{6}
\end{equation*}
$$

Proof. As a direct application of theorem 3.1 in [20], we have at any time $t_{j} \leq t \leq t_{j+1}$

$$
\mathbb{E}\left[p\left(\boldsymbol{X}_{t}\right) \mid \mathcal{F}_{t_{j}}\right]=\boldsymbol{b}\left(\boldsymbol{X}_{t_{j}}\right) \cdot e^{\left(t-t_{j}\right) A_{j}^{(k)}} \boldsymbol{p}
$$

Now, assuming in addition $\mathbb{E}\left[\left\|\boldsymbol{X}_{t_{j-1}}\right\|^{2 k}\right]<\infty$, two successive conditionings at times $t_{j-1}$ and $t_{j}$ give for $t \in\left[t_{j}, t_{j+1}[\right.$,

$$
\begin{aligned}
& \mathbb{E}\left[p\left(\boldsymbol{X}_{t}\right) \mid \mathcal{F}_{0}\right] \\
& =\mathbb{E}\left[\mathbb{E}\left[\mathbb{E}\left[p\left(\boldsymbol{X}_{t}\right) \mid \boldsymbol{X}_{t_{j}}\right] \mid \boldsymbol{X}_{t_{j-1}}\right] \mid \boldsymbol{X}_{0}\right] \\
& =\mathbb{E}\left[\mathbb{E}\left[\boldsymbol{b}\left(\boldsymbol{X}_{t_{j}}\right) \mid \boldsymbol{X}_{t_{j-1}}\right] \mid \boldsymbol{X}_{0}\right] \cdot e^{\left(t-t_{j}\right) A_{j}^{(k)}} \boldsymbol{p} \\
& =\mathbb{E}\left[\left(\mathbb{E}\left[b_{1}\left(\boldsymbol{X}_{t_{j}}\right) \mid \boldsymbol{X}_{t_{j-1}}\right], \ldots, \mathbb{E}\left[b_{M}\left(\boldsymbol{X}_{t_{j}}\right) \mid \boldsymbol{X}_{t_{j-1}}\right]\right) \mid \boldsymbol{X}_{0}\right] \cdot e^{\left(t-t_{j}\right) A_{j}^{(k)}} \boldsymbol{p} \\
& =\mathbb{E}\left[\left(\boldsymbol{b}\left(\boldsymbol{X}_{t_{j-1}}\right) \cdot e^{\left(t_{j}-t_{j-1}\right) A_{j-1}^{(k)}} \boldsymbol{b}_{1}, \ldots, \boldsymbol{b}\left(\boldsymbol{X}_{t_{j-1}}\right) \cdot e^{\left(t_{j}-t_{j-1}\right) A_{j-1}^{(k)}} \boldsymbol{b}_{M}\right) \mid \boldsymbol{X}_{0}\right] e^{\left(t-t_{j}\right) A_{j}^{(k)}} \boldsymbol{p} \\
& =\mathbb{E}\left[\boldsymbol{b}\left(\boldsymbol{X}_{t_{j-1}}\right) \mid \boldsymbol{X}_{0}\right] \cdot e^{\left(t_{j}-t_{j-1}\right) A_{j-1}^{(k)}} e^{\left(t-t_{j}\right) A_{j}^{(k)}} \boldsymbol{p} .
\end{aligned}
$$

For the fifth equality, coordinates vector of the basis vectors $\left(b_{1}(\boldsymbol{x}), \ldots, b_{M}(\boldsymbol{x})\right)$ have been introduced as $\boldsymbol{b}=\left(\boldsymbol{b}_{1}, \ldots, \boldsymbol{b}_{M}\right)$. Note that $\boldsymbol{b}_{i}$ is only composed of zeros except at $i$-th coordinate that is a 1 . A recursive reasoning gives the result.

Note that the order in (6) matters as in general matrix exponentials may not commute. This way, taking a monomial function $p(\boldsymbol{x})=x_{i}^{l}$ for some $i \in \llbracket 1, M \rrbracket$ and $l \in \mathbb{N}$ and applying the formula (6) allows to compute marginal moments of the process $X$.

Remark 1. An alternative characterisation of the polynomial process can be done using the coefficients of the diffusion. Namely, the following stochastic differential equation, driven by a Brownian motion $\left(W_{t}\right)_{t \leq T}$,

$$
\mathrm{d} Z_{t}=b\left(Z_{t}\right) \mathrm{d} t+\sigma\left(Z_{t}\right) \mathrm{d} W_{t}
$$

would define a polynomial diffusion, according to the terminology of [20], if $b \in \mathcal{P}_{1}\left(\mathbb{R}^{m}\right)$ and $\sigma^{2} \in \mathcal{P}_{2}\left(\mathbb{R}^{m}\right)$. The case $\sigma^{2} \in \mathcal{P}_{1}\left(\mathbb{R}^{m}\right)$ defines an affine process.

We can now introduce the so-called Jacobi process and its dynamics which can be viewed as an alternative to the CIR process. It is a stochastic process which is naturally bounded over time under some technical conditions on the parameters. Moreover, it is a one-dimensional stochastic process belonging to the class of the polynomial processes. It will be useful for us in the following of this work.

### 1.3.2 Jacobi process

Let us consider the function

$$
\begin{equation*}
Q(v)=\frac{\left(v_{\max }-v\right)\left(v-v_{\min }\right)}{\left(\sqrt{v_{\max }}-\sqrt{v_{\min }}\right)^{2}}, \tag{7}
\end{equation*}
$$

where $0 \leq v_{\min }<v_{\max } \leq \infty$. We can observe that $Q(v) \leq v$ for any $v \in \mathbb{R}$ and that $Q(v) \geq 0$ for $v \in\left[v_{\min }, v_{\max }\right]$.

Let us consider now the following dynamics

$$
\left\{\begin{array}{l}
\mathrm{d} V_{t}=\kappa\left(\theta-V_{t}\right) \mathrm{d} t+\epsilon \sqrt{Q\left(V_{t}\right)} \mathrm{d} B_{t},  \tag{8}\\
V_{0} \in\left[v_{\text {min }}, v_{\text {max }}\right]
\end{array}\right.
$$

where $\left.\kappa>0, \theta \in] v_{\min }, v_{\max }\right], \epsilon>0$ and $\left(B_{t}\right)_{t \geq 0}$ is a one-dimensional Brownian motion. Strong existence and uniqueness of the process $V$ is studied in theorem 2.1 of [3]. Moreover, Feller' condition allows to ensure the process remains bounded through time. Namely, $\mathbb{P}\left(\forall t \geq 0, V_{t} \in\right.$ $] v_{\min }, v_{\max }[)=1$ if and only if $\left.V_{0} \in\right] v_{\min }, v_{\max }$ [ and Feller condition

$$
\begin{equation*}
\frac{\epsilon^{2}\left(v_{\max }-v_{\min }\right)}{\left(\sqrt{v_{\max }}-\sqrt{v_{\min }}\right)^{2}} \leq 2 \kappa \min \left(v_{\max }-\theta, \theta-v_{\min }\right) \tag{9}
\end{equation*}
$$

is satisfied (see [26], Section 5.5.C, for a detailed treatment of the topic). The infinitesimal generator, $\mathcal{G}_{J}$, of (8) applied to a twice differentiable function $f \in \mathcal{C}^{2}(\mathbb{R})$ writes as

$$
\mathcal{G}_{J} f(v)=\kappa(\theta-v) \frac{\partial f}{\partial v}+\frac{\epsilon^{2}}{2} Q(v) \frac{\partial^{2} f}{\partial v^{2}}
$$

Straightforward computations show that $\mathcal{G}_{J}\left(\mathcal{P}_{k}(\mathbb{R})\right) \subset \mathcal{P}_{k}(\mathbb{R})$ : if $p(v)=\sum_{i=0}^{k} c_{i} v^{i}$,

$$
\begin{aligned}
\mathcal{G}_{J} p(v)= & -\sum_{i=0}^{k}\left(i \kappa+\frac{i(i-1) \epsilon^{2}}{\left(\sqrt{v_{\max }}-\sqrt{v_{\min }}\right)^{2}}\right) c_{i} v^{i}+\sum_{i=0}^{k}\left(i \kappa \theta+\frac{i(i-1) \epsilon^{2}\left(v_{\min }+v_{\max }\right)}{2\left(\sqrt{v_{\max }}-\sqrt{v_{\min }}\right)^{2}}\right) c_{i} v^{i-1} \\
& -\frac{\epsilon^{2} v_{\max } v_{\min }}{2\left(\sqrt{v_{\max }}-\sqrt{v_{\min }}\right)^{2}} \sum_{i=0}^{k} i(i-1) c_{i} v^{i-2} \in \mathcal{P}_{k}(\mathbb{R}) .
\end{aligned}
$$

As a result, the Jacobi process is polynomial.
Remark 2. We propose to give details on the computation of marginal expectation of $V$. In the basis $\{1, v\}$ of $\mathcal{P}_{1}(\mathbb{R})$, the action of $\mathcal{G}_{J}$ can be represented by the $2 \times 2$ matrix

$$
G_{J}=\left(\begin{array}{cc}
0 & \kappa \theta \\
0 & -\kappa
\end{array}\right) .
$$

Due to its upper triangular form, the exponential of $G_{J}$ can be analytically computed. First observe that

$$
G_{J}=\left(\begin{array}{cc}
1 & -\theta \\
0 & 1
\end{array}\right)\left(\begin{array}{cc}
0 & 0 \\
0 & -\kappa
\end{array}\right)\left(\begin{array}{ll}
1 & \theta \\
0 & 1
\end{array}\right)
$$

and that the left sided matrix is the inverse of the right sided one. Then, for a given $t \leq T$

$$
\exp \left(t G_{J}\right)=\left(\begin{array}{cc}
1 & \theta\left(1-e^{-\kappa t}\right) \\
0 & e^{-\kappa t}
\end{array}\right)
$$

and thus

$$
\mathbb{E}_{v_{0}}\left[V_{t}\right]=\left(1, v_{0}\right) \cdot \exp \left(t G_{J}\right)(0,1)^{T}=v_{0} e^{-\kappa t}+\theta\left(1-e^{-\kappa t}\right) .
$$

Note that the expectation does not depend on $v_{\min }$ and $v_{\max }$ and is equal to the expectation of a CIR process. Recall that a CIR process is defined by taking $Q(v)=v$ in (8) and $V_{0} \in \mathbb{R}_{+}$.

## 2 Swaption pricing with Gram-Charlier expansion

### 2.1 Reference model

We introduce in this subsection the standard dynamics generally used for pricing under the Displaced Diffusion LIBOR Market Model with Stochastic Volatility. [25] proposed an extension of the standard LMM with respect to two features: a stochastic volatility factor has been added to reproduce the observed implied smile of volatility while a displacement coefficient (also called shift) allows to generate negative interest-rates, which has became necessary in view of late market conditions. [35] proposed a tractable and widely used (among insurance market) version of the model with stochastic volatility (but no displacement factor) modelled through a Feller process (Cox-Ingersoll-Ross dynamics) often named by practitioners DDSVLMM.

Let $P(t, T)$ be the time- $t$ price of a Zero-Coupon bond maturing at time $T>t$ with par value 1. Let us consider a finite tenor structure $0 \leq T_{1} \leq T_{2} \leq \cdots \leq T_{n}$. We denote by $\Delta T_{j}=T_{j+1}-T_{j}$. The swap rate seen at time $t \leq T_{m}$ that prevails over the period $\left[T_{m}, T_{n}\right]$, can be expressed as

$$
\begin{equation*}
S_{t}^{m, n}=\frac{P\left(t, T_{m}\right)-P\left(t, T_{n}\right)}{\sum_{j=m}^{n-1} \Delta T_{j} P\left(t, T_{j+1}\right)} \tag{10}
\end{equation*}
$$

according to an arbitrage-free reasoning (see Section 1.5 in [10]). We will denote by $B^{S}(t):=$ $\sum_{j=m}^{n-1} \Delta T_{j} P\left(t, T_{j+1}\right)$ the annuity of the swap rate. Under the probability measure $\mathbb{P}^{S}$ (the forward swap measure, named after [24]) associated to the numéraire $B^{S}(t)$, the swap rate is a martingale. The standard modelling consists in giving to the swap rate (10) the following dynamics:

$$
\begin{align*}
\mathrm{d} S_{t}^{m, n} & =\sqrt{V_{t}}\left(\rho(t)\left\|\boldsymbol{\lambda}^{m, n}(t)\right\| \mathrm{d} W_{t}+\sqrt{1-\rho(t)^{2}} \boldsymbol{\lambda}^{m, n}(t) \cdot \mathrm{d} \boldsymbol{W}_{t}^{S, *}\right),  \tag{11}\\
\mathrm{d} V_{t} & =\kappa\left(\theta-\xi^{0}(t) V_{t}\right) \mathrm{d} t+\epsilon \sqrt{V_{t}} \mathrm{~d} W_{t},
\end{align*}
$$

where $\left(\boldsymbol{W}_{t}^{S, *}\right)_{t \geq 0}$ is a $D$-dimensional Brownian motion under $\mathbb{P}^{S}$, whose components are all independent from the Brownian motion $\left(W_{t}\right)_{t \geq 0}$. The coefficients $\kappa, \theta$, and $\epsilon$ are non-negative parameters. They are assumed to satisfy Feller condition $2 \kappa \theta \geq \epsilon^{2}$ (it coincides with (9) when $v_{\text {max }}=\infty$ and $v_{\text {min }}=0$ ) that ensures the process $V$ to remain non-negative almost surely, as long as $V_{0}>0$. The time-dependent coefficients are all bounded. In particular, $\xi^{0}$ is positive and bounded: $0<\xi_{\text {min }}^{0} \leq \xi^{0}(t) \leq \xi_{\max }^{0}$. Namely, in standard set-up all time dependent quantities are assumed to be piecewise constant on time intervals $\left[T_{i}, T_{i+1}[\right.$. The function $\rho$ accounts for the correlation between the swap rate and its instantaneous volatility; $D$-dimensional vector function $\boldsymbol{\lambda}^{m, n}$ distorts the volatility structure over time; $\xi^{0}$ is a deterministic adjustment in the drift term of the instantaneous volatility due to the correlation structure between swap rate and instantaneous volatility (see for instance [35]). To understand in detail the dynamics (11) and especially how the time-dependent functions are defined, we refer the reader to [35]. We also refer the interested reader to [9] for the treatment of the Heston model with time-dependent parameters.

Observe that (11) defines an Heston-type process. As an affine dynamics, (11) offers the ability of explicitly knowing the moment generating function of $S^{m, n}$ through Riccati equations. This has been developed and solved in [?] or in [35] for the swap rate modeling. Exploiting

## 2. SWAPTION PRICING WITH GRAM-CHARLIER EXPANSION

the explicit knowledge of the moment generating function allows to derive closed-form formulas for prices of swap rate derivatives (especially, for swaptions). In our work, we aim at pricing such derivatives using Gram-Charlier expansions. As discussed in Theorem 1, the convergence of such expansion can not be ensured a priori for dynamics (11). This is why, an approximation of this dynamics is suggested in the following subsection.

### 2.2 Jacobi dynamics approximation

We consider the following approximation of the model (11) referred to as Jacobi version of the DDSVLMM:

$$
\begin{align*}
\mathrm{d} S_{t}^{m, n} & =\sqrt{Q\left(V_{t}\right)} \rho(t)\left\|\boldsymbol{\lambda}^{m, n}(t)\right\| \mathrm{d} W_{t}+\sqrt{V_{t}-\rho(t)^{2} Q\left(V_{t}\right)} \boldsymbol{\lambda}^{m, n}(t) \cdot \mathrm{d} \boldsymbol{W}_{t}^{S, *} \\
\mathrm{~d} V_{t} & =\kappa\left(\theta-\xi^{0}(t) V_{t}\right) \mathrm{d} t+\epsilon \sqrt{Q\left(V_{t}\right)} \mathrm{d} W_{t} \tag{12}
\end{align*}
$$

where $\boldsymbol{\lambda}^{m, n}, \xi^{0}$ and $\rho$ are the same as in (11), $Q$ is defined in (7). We recall that all components of $\boldsymbol{W}^{S, *}$ are independent and are also all independent from $W$. We also recall that we impose $v_{\min }<v_{\max }$. The volatility factor $\left(V_{t}\right)_{t \geq 0}$ follows a Jacobi dynamics introduced in Section 1.3 with additional time dependency in the drift. For this dynamics, the Feller condition writes:

$$
\begin{equation*}
\frac{\epsilon^{2}\left(v_{\max }-v_{\min }\right)}{\left(\sqrt{v_{\max }}-\sqrt{v_{\min }}\right)^{2}} \leq 2 \kappa \min \left(\xi_{\min }^{0} v_{\max }-\theta, \theta-\xi_{\max }^{0} v_{\min }\right) \tag{13}
\end{equation*}
$$

It ensures the process $V$ in (12) to remain bounded at any date $t: \mathbb{P}\left(\forall t \geq 0: V_{t} \in\left[v_{\min }, v_{\max }\right]\right)=$ 1. In this setting, the coefficient $\rho(t)$ defined in (30) is interpreted in dynamics (12) as a scaling factor of the instantaneous correlation between the swap rate and its volatility since the following holds:

$$
\frac{\mathrm{d}\left\langle V ., S^{m, n}\right\rangle_{t}}{\sqrt{\mathrm{~d}\langle V ., V .\rangle_{t}} \sqrt{\mathrm{~d}\left\langle S_{\cdot}^{m, n}, S^{m, n}\right\rangle_{t}}}=\rho(t) \sqrt{\frac{Q\left(V_{t}\right)}{V_{t}}}
$$

We observed that $0 \leq Q(v) \leq v$ for $v \in\left[v_{\min }, v_{\max }\right]$ and thus the instantaneous correlation is smaller than $\rho(t)$ at each time. The time-dependent infinitesimal generator of the diffusion (12) applied to a function $\left[v_{\min }, v_{\max }\right] \times \mathbb{R} \ni(v, s) \longmapsto f(v, s)$ is given by

$$
\begin{align*}
\mathcal{A}_{t} f(v, s) & =\kappa\left(\theta-\xi^{0}(t) v\right) \frac{\partial f}{\partial v}(v, s)+\frac{\epsilon^{2}}{2} Q(v) \frac{\partial^{2} f}{\partial v^{2}}(v, s)+\frac{v}{2}\left\|\boldsymbol{\lambda}^{m, n}(t)\right\|^{2} \frac{\partial^{2} f}{\partial s^{2}} f(v, s)  \tag{14}\\
& +\epsilon Q(v) \rho(t)\left\|\boldsymbol{\lambda}^{m, n}(t)\right\| \frac{\partial^{2} f}{\partial s \partial v} f(v, s), f \in \operatorname{Dom}\left(\mathcal{A}_{t}\right), t \leq T
\end{align*}
$$

Note that for all $k \in \mathbb{N}$, at all date $t \in[0, T], \mathcal{A}_{t}\left(\mathcal{P}_{k}\left(\mathbb{R}^{2}\right)\right) \subset \mathcal{P}_{k}\left(\mathbb{R}^{2}\right)$. Then, the dynamics (12) is a polynomial diffusion in the terminology of [20]; in addition it is a Markov process and thus (12) is a also 2-dimensional polynomial model in the terminology of [12]. Marginal moments of $S^{m, n}$ solution of (12) can thus be computed by matrix exponentials following method presented in Section 1.3.

Remark 3. The dynamics (12) is an extension of affine models as observed in [3] in the special case of the Heston model. Reference dynamics (11) belongs to the class of affine model. When $v_{\min }=0$ and $v_{\max }=\infty$, (12) coincides with the case when $Q(v)=v$ which is the standard DDSVLMM (11). Thus (12) can be viewed as an approximation of the reference model (11). Namely, the proposed process (12) converges toward the standard one (11) in the path space
of processes as $v_{\min } \rightarrow 0$ and $v_{\max } \rightarrow \infty$. This result is proved in [3], Theorem 2.3. In Subsection 2.4, we will able to further prove a $\mathbb{L}^{1}$ convergence in Theorem 6 coming along with a convergence rate.

### 2.3 Gram-Charlier expansion

The Gram-Charlier expansion is justified now. We assume that the two following conditions hold:

$$
\text { Assumption }(\mathbf{A}): \begin{cases}4 \kappa \theta & >\epsilon^{2}  \tag{15}\\ 2 \kappa\left(v_{\max }-\theta\right) & \geq \epsilon^{2}\end{cases}
$$

and

$$
\begin{equation*}
\text { Assumption }(\mathbf{B}): \sup _{t \in[0, T]}|\rho(t)|<1 \tag{16}
\end{equation*}
$$

Note that when $v_{\min }=0$, Feller condition (13) implies that $4 \kappa \theta>\epsilon^{2}$ and thus assumption (A) is stronger than (13).

### 2.3.1 Convergence result

Each coordinate of the $D$-dimensional function $t \in[0, T] \longmapsto \boldsymbol{\lambda}^{m, n}(t)$ is piecewise constant and so is its norm $t \in[0, T] \longmapsto\left\|\boldsymbol{\lambda}^{m, n}(t)\right\|$. Its bounds are denoted by $\lambda_{\min }$ and $\lambda_{\max }$ so that $0<\lambda_{\min } \leq\left\|\boldsymbol{\lambda}^{m, n}(t)\right\| \leq \lambda_{\min }<\infty$. We define the cumulated volatility process

$$
\begin{equation*}
\Xi_{t}:=\int_{0}^{t}\left\|\boldsymbol{\lambda}^{m, n}(s)\right\|^{2}\left(V_{s}-\rho(s)^{2} Q\left(V_{s}\right)\right) \mathrm{d} s \tag{17}
\end{equation*}
$$

Let us denote by $f_{T}$ the density of $S_{T}^{m, n}$. Recall that it depends on $v_{\min }$ and $v_{\max }$. Following the notations in Section 1.1, $f_{T}$ will be approximated with a reference Gaussian density $g_{r}$.

Theorem 3. We suppose assumptions $(\boldsymbol{A})$ and $(\boldsymbol{B})$ hold, $v_{\min } \geq 0$ and $v_{\max }<\infty$. Consider now a centered Gaussian density $g_{r}$ of variance $\sigma_{r}^{2}$ satisfying

$$
\begin{equation*}
\sigma_{r}^{2}>\frac{T v_{\max }}{2} \lambda_{\max }^{2} \tag{18}
\end{equation*}
$$

Then, a Gram-Charlier expansion can be performed on the density $f_{T}$ using the reference density $g_{r}$. In particular, the sufficient condition (2) to the $\mathcal{L}_{r}^{2}$-convergence of the family of approximating densities is satisfied; that is

$$
\int_{\mathbb{R}} \frac{f_{T}(u)^{2}}{g_{r}(u)} \mathrm{d} u<\infty
$$

The proof of the theorem is based on the following lemma.
Lemma 4. For $\eta<1 /\left(2 T v_{\max } \lambda_{\max }^{2}\right)$, $f_{T}$ is such that

$$
\int_{\mathbb{R}} e^{\eta u^{2}} f_{T}(u) \mathrm{d} u<\infty
$$

In addition, if

$$
\begin{equation*}
\mathbb{E}^{S}\left[\Xi_{T}^{-1 / 2}\right]<\infty \tag{19}
\end{equation*}
$$

holds, then then $u \longmapsto f_{T}(u)$ and $u \longmapsto e^{\eta u^{2}} f_{T}(u)$ are uniformly bounded over $\mathbb{R}$.

Remark 4. In [3], the results claimed in Theorem 3 and Lemma 4 are proved (in a timeindependent framework) under the following assumptions:
$-\rho^{2}<1$ which is equivalent to present Assumption (B);

- Feller condition (13) holds (with $\left.\xi^{0}(t) \equiv 1\right)$, that is $\frac{\epsilon^{2}\left(v_{\max }-v_{\min }\right)}{\left(\sqrt{v_{\max }}-\sqrt{v_{\min }}\right)^{2}} \leq$ $2 \kappa \min \left(v_{\max }-\theta, \theta-v_{\min }\right)$, with $0<v_{\min }<v_{\max }<\infty$.

They conjecture the results are still valid for $v_{\min }=0$. In our framework, Feller condition is again required to bound the volatility process, and Assumption (A) is used to prove the mentioned conjecture.

Proof of the lemma. We have from Equation (12):

$$
\begin{aligned}
S_{T}^{m, n} \stackrel{\text { a.s. }}{=} & S_{0}^{m, n}+\frac{1}{\epsilon} \int_{0}^{T} \rho(u)\left\|\boldsymbol{\lambda}^{m, n}(u)\right\| \mathrm{d} V_{u}-\frac{\kappa}{\epsilon} \int_{0}^{T} \rho(u)\left\|\boldsymbol{\lambda}^{m, n}(u)\right\|\left(\theta-\xi^{0}(u) V_{u}\right) \mathrm{d} u \\
& +\int_{0}^{T} \sqrt{V_{u}-\rho(u)^{2} Q\left(V_{u}\right)} \boldsymbol{\lambda}^{m, n}(u) \cdot \mathrm{d} \boldsymbol{W}_{u}^{S, *} \\
& =: \tilde{S}_{T}^{m, n}+\int_{0}^{T} \sqrt{V_{u}-\rho(u)^{2} Q\left(V_{u}\right)} \boldsymbol{\lambda}^{m, n}(u) \cdot \mathrm{d} \boldsymbol{W}_{u}^{S, *}
\end{aligned}
$$

Since $\boldsymbol{W}^{S, *}$ and $V$ are independent, $S_{T}^{m, n}$ is a Gaussian variable of $\tilde{S}_{T}$ and variance $\Xi_{T}$ conditionally to $\sigma\left(V_{t}, t \leq T\right)$. Since $\lambda_{\min }>0$ and $\sup _{t \in[0, T]}|\rho(t)|^{2}<1$, note that $\Xi_{T}>0$ almost surely. The conditional density of $S_{T}^{m, n}$ writes

$$
F_{T}(u)=\frac{1}{\sqrt{2 \pi \Xi_{T}}} \exp \left(-\frac{\left(u-\tilde{S}_{T}\right)^{2}}{2 \Xi_{T}}\right)
$$

Fubini's theorem allows to identify $f_{T}(u)=\mathbb{E}^{S}\left[F_{T}(u)\right]$. Hence, $f_{T}$ is uniformly bounded as long as $\mathbb{E}^{S}\left[\frac{1}{\sqrt{\Xi_{T}}}\right]<\infty$. The maps $[0, T] \ni t \longmapsto\left\|\boldsymbol{\lambda}^{m, n}(t)\right\|$ and $[0, T] \ni t \longmapsto \rho(t)$ are piecewise constant, so their derivatives are almost everywhere zero. They also have a finite number of discontinuities over $[0, T]$ occurring at times $\left(T_{i}\right)_{1 \leq i \leq n(T)}$ where $n(T)=\max \left\{i: T_{i} \leq T\right\}$. Integrating with respect to the volatility process $V$ over whole interval $[0, T]$ gives

$$
\tilde{S}_{T} \stackrel{\text { a.s. }}{=} S_{0}^{m, n}+\frac{1}{\epsilon} \sum_{i \leq n(T)} \rho\left(T_{i}\right)\left\|\boldsymbol{\lambda}^{m, n}\left(T_{i}\right)\right\|\left(V_{T_{i+1}}-V_{T_{i}}\right)-\frac{\kappa}{\epsilon} \int_{0}^{T} \rho(u)\left\|\boldsymbol{\lambda}^{m, n}(u)\right\|\left(\theta-\xi^{0}(u) V_{u}\right) \mathrm{d} u
$$

As a consequence, the following stands almost surely

$$
\left|\tilde{S}_{T}\right| \leq S_{0}^{m, n}+\frac{2 v_{\max }}{\epsilon} \lambda_{\max }+\frac{T \kappa}{\epsilon} \lambda_{\max }\left(\theta+\sup _{0 \leq u \leq T}\left|\xi^{0}(u)\right| v_{\max }\right)=: \Lambda<\infty
$$

Moreover, as

$$
\left|\Xi_{T}\right| \leq T v_{\max } \lambda_{\max }^{2}
$$

we set

$$
1-2 \eta \Xi_{T} \geq 1-2 \eta T v_{\max } \lambda_{\max }^{2}=: \nu
$$

where $0<\nu$ since we assumed $\eta<1 /\left(2 T v_{\max } \lambda_{\max }^{2}\right)$. Furthermore,

$$
\begin{equation*}
e^{\eta u^{2}} F_{T}(u)=\frac{1}{\sqrt{2 \pi \Xi_{T}}} \exp \left(-\frac{1-2 \eta \Xi_{T}}{2 \Xi_{T}}\left(u-\frac{\tilde{S}_{T}}{1-2 \eta \Xi_{T}}\right)^{2}+\frac{\eta \tilde{S}_{T}^{2}}{1-2 \eta \Xi_{T}}\right) \tag{20}
\end{equation*}
$$

Integration of (20) gives

$$
\int_{\mathbb{R}} e^{\eta u^{2}} F_{T}(u) \mathrm{d} u=\frac{1}{\sqrt{1-2 \eta \Xi_{T}}} \exp \left(\frac{\eta \tilde{S}_{T}^{2}}{1-2 \eta \Xi_{T}}\right) \leq \frac{e^{\eta \Lambda^{2} / \nu}}{\sqrt{\nu}}<\infty \text { almost surely. }
$$

Taking expectation in (20) leads to

$$
e^{\eta u^{2}} f_{T}(u)=\mathbb{E}^{S}\left[e^{\eta u^{2}} F_{T}(u)\right] \leq \mathbb{E}^{S}\left[\frac{1}{\sqrt{\Xi_{T}}}\right] \frac{e^{\eta \Lambda^{2} / \nu}}{\sqrt{2 \pi}}
$$

Thus, $e^{\eta u^{2}} f_{T}(u)$ is uniformly bounded as soon as (19) holds.
We can now prove Theorem 3.
Proof of the theorem. We proceed in two steps. First, we show that (19) holds under assumptions $(\mathbf{A})$ and $(\mathbf{B})$, for any $v_{\min } \geq 0$ and $v_{\max }<\infty$; secondly, we explain why (19) implies (2) when (18) is satisfied.

The treatment of the case $v_{\min }>0$ is done in [3]. Assume that $v_{\text {min }}=0$. Almost surely $\lambda_{\min }^{2} \int_{0}^{T}\left(V_{s}-\rho(s)^{2} Q\left(V_{s}\right)\right) \mathrm{d} s \leq \Xi_{T} \leq \lambda_{\max }^{2} \int_{0}^{T}\left(V_{s}-\rho(s)^{2} Q\left(V_{s}\right)\right) \mathrm{d} s$. Since $\mathbb{R}_{+}^{*} \ni x \longmapsto \frac{1}{\sqrt{x}}$ is convex, Jensen inequality implies

$$
\frac{1}{\sqrt{\frac{1}{T} \int_{0}^{T}\left\|\boldsymbol{\lambda}^{m, n}(s)\right\|^{2}\left(V_{s}-\rho(s)^{2} Q\left(V_{s}\right)\right) \mathrm{d} s}} \leq \frac{1}{T \lambda_{\min }} \int_{0}^{T} \frac{\mathrm{~d} s}{\sqrt{V_{s}-\rho(s)^{2} Q\left(V_{s}\right)}} \text { a.s.. }
$$

Taking expectation and applying Fubini theorem lead to

$$
\mathbb{E}^{S}\left[\Xi_{T}^{-1 / 2}\right] \leq \frac{1}{\lambda_{\min } T^{3 / 2}} \int_{0}^{T} \mathbb{E}^{S}\left[\frac{1}{\sqrt{V_{s}-\rho(s)^{2} Q\left(V_{s}\right)}}\right] \mathrm{d} s
$$

with possibly infinite values. Since $Q(v) \leq v$, for any $t \geq 0$

$$
\sqrt{V_{s}\left(1-\rho(t)^{2}\right)} \leq \sqrt{V_{s}-\rho(t)^{2} Q\left(V_{s}\right)} \text { a.s. }
$$

and thus

$$
\begin{equation*}
\mathbb{E}^{S}\left[\Xi_{T}^{-1 / 2}\right] \leq\left(1-\sup _{t \in[0, T]} \rho(t)^{2}\right)^{-1 / 2} T^{-3 / 2} \lambda_{\min }^{-1} \int_{0}^{T} \mathbb{E}^{S}\left[\frac{1}{\sqrt{V_{s}}}\right] \mathrm{d} s \tag{21}
\end{equation*}
$$

In order to exhibit a control of the right hand side, we consider the stopped process $X_{t}^{\tau_{n}}:=$ $\sqrt{V_{t \wedge \tau_{n}}}$ where $\tau_{n}, n \in \mathbb{N}^{*}$, is the first time when the volatility process goes below the threshold $1 / n: \tau_{n}=\inf \left\{t \geq 0: V_{t} \leq \frac{1}{n}\right\}$. Ito's lemma applied to the stopped process gives

$$
\begin{align*}
X_{T}^{\tau_{n}} & \stackrel{a . s .}{=} \sqrt{V_{0}}+\left(\frac{\kappa \theta}{2}-\frac{\epsilon^{2}}{8}\right) \int_{0}^{T \wedge \tau_{n}} \frac{\mathrm{~d} u}{\sqrt{V_{u}}}+\int_{0}^{T \wedge \tau_{n}}\left(\frac{\epsilon^{2}}{8 v_{\max }}-\frac{\kappa \xi^{0}(s)}{2}\right) \sqrt{V_{u}} \mathrm{~d} u  \tag{22}\\
& +\frac{\epsilon}{2} \int_{0}^{T \wedge \tau_{n}} \sqrt{1-\frac{V_{u}}{v_{\max }}} \mathrm{d} W_{u}
\end{align*}
$$

where we used that $Q(v)=v-\frac{v^{2}}{v_{\text {max }}}$. Ito integral is a martingale since $1-\frac{v}{v_{\max }} \leq 1$ for $v \in\left[0, v_{\max }\right]$ and thus vanishes when taking the expectation in (22):

$$
\begin{aligned}
& \mathbb{E}^{S}\left[\sqrt{V_{T \wedge \tau_{n}}}-\sqrt{V_{0}}\right]-\mathbb{E}^{S}\left[\int_{0}^{T \wedge \tau_{n}}\left(\frac{\epsilon^{2}}{8 v_{\max }}-\frac{\kappa \xi^{0}(s)}{2}\right) \sqrt{V_{s}} \mathrm{~d} s\right] \\
&=\left(\frac{\kappa \theta}{2}-\frac{\epsilon^{2}}{8}\right) \mathbb{E}^{S}\left[\int_{0}^{T \wedge \tau_{n}} \frac{\mathrm{~d} s}{\sqrt{V_{s}}}\right]
\end{aligned}
$$

First recall that $V_{0} \in\left[0, v_{\max }\right]$ (almost surely) and thus $\mathbb{E}\left[\sqrt{V_{0}}\right]<\infty$. Now, we aim at taking the limit as $n$ goes to $\infty$ in the previous equality to show that the right-hand side is finite. Since $\tau_{n} \xrightarrow[n \rightarrow \infty]{\text { a.s. }} \tau_{0} \stackrel{\text { a.s. }}{=} \infty$ where $\tau_{0}$ is the first time the volatility process hits $0, T \wedge \tau_{n} \xrightarrow[n \rightarrow \infty]{\text { a.s. }} T$. $\sqrt{V_{t}} \leq \sqrt{v_{\max }}$ for any $t \geq 0$, and thus $\mathbb{E}^{S}\left[\sqrt{V_{T \wedge \tau_{n}}}\right] \leq \sqrt{v_{\max }}$ for all $n \in \mathbb{N}$. Lebesgue's dominated convergence theorem then provides that $\mathbb{E}^{S}\left[\sqrt{V_{T}}\right]=\lim _{n} \mathbb{E}^{S}\left[\sqrt{V_{T \wedge \tau_{n}}}\right] \leq \sqrt{v_{\max }}$. Then, we recall that $\xi^{0}$ is bounded on $[0, T]$ which gives

$$
\left|\mathbb{E}^{S}\left[\int_{0}^{T \wedge \tau_{n}}\left(\frac{\epsilon^{2}}{8 v_{\max }}-\frac{\kappa \xi^{0}(s)}{2}\right) \sqrt{V_{s}} \mathrm{~d} s\right]\right| \leq\left(\frac{\epsilon^{2}}{8 v_{\max }}+\frac{\kappa\left|\xi_{\max }^{0}\right|}{2}\right) \sqrt{v_{\max }} T=: K_{1}<\infty .
$$

Using monotone convergence theorem, we have that

$$
\int_{0}^{T \wedge \tau_{n}} \sqrt{V_{u}} \mathrm{~d} u \underset{n \rightarrow \infty}{\text { a.s. }} \int_{0}^{T} \sqrt{V_{u}} \mathrm{~d} u \text { and } \int_{0}^{T \wedge \tau_{n}} \xi^{0}(u) \sqrt{V_{u}} \mathrm{~d} u \underset{n \rightarrow \infty}{\text { a.s. }} \int_{0}^{T} \xi^{0}(u) \sqrt{V_{u}} \mathrm{~d} u .
$$

This combined with dominated convergence theorem gives

$$
\begin{aligned}
\mathbb{E}^{S}\left[\int_{0}^{T}\left(\frac{\epsilon^{2}}{8 v_{\max }}-\frac{\kappa \xi^{0}(s)}{2}\right) \sqrt{V_{s}} \mathrm{~d} s\right] & =\lim _{n \rightarrow \infty} \mathbb{E}^{S}\left[\int_{0}^{T \wedge \tau_{n}}\left(\frac{\epsilon^{2}}{8 v_{\max }}-\frac{\kappa \xi^{0}(s)}{2}\right) \sqrt{V_{s}} \mathrm{~d} s\right] \\
& \leq K_{1}<\infty
\end{aligned}
$$

Observe that assumption (A) implies $\left(\frac{\kappa \theta}{2}-\frac{\epsilon^{2}}{8}\right)>0$. Together with (23) gives the existence of a constant $K<\infty$ such that

$$
\lim _{n \rightarrow \infty} \mathbb{E}^{S}\left[\int_{0}^{T \wedge \tau_{n}} \frac{\mathrm{~d} u}{\sqrt{V_{u}}}\right] \leq K .
$$

Fatou's lemma provides

$$
\mathbb{E}^{S}\left[\int_{0}^{T} \frac{\mathrm{~d} u}{\sqrt{V_{u}}}\right] \leq \lim _{n \rightarrow \infty} \mathbb{E}^{S}\left[\int_{0}^{T \wedge \tau_{n}} \frac{\mathrm{~d} u}{\sqrt{V_{u}}}\right]<\infty
$$

which allows to deduce the claimed result

$$
\mathbb{E}^{S}\left[\Xi_{T}^{-1 / 2}\right]<\infty
$$

Now, following Lemma 4, as long as (19) holds, $x \in \mathbb{R} \longmapsto e^{\eta x^{2}} f_{T}(x)$ is uniformly bounded and integrable for $\eta<1 /\left(2 T v_{\max } \lambda_{\text {max }}^{2}\right): e^{\eta x^{2}} f_{T}(x) \leq C<\infty$ and $\int_{\mathbb{R}} e^{\eta x^{2}} f_{T}(x) \mathrm{d} x<\infty$. We apply this result with $\eta=1 /\left(4 \sigma_{r}^{2}\right)<1 /\left(2 T v_{\max } \lambda_{\max }^{2}\right) \Longleftrightarrow \sigma_{r}^{2}>v_{\max } \lambda_{\max }^{2} T / 2$ :

$$
\begin{aligned}
\int_{\mathbb{R}} \frac{f_{T}(x)^{2}}{g_{r}(x)} \mathrm{d} x & =\sqrt{2 \pi \sigma_{r}^{2}} \int_{\mathbb{R}}\left(e^{\frac{x^{2}}{4 \sigma_{r}^{2}}} f_{T}(x)\right)^{2} \mathrm{~d} x \\
& \leq C \sqrt{2 \pi \sigma_{r}^{2}} \int_{\mathbb{R}} e^{\frac{x^{2}}{4 \sigma_{r}^{2}}} f_{T}(x) \mathrm{d} x<\infty
\end{aligned}
$$

Hence the result.
Remark 5. When using a non-centered Gaussian density $g_{r}$ with mean $\mu_{r} \in \mathbb{R}$, a slight modification of the proof of Theorem 3 shows that Lemma 4 implies the convergence of the Gram-Charlier expansion for $\sigma_{r}^{2}>v_{\max } \lambda_{\max }^{2} T$.

### 2.3.2 Application to pricing of swap rate derivatives

In this section, we use some notations introduced in Section 1.1. The convergence of approximating densities built with Gram-Charlier method is ensured in $\mathcal{L}_{r}^{2}$. An application of the Cauchy-Schwarz inequality shows that the convergence of approximating prices can be deduced for square-integrable payoffs. Let us consider a (discounted) payoff $\varphi \in \mathcal{L}_{r}^{2}$ and $f_{T}$ the density function of $S_{T}^{m, n}$ that is modelled with dynamics (12). The spot price of a European derivative $P_{T}(\varphi)$ expiring at time $T>0$ associated to the considered payoff can be computed thanks to the likelihood ratio $\overline{f_{T}}=f_{T} / g_{r}$ :

$$
\begin{equation*}
P_{T}(\varphi)=\int_{\mathbb{R}} \varphi(x) f_{T}(x) \mathrm{d} x=\left\langle\varphi, \bar{f}_{T}\right\rangle_{\mathcal{L}_{r}^{2}}=\sum_{p \geq 0} h_{p} \varphi_{p}, \tag{23}
\end{equation*}
$$

where the coefficients $\left(\varphi_{p}\right)_{p \in \mathbb{N}}$ are given by

$$
\varphi_{p}=\left\langle\varphi, H_{p}\right\rangle_{\mathcal{L}_{r}^{2}},
$$

while the Hermite moments $\left(h_{p}\right)_{p \in \mathbb{N}}$ are defined by

$$
h_{p}=\left\langle\bar{f}_{T}, H_{p}\right\rangle_{\mathcal{L}_{r}^{2}}=\int_{\mathbb{R}} H_{p}(x) f_{T}(x) \mathrm{d} x=\mathbb{E}^{S}\left[H_{p}\left(S_{T}^{m, n}\right)\right] .
$$

The coefficients $h_{p}$ are linear combinations of the moments of $f_{T}$. Since the polynomial functions $H_{p}$ are analytically known (see Section 1.1), the only matter here is to be able to compute the moments of $f_{T}$. This can be achieved using the polynomial property of (12) discussed in Subsection 2.2. The approximating price

$$
P_{T}^{N}(\varphi)=\sum_{p=0}^{N} h_{p} \varphi_{p}
$$

is so that $P_{T}^{N}(\varphi) \xrightarrow[N \rightarrow \infty]{\longrightarrow} P_{T}(\varphi)$ once the Gram-Charlier convergence is ensured. Numerically, we have to truncate (23) at a given order $N \in \mathbb{N}$. However, the estimation of the speed of convergence of the series as $N$ increases is not clear ([3] provided a numerical estimation of the truncation error).

Remark 6. For operational efficiency, a recursive relation can be derived as in [3] to compute the coefficients $\varphi_{p}$.

Pricing under model (12) using expansion techniques introduces two types of errors when compared to reference model (11): first one is due to the truncation of the Gram-Charlier series as discussed above, and second one is due to the boundedness of the volatility factor. Estimation of this second kind of error is the purpose of next section.

### 2.4 Rates of convergence and pricing error

We prove in this section the results about strong and weak convergence in the particular case where $v_{\text {min }}=0$. We consider a sequence of upper bounds parameters $\left(v_{\text {max }}^{(p)}\right)_{p \in \mathbb{N}}$ such that $v_{\text {max }}^{(p)} \xrightarrow[p \rightarrow \infty]{\longrightarrow}+\infty$. Let use denote by $\left(S_{t}^{m, n, J(p)}, V_{t}^{J(p)}\right)_{t \leq T}$ the solution of (12) associated to the bound parameters $v_{m a x}^{(p)} .\left(S_{t}^{m, n, r e f}, V_{t}^{C}\right)_{t \leq T}$ represents the solution of the reference dynamics (11). In particular, $\left(V_{t}^{C}\right)_{t \geq 0}$ is a CIR process. For all $p \in \mathbb{N}$, we will consider an initial condition $\mathbb{R}_{+}^{*} \ni v_{0}=V_{0}^{C}=V_{0}^{J(p)} \leq \inf _{p \in \mathbb{N}} v_{\max }^{(p)}$ and $S_{0}^{m, n, J(p)}=S_{0}^{m, n, r e f}=s_{0}^{m, n} \in \mathbb{R}$.

### 2.4.1 Study of the moments

The following result shows that the marginal moments of the Jacobi process can be bounded independently from the parameters $v_{\max }^{(p)}$.
Lemma 5. For any $k \geq 0$, $\sup _{p \in \mathbb{N}} \sup _{0 \leq t \leq T} \mathbb{E}^{S}\left[\left(V_{t}^{J(p)}\right)^{k}\right] \leq C_{k}$.
Proof. Fix a $p \in \mathbb{N}$. We first observe that for any time $t \geq 0, \mathbb{E}^{S}\left[V_{t}^{J(p)}\right]=\mathbb{E}^{S}\left[V_{t}^{C}\right]$ does not depend on $v_{\max }^{(p)}$ since the deterministic drifts in dynamics of $\left(V_{t}^{J(p)}\right)_{t \leq T}$ and $\left(V_{t}^{C}\right)_{t \leq T}$ are the same (the computation has been done in Remark 2). Take $k=2$. Applying Ito's formula to the process $\left(\left(V_{t}^{J(p)}\right)^{2}\right)_{t \leq T}$ and taking the expectation lead to

$$
\begin{aligned}
& \mathbb{E}^{S}\left[\left(V_{t}^{J(p)}\right)^{2}\right] \\
& \quad=\left(v_{0}\right)^{2}+\int_{0}^{t}\left\{2 \kappa \theta \mathbb{E}^{S}\left[V_{s}^{C}\right]-2 \kappa \xi(s) \mathbb{E}^{S}\left[\left(V_{s}^{J(p)}\right)^{2}\right]+\epsilon^{2}\left(\mathbb{E}^{S}\left[V_{s}^{C}\right]-\frac{1}{v_{\max }^{(p)}} \mathbb{E}^{S}\left[\left(V_{s}^{J(p)}\right)^{2}\right]\right)\right\} \mathrm{d} s \\
& \quad \leq\left(v_{0}\right)^{2}+\int_{0}^{t}\left\{\left(2 \kappa \theta+\epsilon^{2}\right) \mathbb{E}^{S}\left[V_{s}^{C}\right]-2 \kappa \xi(s) \mathbb{E}^{S}\left[\left(V_{s}^{J(p)}\right)^{2}\right]\right\} \mathrm{d} s .
\end{aligned}
$$

Gronwall's lemma gives

$$
\mathbb{E}^{S}\left[\left(V_{t}^{J(p)}\right)^{2}\right] \leq\left\{\left(v_{0}\right)^{2}+\int_{0}^{t}\left(2 \kappa \theta+\epsilon^{2}\right) \mathbb{E}^{S}\left[V_{s}^{C}\right] \mathrm{d} s\right\} \exp \left(-2 \kappa \int_{0}^{t} \xi(s) \mathrm{d} s\right)
$$

and the claim is true for the constant $C_{2}=\left(\left(v_{0}\right)^{2}+\int_{0}^{T}\left(2 \kappa \theta+\epsilon^{2}\right) \mathbb{E}^{S}\left[V_{s}^{C}\right] \mathrm{d} s\right) \exp \left(2 \kappa\|\xi\|_{\infty} T\right)$ that does not depend on $v_{\max }^{(p)}$ nor on $t \leq T$. Now assume that

$$
\forall p \in \mathbb{N}, \quad \forall t \leq T, \mathbb{E}^{S}\left[\left(V_{t}^{J(p)}\right)^{k-1}\right] \leq C_{k-1}
$$

holds for a given $k \geq 2$. Applying Ito's lemma again to $\left(\left(V_{t}^{J(p)}\right)^{k}\right)_{t \geq 0}$ and taking expectation lead to, for $t \leq T$,

$$
\begin{aligned}
\mathbb{E}^{S}\left[\left(V_{t}^{J(p)}\right)^{k}\right] & =\left(v_{0}\right)^{k}+\int_{0}^{t}\left\{\left(2 k \kappa \theta+k(k-1) \frac{\epsilon^{2}}{2}\right) \mathbb{E}^{S}\left[\left(V_{s}^{J(p)}\right)^{k-1}\right]\right. \\
& \left.-\left(2 \kappa \xi(s)+\frac{\epsilon^{2} k(k-1)}{2 v_{\max }^{(p)}}\right) \mathbb{E}^{S}\left[\left(V_{s}^{J(p)}\right)^{k}\right]\right\} \mathrm{d} s \\
& \leq\left(v_{0}\right)^{k}+\int_{0}^{t}\left\{\left(2 k \kappa \theta+k(k-1) \frac{\epsilon^{2}}{2}\right) \mathbb{E}^{S}\left[\left(V_{s}^{J(p)}\right)^{k-1}\right]-2 \kappa \xi(s) \mathbb{E}^{S}\left[\left(V_{s}^{J(p)}\right)^{k}\right]\right\} \mathrm{d} s
\end{aligned}
$$

and Gronwall's lemma again shows that

$$
\mathbb{E}^{S}\left[\left(V_{t}^{J(p)}\right)^{k}\right] \leq\left[\left(v_{0}\right)^{k}+t\left(2 k \kappa \theta+k(k-1) \frac{\epsilon^{2}}{2}\right) C_{k-1}\right] \exp \left(-\int_{0}^{t} 2 \kappa \xi(s) \mathrm{d} s\right)
$$

Hence the result holds for $k$ with

$$
C_{k}=\left(\left(v_{0}\right)^{k}+T\left(2 k \kappa \theta+k(k-1) \frac{\epsilon^{2}}{2}\right) C_{k-1}\right) \exp \left(2 \kappa\|\xi\|_{\infty} T\right)
$$

This result is useful to get a rate of convergence in the $\mathbb{L}^{1}$ space and in a weak sense.

### 2.4.2 Strong convergence

We recall that $\left(V_{t}^{C}\right)_{t \leq T}$ denotes the solution of the second stochastic differential equation (11). Note that the same Brownian motion $\left(W_{t}\right)_{t \leq T}$ is used to build Cox-Ingersoll-Ross process in Equation (11) and Jacobi process in Equation (12).

Theorem 6. There exists finite constants $C, K \in \mathbb{R}$ such that for any $n \in \mathbb{N}$

$$
\sup _{0 \leq t \leq T} \mathbb{E}^{S}\left[\left|V_{t}^{J(n)}-V_{t}^{C}\right|\right] \leq C / \log \left(\frac{v_{m a x}^{(n)}}{v_{0}}\right),
$$

and

$$
\mathbb{E}^{S}\left[\sup _{0 \leq t \leq T}\left|V_{t}^{J(n)}-V_{t}^{C}\right|\right] \leq K / \sqrt{\log \left(\frac{v_{\text {max }}^{(n)}}{v_{0}}\right)}
$$

Proof. In this proof, we draw from A. Alfonsi in [5], Section 4.3, who studied discretization scheme for CIR process and proved strong convergence.

Let us consider the family of Yamada functions, $\psi_{\eta, m}$, parametrized by two positive numbers $\eta$ and $m$. Observe that for any $m \geq 1, \int_{\eta e^{-\epsilon^{2} m}}^{\eta} \frac{1}{\epsilon^{2} u} \mathrm{~d} u=m$. Then, we can find a continuous function $\rho_{\eta, m}$, with compact support included in $] \eta e^{-\epsilon^{2} m}, \eta[$, and such that $\rho_{\eta, m}(x) \leq \frac{2}{\epsilon^{2} x m} \mathbb{1}_{x \in] \eta e^{-\epsilon^{2} m}, \eta[\eta}$ and $\int_{\eta e^{-\epsilon^{2} m}}^{\eta} \rho_{\eta, m}(u) \mathrm{d} u=1$. Then, $\psi_{\eta, m}$ is defined as

$$
\psi_{\eta, m}(x)=\int_{0}^{|x|} \int_{0}^{y} \rho_{\eta, m}(u) \mathrm{d} u \mathrm{~d} y
$$

so that these functions satisfy

$$
|x|-\eta \leq \psi_{\eta, m}(x) \leq|x|,\left|\psi_{\eta, m}^{\prime}(x)\right| \leq 1,0 \leq \psi_{\eta, m}^{\prime \prime}(x)=\rho_{\eta, m}(|x|) \leq \frac{2}{\epsilon^{2}|x| m}
$$

$\psi_{\eta, m}$ is a nice smooth (twice differentiable) and even function approximating the absolute value function. Take $n \in \mathbb{N}$. Since

$$
\begin{equation*}
\left|V_{t}^{J(n)}-V_{t}^{C}\right| \leq \eta+\psi_{\eta, m}\left(V_{t}^{J(n)}-V_{t}^{C}\right), \tag{24}
\end{equation*}
$$

we apply Ito's formula to the right-hand side to get

$$
\begin{align*}
& \psi_{\eta, m}\left(V_{t}^{J(n)}-V_{t}^{C}\right) \stackrel{a . s .}{=}-\kappa \int_{0}^{t}\left(V_{s}^{J(n)}-V_{s}^{C}\right) \xi(s) \psi_{\eta, m}^{\prime}\left(V_{s}^{J(n)}-V_{s}^{C}\right) \mathrm{d} s \\
&\left.+\frac{\epsilon^{2}}{2} \int_{0}^{t}\left(\sqrt{Q\left(V_{s}^{J(n)}\right.}\right)-\sqrt{V_{s}^{C}}\right)^{2} \psi_{\eta, m}^{\prime \prime}\left(V_{s}^{J(n)}-V_{s}^{C}\right) \mathrm{d} s  \tag{25}\\
&+\epsilon \int_{0}^{t}\left(\sqrt{Q\left(V_{s}^{J(n)}\right)}-\sqrt{V_{s}^{C}}\right) \psi_{\eta, m}^{\prime}\left(V_{s}^{J(n)}-V_{s}^{C}\right) \mathrm{d} W_{s}
\end{align*}
$$

Using that $\sup _{s \geq 0} \mathbb{E}^{S}\left[V_{s}^{C}\right]<\infty,|\sqrt{x}-\sqrt{y}| \leq \sqrt{|x-y|}$ (due to $\frac{1}{2}$-Hölder regularity of the square-root) and $\left|\psi_{\eta, m}^{\prime}(x)\right| \leq 1$ lead to

$$
\left(\sqrt{Q\left(V_{s}^{J(n)}\right)}-\sqrt{V_{s}^{C}}\right)^{2} \psi_{\eta, m}^{\prime}\left(V_{s}^{J(n)}-V_{s}^{C}\right) \leq\left|Q\left(V_{s}^{J(n)}\right)-V_{s}^{C}\right| \leq v_{m a x}^{(n)}+V_{s}^{C} \text { a.s. }
$$

which allows to deduce that the expectation of the Ito integral in (25) is zero. Using again $\frac{1}{2}$-Hölder regularity of the square-root, the second term in the right-hand side of (25) can be decomposed in the following way

$$
\begin{aligned}
& \int_{0}^{t}\left(\sqrt{Q\left(V_{s}^{J(n)}\right)}-\sqrt{V_{s}^{C}}\right)^{2} \psi_{\eta, m}^{\prime \prime}\left(V_{s}^{J(n)}-V_{s}^{C}\right) \mathrm{d} s \\
& \leq \int_{0}^{t}\left(\left|Q\left(V_{s}^{J(n)}\right)-V_{s}^{J(n)}\right| \psi_{\eta, m}^{\prime \prime}\left(V_{s}^{J(n)}-V_{s}^{C}\right)+\left|V_{s}^{J(n)}-V_{s}^{C}\right| \psi_{\eta, m}^{\prime \prime}\left(V_{s}^{J(n)}-V_{s}^{C}\right)\right) \mathrm{d} s
\end{aligned}
$$

The first term in this integral is handled using that $\left\|\psi_{\eta, m}^{\prime \prime}\right\|_{\infty} \leq \frac{2 e^{\epsilon^{2} m}}{\epsilon^{2} \eta m}$ and

$$
\begin{equation*}
|Q(v)-v| \leq \frac{v^{2}}{v_{\max }^{(n)}} \tag{26}
\end{equation*}
$$

The second term is bounded with $|x| \psi_{\eta, m}^{\prime \prime}(x) \leq \frac{2}{\epsilon^{2} m}$. This leads to the almost sure inequality

$$
\int_{0}^{t}\left(\sqrt{Q\left(V_{s}^{J(n)}\right)}-\sqrt{V_{s}^{C}}\right)^{2} \psi_{\eta, m}^{\prime \prime}\left(V_{s}^{J(n)}-V_{s}^{C}\right) \mathrm{d} s \leq \int_{0}^{t}\left\{\frac{\left(V_{s}^{J(n)}\right)^{2}}{v_{\max }^{(n)}} \frac{2 e^{\epsilon^{2} m}}{\epsilon^{2} \eta m}+\frac{2}{\epsilon^{2} m}\right\} \mathrm{d} s
$$

Finally, for the first integral in (25), we use that $\left\|\psi_{\eta, m}^{\prime}\right\|_{\infty} \leq 1$ and thus

$$
\left|-\kappa \int_{0}^{t}\left(V_{s}^{J(n)}-V_{s}^{C}\right) \xi(s) \psi_{\eta, m}^{\prime}\left(V_{s}^{J(n)}-V_{s}^{C}\right) \mathrm{d} s\right| \leq \kappa \int_{0}^{t}\left|V_{s}^{J(n)}-V_{s}^{C}\right|\|\xi\|_{\infty} \mathrm{d} s \text { a.s.. }
$$

Taking the expectation in (24) using the inequalities that have just been derived and using the fact that the moments of the Jacobi process are uniformly bounded with respect to $v_{\max }^{(n)}$ (cf. Lemma 5), we get that

$$
\mathbb{E}^{S}\left[\left|V_{t}^{J(n)}-V_{t}^{C}\right|\right] \leq \eta+\kappa\|\xi\|_{\infty} \int_{0}^{t} \mathbb{E}^{S}\left[\left|V_{s}^{J(n)}-V_{s}^{C}\right|\right] \mathrm{d} s+\frac{C^{\prime} T e^{\epsilon^{2} m}}{v_{\max }^{(n)} \eta m}+\frac{T}{m}
$$

Gronwall's lemma again shows that

$$
\mathbb{E}^{S}\left[\left|V_{t}^{J(n)}-V_{t}^{C}\right|\right] \leq e^{\kappa\|\xi\|_{\infty} T}\left(\eta+\frac{C^{\prime} T e^{\epsilon^{2} m}}{v_{m a x}^{(n)} \eta m}+\frac{T}{m}\right)
$$

Taking $\eta=\frac{1}{\log \left(v_{\text {max }}^{(n)} / v_{0}\right)}$ and $m=\frac{\log \left(v_{\text {max }}^{(n)} / v_{0}\right)}{2 \epsilon^{2}}$, we get the existence of a constant $C \in \mathbb{R}$ satisfying

$$
\begin{equation*}
\sup _{0 \leq t \leq T} \mathbb{E}^{S}\left[\left|V_{t}^{J(n)}-V_{t}^{C}\right|\right] \leq C / \log \left(\frac{v_{\max }^{(n)}}{v_{0}}\right) . \tag{27}
\end{equation*}
$$

The Ito's integral in right-hand side of (25) can be more accurately handled. We have

$$
\begin{align*}
& \mathbb{E}^{S}\left[\sup _{0 \leq t \leq T} \int_{0}^{t}\left(\sqrt{Q\left(V_{s}^{J(n)}\right)}-\sqrt{V_{s}^{C}}\right) \psi_{\eta, m}^{\prime}\left(V_{s}^{J(n)}-V_{s}^{C}\right) \mathrm{d} W_{s}\right] \\
& \quad \leq C_{B D G} \mathbb{E}^{S}\left[\left(\int_{0}^{T}\left(\sqrt{Q\left(V_{s}^{J(n)}\right)}-\sqrt{V_{s}^{C}}\right)^{2}\left\|\psi_{\eta, m}^{\prime}\right\|_{\infty}^{2} \mathrm{~d} s\right)^{1 / 2}\right] \\
& \quad \leq C_{B D G} \sqrt{\int_{0}^{T}\left(\mathbb{E}^{S}\left[\left|Q\left(V_{s}^{J(n)}\right)-V_{s}^{J(n)}\right|\right]+\mathbb{E}^{S}\left[\left|V_{s}^{J(n)}-V_{s}^{C}\right|\right]\right) \mathrm{d} s} \\
& \quad \leq C_{B D G} \sqrt{\left(\frac{C_{2}}{v_{\text {max }}^{(n)} / v_{0}}+\frac{C}{\log \left(v_{\text {max }}^{(n)} / v_{0}\right)}\right) T} \tag{28}
\end{align*}
$$

where we used successively: Burkholder-Davis-Gundy inequality, $\left\|\psi_{\eta, m}^{\prime}\right\|_{\infty} \leq 1$, Jensen's one, $\frac{1}{2}$-Hölder regularity of the square-root and triangle inequality. This allows to deduce (28) after using inequality (26) combined with Lemma 5 for the first term in the square-root and the previous result (27) for the second term. Combining this with previous inequalities used in this proof leads to the existence of a constant $K \in \mathbb{R}$ such that

$$
\mathbb{E}^{S}\left[\sup _{0 \leq t \leq T}\left|V_{t}^{J(n)}-V_{t}^{C}\right|\right] \leq K / \sqrt{\log \left(v_{\max }^{(n)} / v_{0}\right)}
$$

### 2.4.3 Weak convergence

We now state and prove the weak convergence result. In this subsection only, we assume that $\xi^{0}(t) \equiv \xi^{0}$ does not depend on time. We first introduce some useful notations. Considering $E$ a subset of $\mathbb{R}^{d}$, we will denote, for $\alpha=\left(\alpha_{1}, \ldots, \alpha_{d}\right) \in \mathbb{N}^{d}$ and a smooth function $f$ defined over $E$, by $\partial_{\alpha} f$ the following differentiation operator

$$
x=\left(x_{1} \ldots, x_{d}\right) \in E \mapsto \partial_{\alpha} f(x)=\partial_{x_{1}}^{\alpha_{1}} \ldots \partial_{x_{d}}^{\alpha_{d}} f(x)
$$

We then introduce the set of functions with derivatives of polynomial growth:
$\mathcal{C}_{\text {pol }}^{\infty}(E)=\left\{f: E \rightarrow \mathbb{R}: f \in \mathcal{C}^{\infty}, \forall \alpha \in \mathbb{N}^{d}, \exists C_{\alpha}>0, \exists e_{\alpha} \in \mathbb{N}^{*}, \forall x \in E,\left|\partial_{\alpha} f(x)\right| \leq C_{\alpha}\left(1+\|x\|^{e_{\alpha}}\right)\right\}$.
We recall the following proposition proved in [6], Proposition 3.3.1.
Proposition 7. Assume that $f \in \mathcal{C}_{\text {pol }}^{\infty}(\mathbb{R})$. The function $u^{C}(t, x)=\mathbb{E}\left[f\left(V_{T-t}^{C}\right) \mid V_{0}^{C}=x\right]$ is well defined over $[0, T] \times \mathbb{R}_{+}$, is $\mathcal{C}^{\infty}$, satisfies the following backward Kolmogorov equation

$$
(P):\left\{\begin{array}{l}
t \in[0, T], x \in \mathbb{R}_{+}, \partial_{t} u^{C}+\kappa\left(\theta-\xi^{0} x\right) \partial_{x} u^{C}+\frac{\epsilon^{2}}{2} x \partial_{x}^{2} u^{C}=0 \\
u^{C}(T, x)=f(x)
\end{array}\right.
$$

and is such that

$$
\begin{aligned}
& \forall(l, m) \in \mathbb{N}^{2}, \exists\left(C_{l, m}, e_{l, m}\right) \in\left(\mathbb{R}_{+}^{*}\right)^{2}, \forall x \in \mathbb{R}_{+}, \forall t \in[0, T] \\
&\left|\partial_{t}^{l} \partial_{x}^{m} u^{C}(t, x)\right| \leq C_{l, m}\left(1+x^{e_{l, m}}\right) .
\end{aligned}
$$

We can now state our weak error estimation.
Theorem 8. Let us consider $f \in \mathcal{C}_{p o l}^{\infty}(\mathbb{R})$. Then there exists a constant $K>0$ such that for any $n \in \mathbb{N}$,

$$
\left|\mathbb{E}\left[f\left(V_{T}^{C}\right)\right]-\mathbb{E}\left[f\left(V_{T}^{J(n)}\right)\right]\right| \leq \frac{K}{v_{\max }^{(n)}}
$$

Remark 7. Numerical investigations suggest that this rate of convergence can be extended to strong convergence. As discussed in the numerical analysis Section 3.3, we conjecture that we can find a constant $K$ (independent of $\left.\left(v_{\max }^{(n)}\right)_{n \geq 0}\right)$ such that

$$
\mathbb{E}^{S}\left[\sup _{0 \leq t \leq T}\left|V_{t}^{J(n)}-V_{t}^{C}\right|\right] \leq \frac{K}{v_{\max }^{(n)}}
$$

Proof. The proof is built as in [34]: the authors proved a weak convergence of order 1 for numerical schemes approximating solutions of stochastic differential equations under proper assumptions. Consider $u^{C}$ as defined in Proposition 7; in particular, $u^{C}(T, x)=f(x)$. We have

$$
\mathbb{E}\left[f\left(V_{T}^{C}\right)\right]-\mathbb{E}\left[f\left(V_{T}^{J(n)}\right)\right]=\mathbb{E}\left[u^{C}\left(T, V_{T}^{C}\right)\right]-\mathbb{E}\left[u^{C}\left(T, V_{T}^{J(n)}\right)\right]
$$

Thanks to Proposition 7 , we have $u^{C}\left(0, v_{0}\right)=\mathbb{E}\left[u^{C}\left(T, V_{T}^{C}\right)\right]$ and thus:

$$
\mathbb{E}\left[f\left(V_{T}^{C}\right)\right]-\mathbb{E}\left[f\left(V_{T}^{J(n)}\right)\right]=-\left(\mathbb{E}\left[u^{C}\left(T, V_{T}^{J(n)}\right)-u^{C}\left(0, v_{0}\right)\right]\right)
$$

Ito's formula gives:

$$
\begin{aligned}
& u^{C}\left(T, V_{T}^{J(n)}\right)-u^{C}\left(0, v_{0}\right) \\
& \stackrel{a . s .}{=} \int_{0}^{T}\left\{\partial_{t} u^{C}\left(s, V_{s}^{J(n)}\right)+\kappa\left(\theta-\xi^{0} V_{s}^{J(n)}\right) \partial_{x} u^{C}\left(s, V_{s}^{J(n)}\right)\right. \\
& \left.\quad+\frac{\epsilon^{2} Q\left(V_{s}^{J(n)}\right)}{2} \partial_{x}^{2} u^{C}\left(s, V_{s}^{J(n)}\right)\right\} \mathrm{d} s+\epsilon \int_{0}^{T} \sqrt{Q\left(V_{s}^{J(n)}\right)} \partial_{x} u^{C}\left(s, V_{s}^{J(n)}\right) \mathrm{d} W_{s} .
\end{aligned}
$$

Using Proposition 7 and that the moments of the Jacobi process are all finite (see Lemma 5), we deduce that the expectation of Ito's integral is zero. With Fubini's theorem, we get

$$
\mathbb{E}\left[u^{C}\left(T, V_{T}^{J(n)}\right)-u^{C}\left(0, v_{0}\right)\right]=\int_{0}^{T} \mathbb{E}\left[g^{C}\left(s, V_{s}^{J(n)}\right)\right] \mathrm{d} s
$$

where $g^{C}(t, x)=\partial_{t} u^{C}(t, x)+\kappa\left(\theta-\xi^{0} x\right) \partial_{x} u^{C}(t, x)+\frac{\epsilon^{2} Q(x)}{2} \partial_{x}^{2} u^{C}(t, x)$. Since $u^{C}$ is solution of $(P)$, we obtain

$$
\begin{aligned}
g^{C}\left(t, V_{t}^{J(n)}\right) & =\frac{\epsilon^{2}\left(Q\left(V_{t}^{J(n)}\right)-V_{t}^{J(n)}\right)}{2} \partial_{x}^{2} u^{C}\left(t, V_{t}^{J(n)}\right) \\
& =-\frac{\epsilon^{2}}{2 v_{\max }^{(n)}}\left(V_{t}^{J(n)}\right)^{2} \partial_{x}^{2} u^{C}\left(t, V_{t}^{J(n)}\right)
\end{aligned}
$$

where we recall that we set $v_{\text {min }}=0$ in the bounding function $Q$ defined in (7). Hence finally

$$
\mathbb{E}\left[f\left(V_{T}^{C}\right)\right]-\mathbb{E}\left[f\left(V_{T}^{J(n)}\right)\right]=\frac{\epsilon^{2}}{2 v_{\max }^{(n)}} \int_{0}^{T} \mathbb{E}\left[\left(V_{s}^{J(n)}\right)^{2} \partial_{x}^{2} u^{C}\left(s, V_{s}^{J(n)}\right)\right] \mathrm{d} s
$$

Using that the derivatives of $u^{C}$ are all of polynomial growth for a proper terminal condition $f$ and that the moments of the Jacobi process can be bounded independently from $v_{\max }^{(n)}$ (see Lemma 5), we obtain the claimed result.

### 2.4.4 Pricing error

We study in this section the error made on swaption prices when using Jacobi dynamics for the volatility process compared to the standard model. The following proposition outlines the result for exotic options whose payoff depends on a path of the swap rate process. We focus on payoff $\varphi$ that is Lipschitz in the following sense: given two continuous processes $(x(t))_{t \in[0, T]}$ and $(y(t))_{t \in[0, T]}$, there exists a constant $C_{L i p}>0$ such that:

$$
\left|\varphi\left((x(t))_{t \in[0, T]}\right)-\varphi\left((y(t))_{t \in[0, T]}\right)\right| \leq C_{L i p} \sup _{0 \leq t \leq T}|x(t)-y(t)|
$$

The pricing error is defined by:

$$
\epsilon_{\text {model }}:=\left|\mathbb{E}^{S}\left[\varphi\left(\left(S_{t}^{m, n, \text { ref }}\right)_{t \leq T}\right)\right]-\mathbb{E}^{S}\left[\varphi\left(\left(S_{t}^{m, n, J}\right)_{t \leq T}\right)\right]\right|
$$

Proposition 9. There exists constants $K_{1}$ and $K_{2} \in \mathbb{R}$ such that

$$
\epsilon_{\text {model }} \leq \sqrt{\frac{K_{1}}{\log \left(v_{\max } / v_{0}\right)}+\frac{K_{2}}{v_{\max } / v_{0}}}
$$

Proof. Similarly to the preceding proof, we will use successively triangle inequality, the Burkholder-Davis-Gundy inequality, $\frac{1}{2}$-Hölder regularity of the square-root function $(\mid \sqrt{x}-$ $\sqrt{y} \mid \leq \sqrt{|x-y|}$, for $x, y \geq 0)$, the fact that for all $t \leq T, \rho(t)^{2} Q(v) \leq \rho(t)^{2} v \leq v$ since $\rho(t)^{2} \leq 1$ and that the square-root function is concave to get the following:

$$
\begin{aligned}
\epsilon_{\text {model }} \leq & C_{\mathrm{Lip}} \mathbb{E}^{S}\left[\sup _{0 \leq t \leq T}\left|S_{t}^{m, n, r e f}-S_{t}^{m, n, J}\right|\right] \\
= & C_{\mathrm{Lip}} \mathbb{E}^{S}\left[\sup _{0 \leq t \leq T} \mid \int_{0}^{t} \rho(s)\left(\sqrt{V_{s}^{C}}-\sqrt{Q\left(V_{s}^{J}\right)}\right)\left\|\boldsymbol{\lambda}^{m, n}(s)\right\| \mathrm{d} W_{s}\right. \\
& \left.+\int_{0}^{t}\left(\sqrt{V_{s}^{C}-\rho(s)^{2} V_{s}^{C}}-\sqrt{V_{s}^{J}-\rho(s)^{2} Q\left(V_{s}^{J}\right)}\right) \boldsymbol{\lambda}^{m, n}(s) \cdot \mathrm{d} \boldsymbol{W}_{s}^{S, *} \mid\right] \\
\leq & C_{\mathrm{Lip}} C_{B D G}\left\{\mathbb{E}^{S}\left[\sqrt{\int_{0}^{T} \rho(s)^{2}\left(\sqrt{V_{s}^{C}}-\sqrt{Q\left(V_{s}^{J}\right)}\right)^{2}\left\|\boldsymbol{\lambda}^{m, n}(s)\right\|^{2} \mathrm{~d} s}\right]\right. \\
& \left.+\mathbb{E}^{S}\left[\sqrt{\int_{0}^{T}\left(\sqrt{V_{s}^{C}-\rho(s)^{2} V_{s}^{C}}-\sqrt{V_{s}^{J}-\rho(s)^{2} Q\left(V_{s}^{J}\right)}\right)^{2}\left\|\boldsymbol{\lambda}^{m, n}(s)\right\|^{2} \mathrm{~d} s}\right]\right\} \\
\leq & C_{\mathrm{Lip}} C_{B D G} \lambda_{\max }\left(\mathbb{E}^{S}\left[\sqrt{\int_{0}^{T} \rho(s)^{2}\left|V_{s}^{C}-Q\left(V_{s}^{J}\right)\right| \mathrm{d} s}\right]\right. \\
& \left.+\mathbb{E}^{S}\left[\sqrt{\int_{0}^{T}\left|V_{s}^{C}-V_{s}^{J}+\rho(s)^{2}\left(Q\left(V_{s}^{J}\right)-V_{s}^{C}\right)\right| \mathrm{d} s}\right]\right) \\
\leq & C\left(\sqrt{\int_{0}^{T} \rho(s)^{2} \mathbb{E}^{S}\left[\left|V_{s}^{C}-Q\left(V_{s}^{J}\right)\right|\right] \mathrm{d} s}\right. \\
=: & C\left(I_{1}+I_{0}^{T} \mathbb{E}^{S}\left[\left|V_{s}^{C}-V_{s}^{J}+\rho(s)^{2}\left(Q\left(V_{s}^{J}\right)-V_{s}^{C}\right)\right|\right] \mathrm{d} s\right)
\end{aligned}
$$

where $C$ is a non-negative number. Observing that

$$
\begin{aligned}
I_{1} & =\left(\int_{0}^{T} \rho(s)^{2} \mathbb{E}^{S}\left[\left|V_{s}^{C}-V_{s}^{J}+V_{s}^{J}-Q\left(V_{s}^{J}\right)\right|\right] \mathrm{d} s\right)^{1 / 2} \\
& \leq\left(\int_{0}^{T}\left(\mathbb{E}^{S}\left[\left|V_{s}^{C}-V_{s}^{J}\right|\right]+\mathbb{E}^{S}\left[\left|V_{s}^{J}-Q\left(V_{s}^{J}\right)\right|\right]\right) \mathrm{d} s\right)^{1 / 2}
\end{aligned}
$$

and that

$$
\begin{aligned}
I_{2} & =\left(\int_{0}^{T} \mathbb{E}^{S}\left[\left|V_{s}^{C}-V_{s}^{J}+\rho(s)^{2}\left(Q\left(V_{s}^{J}\right)-V_{s}^{C}\right)\right|\right] \mathrm{d} s\right)^{1 / 2} \\
& \leq\left(\int_{0}^{T}\left(\left(1+\rho(s)^{2}\right) \mathbb{E}^{S}\left[\left|V_{s}^{C}-V_{s}^{J}\right|\right]+\rho(s)^{2} \mathbb{E}^{S}\left[\left|Q\left(V_{s}^{J}\right)-V_{s}^{J}\right|\right]\right) \mathrm{d} s\right)^{1 / 2} \\
& \leq\left(\int_{0}^{T}\left(2 \mathbb{E}^{S}\left[\left|V_{s}^{C}-V_{s}^{J}\right|\right]+\mathbb{E}^{S}\left[\left|Q\left(V_{s}^{J}\right)-V_{s}^{J}\right|\right]\right) \mathrm{d} s\right)^{1 / 2}
\end{aligned}
$$

we are led to study the quantities $\mathbb{E}^{S}\left[\left|V_{s}^{C}-V_{s}^{J}\right|\right]$ and $\mathbb{E}^{S}\left[\left|Q\left(V_{s}^{J}\right)-V_{s}^{J}\right|\right]$. Recall that $v-$ $Q(v)=\frac{v^{2}}{v_{\text {max }}}$ for $v_{\text {min }}=0$. Regarding the results of Lemma 5 and Theorem 6, we can find some constants $c_{1}, c_{2}$ such that

$$
I_{1} \leq \sqrt{T} \sqrt{\frac{c_{1}}{\log \left(v_{\max } / v_{0}\right)}+\frac{c_{2}}{v_{\max } / v_{0}}} \text { and } I_{2} \leq \sqrt{T} \sqrt{\frac{2 c_{1}}{\log \left(v_{\max } / v_{0}\right)}+\frac{c_{2}}{v_{\max } / v_{0}}}
$$

and thus for some constants $K_{1}$ and $K_{2}$,

$$
\epsilon_{\text {model }} \leq C^{\prime} \sqrt{\frac{K_{1}}{\log \left(v_{\max } / v_{0}\right)}+\frac{K_{2}}{v_{\max } / v_{0}}} .
$$

where $C^{\prime} \geq 0$.

## 3 Numerical analysis

### 3.1 Matrix exponential computation

To perform Gram-Charlier type expansion at an arbitrary order $k \in \mathbb{N}$, we need to represent the action of the infinitesimal generator through a matrix before taking its exponential. Consider the standard basis of $\mathcal{P}_{k}\left(\mathbb{R}^{2}\right)$ composed of monomial functions: $\left((v, s) \mapsto v^{p} s^{q}\right)_{p+q \leq k}$. Given an enumeration $\Lambda: E_{k} \rightarrow \mathbb{N}$ of the set of exponents $E_{k}=\left\{(p, q) \in \mathbb{N}^{2}: p+q \leq k\right\}$, the non-zero elements of the matrix $A^{(k)}$ representing the action of $\mathcal{A}_{t}$ on $\mathcal{P}_{k}\left(\mathbb{R}^{2}\right)$ are given by:

$$
\begin{aligned}
A_{\Lambda(p, q), \Lambda(p, q)}^{(k)} & =-\left(\frac{p(p-1) \epsilon^{2}}{2\left(\sqrt{v_{\max }}-\sqrt{v_{\min }}\right)^{2}}+p \kappa \xi^{0}(t)\right) \\
A_{\Lambda(p-1, q), \Lambda(p, q)}^{(k)} & =\kappa p \theta+\frac{p(p-1) \epsilon^{2}\left(v_{\min }+v_{\max }\right)}{2\left(\sqrt{v_{\max }}-\sqrt{v_{\min }}\right)^{2}}, \\
A_{\Lambda(p-2, q), \Lambda(p, q)}^{(k)} & =-\frac{p(p-1) \epsilon^{2} v_{\min } v_{\max }}{2\left(\sqrt{v_{\max }}-\sqrt{v_{\min }}\right)^{2}}, \\
A_{\Lambda(p+1, q-2), \Lambda(p, q)}^{(k)} & =\frac{q(q-1)\left\|\boldsymbol{\lambda}^{m, n}(t)\right\|^{2}}{2} \\
A_{\Lambda(p+1, q-1), \Lambda(p, q)}^{(k)} & =-\frac{p q \epsilon \rho(t)\left\|\boldsymbol{\lambda}^{m, n}(t)\right\|}{\left(\sqrt{v_{\max }}-\sqrt{v_{\min }}\right)^{2}}, \\
A_{\Lambda(p-1, q-1), \Lambda(p, q)}^{(k)} & =-\frac{p q \epsilon v_{\min } v_{\max } \rho(t)\left\|\boldsymbol{\lambda}^{m, n}(t)\right\|}{\left(\sqrt{v_{\max }}-\sqrt{v_{\min }}\right)^{2}}, \\
A_{\Lambda(p, q-1), \Lambda(p, q)}^{(k)} & =\frac{p q \epsilon \rho(t)\left\|\boldsymbol{\lambda}^{\operatorname{m,n}}(t)\right\|\left(v_{\min }+v_{\max }\right)}{\left(\sqrt{v_{\max }}-\sqrt{v_{\min }}\right)^{2}}
\end{aligned}
$$

### 3.2 Specification of the Jacobi version of the DDSVLMM

In our modelling framework, the vectors and multi-dimensional Brownian motions are of length 2. We consider a piecewise constant parametrization of the time dependency. This set-up corresponds to a freezed approximation of the Libor Market Model as motivated in [8], [10] or [35]. The coefficients appearing in dynamics (11) and (12) are defined as:

$$
\begin{equation*}
\xi^{0}(t)=1+\frac{\epsilon}{\kappa} \sum_{j=m}^{n-1} \alpha_{j}(0) \xi_{j}^{0}(t), \xi_{j}^{0}(t)=\sum_{k=1}^{j} \frac{\Delta T_{k}\left(F_{k}(0)+\delta\right)}{1+\Delta T_{k} F_{k}(0)} \rho_{k}(t)\left\|\gamma_{k}(t)\right\|, \tag{29}
\end{equation*}
$$

and

$$
\begin{equation*}
\boldsymbol{\lambda}^{m, n}(t)=\sum_{j=m}^{n-1} \omega_{j}(0) \boldsymbol{\gamma}_{\boldsymbol{j}}(t), \rho(t)=\frac{1}{\left\|\boldsymbol{\lambda}^{m, n}(t)\right\|} \sum_{j=m}^{n-1} \omega_{j}(0)\left\|\boldsymbol{\gamma}_{\boldsymbol{j}}(t)\right\| \rho_{j}(t) \tag{30}
\end{equation*}
$$

The quantities $\left(F_{j}(0)\right)_{j=m, \ldots, n}$ are forward rates quoted on markets and the coefficients $\omega_{j}$ defined for $m \leq j \leq n-1$, by

$$
\omega_{j}(0):=\frac{\Delta T_{j} P\left(0, T_{j+1}\right)}{B^{S}(0)}\left(1+\frac{\Delta T_{j}}{1+\Delta T_{j} F_{j}(0)} \sum_{l=m}^{j-1}\left(F_{l}(0)-S_{0}^{m, n}\right)\right)\left(F_{j}(0)+\delta\right)
$$

$\delta \in \mathbb{R}$ is a parameter often named shift. The volatility vectors are specified as $\gamma_{j}\left(T_{i}\right)=$ $g\left(T_{j}-T_{i}\right) \boldsymbol{\beta}_{\boldsymbol{j}-i+1}$ over the interval $\left[T_{i}, T_{i+1}\left[\right.\right.$. The $\boldsymbol{\beta}_{\boldsymbol{k}}$ are 2 -dimensional vectors with unitary Euclidian norm, while $g(u)=(b u+a) e^{-c u}+d$, where $a, b, c$ and $d$ are non-negative constants. Finally, the coefficients $\rho_{j}$ are parametrized thanks to a coefficient $\rho \in[-1,1]$ as

$$
\rho_{j}(t)=\frac{\rho}{\sqrt{2}} \frac{\gamma_{j}^{(1)}(t)+\gamma_{j}^{(2)}(t)}{\left\|\gamma_{\boldsymbol{j}}(t)\right\|}
$$

## Theoretical assumptions for Gram-Charlier convergence

We rewrite the theoretical assumptions made in Section 2. First about assumption (B): we assume that $\rho^{2}<1$. In view of the form of the correlation coefficients $\rho_{k}$, we have that

$$
\begin{aligned}
\rho(t) & =\frac{1}{\left\|\boldsymbol{\lambda}^{m, n}(t)\right\|} \sum_{j=m}^{n-1} \omega_{j}(0)\left\|\gamma_{\boldsymbol{j}}(t)\right\| \rho_{j}(t) \\
& =\frac{\rho}{\sqrt{2}\left\|\boldsymbol{\lambda}^{m, n}(t)\right\|} \sum_{j=m}^{n-1} \omega_{j}(0)\left(\gamma_{\boldsymbol{j}}^{(1)}(t)+\gamma_{j}^{(2)}(t)\right) .
\end{aligned}
$$

Observe that for any time $t$,

$$
\begin{aligned}
\frac{1}{\rho(t)^{2}} & =\frac{2\left\|\boldsymbol{\lambda}^{m, n}(t)\right\|^{2}}{\rho^{2}\left(\sum_{j=m}^{n-1} \omega_{j}(0)\left(\gamma_{j}^{(1)}(t)+\gamma_{j}^{(2)}(t)\right)\right)^{2}} \\
& =\frac{2}{\rho^{2}} \frac{\left(\sum_{j=m}^{n-1} \omega_{j}(0) \gamma_{j}^{(1)}(t)\right)^{2}+\left(\sum_{j=m}^{n-1} \omega_{j}(0) \gamma_{j}^{(2)}(t)\right)^{2}}{\left(\sum_{j=m}^{n-1} \omega_{j}(0) \gamma_{j}^{(1)}(t)+\sum_{j=m}^{n-1} \omega_{j}(0) \gamma_{j}^{(2)}(t)\right)^{2}} \geq \frac{1}{\rho^{2}},
\end{aligned}
$$

and thus Assumption (B) is satisfied. Assumption (A), that is $4 \kappa \theta>\epsilon^{2}$ and $2 \kappa\left(v_{\max }-\theta\right) \geq \epsilon^{2}$, is straightforward to check.
Besides assumptions (A) and (B), the following has to hold in order to ensure the convergence of the Gram-Charlier expansion (see Theorem 3 and assumption in Equation (18)):

$$
\sigma_{r}^{2}>\frac{T v_{\max }}{2} \lambda_{\max }^{2} \Leftrightarrow \frac{2 \sigma_{r}^{2}}{T v_{\max }}>\lambda_{\max }^{2}
$$

where we recall that $T$ is the maturity of the priced derivative and $\lambda_{\max }^{2}=\max \{t \geq 0$ : $\left.\left\|\lambda^{m, n}(t)\right\|=\sum_{j=m}^{n-1} \omega_{j}(0) \boldsymbol{\gamma}_{\boldsymbol{j}}(t)\right\}$. This constraint can be numerically checked.

### 3.3 Convergence illustration

## Convergence of the Jacobi process toward the CIR process

The $\mathbb{L}^{1}$ convergence of the Jacobi process toward the CIR has been discussed in Section 2.4. It is illustrated here. Firstly, we describe the discretization schemes used to simulate volatility processes. We chose to adapt the scheme presented in [28]. More elaborated schemes can be found in [6] for the CIR process. The discretized Jacobi process we used writes
$V_{t_{i+1}}=V_{t_{i}}+\kappa\left(\theta-\xi^{0}\left(t_{i}\right) \min \left(\left(V_{t_{i}}\right)_{+}, v_{\max }\right)\right)\left(t_{i+1}-t_{i}\right)+\epsilon \sqrt{Q\left(\min \left(V_{t_{i}}\right)_{+}, v_{\max }\right)}\left(W_{t_{i+1}}-W_{t_{i}}\right)$,
with $x_{+}=\max (x, 0)$. CIR process is simulated by putting $v_{\max }=\infty($ and thus $Q(v)=v)$ in this scheme.

The quantity $\mathbb{E}^{S}\left[\sup _{0 \leq t \leq T}\left|V_{s}^{J, v_{\max }}-V_{s}^{C}\right|\right]$ is estimated by Monte-Carlo samples and plotted in Figure 1 as a function of $v_{\max }$ with $10^{5}$ Monte-Carlo samples. The upper volatility bound $v_{\text {max }}$ takes values in

$$
\left\{0.5,0.7,1.0,1.2,1.5,1.8,2,3,4,5,10,10^{2}, 10^{3}, 10^{4}, 10^{5}\right\}
$$

All our results are obtained with $v_{\text {min }}=0$ : this choice is justified by the fact that theoretical results are of particular interest when $v_{\text {min }}=0$. The time horizon is fixed to $T=5$ years and the volatility processes are discretized with a time step $\Delta t=0.05$. The parameters are $\kappa=1, \theta=0.3, \epsilon=0.6, V_{0}^{C}=V_{0}^{J, v_{\max }}=v_{0}=0.2$. We set $\xi_{0}(t) \equiv 1$ for simplicity. We recall that Theorem 6 gives the following bounds $\sup _{0 \leq t \leq T} \mathbb{E}^{S}\left[\left|V_{t}^{J(n)}-V_{t}^{C}\right|\right] \leq C / \log \left(\frac{v_{m a x}^{(n)}}{v_{0}}\right)$ and $\mathbb{E}^{S}\left[\sup _{0 \leq t \leq T}\left|V_{t}^{J(n)}-V_{t}^{C}\right|\right] \leq K / \sqrt{\log \left(\frac{v_{m a x}^{(n)}}{v_{0}}\right)}$. In Figure 1, the theoretical upper bound $1 / \sqrt{\log \left(v_{\max } / v_{0}\right)}$ is also plotted. It clearly overestimates realized error, especially for small values of $v_{\max }$.

To complete, the Figure 2 provides the $\mathbb{L}^{1}$ convergence of marginal moments as a function of the upper bound parameter. Namely, $\mathbb{E}^{S}\left[\left|V_{T}^{J, v_{\max }}-V_{T}^{C}\right|\right]$ is plotted for maturities $T=$ 1,10 . The theoretical upper bound obtained for this error is $1 / \log \left(v_{\max }\right)$, and again it clearly overestimates the empirical quantities, notably for small values of $v_{\text {max }}$.

In Figure 3 the logarithms of previous estimated errors are plotted, that is $\log \left(\mathbb{E}^{S}\left[\sup _{0 \leq s \leq 5}\left|V_{s}^{J, v_{m a x}}-V_{s}^{C}\right|\right]\right)$ and $\log \left(\mathbb{E}^{S}\left[\left|V_{T}^{J, v_{\max }}-V_{T}^{C}\right|\right]\right), T=1$ and $T=10$ with respect to $\log \left(\log \left(\frac{v_{\text {max }}}{v_{0}}\right)\right)$.

Remark 8. We can distinguish between two regimes in the curves: $\log \left(\log \left(v_{\max } / v_{0}\right)\right) \in[0.0,1.5]$ and $\log \left(\log \left(v_{\max } / v_{0}\right)\right) \geq 1.5$. A linear regression applied on each part of the curve give satisfactory results, as illustrated in Figure 4 for the quantity $\log \left(\mathbb{E}^{S}\left[\sup _{0 \leq s \leq 5}\left|V_{s}^{J, v_{\max }}-V_{s}^{C}\right|\right]\right)$. The obtained slopes of each line are respectively -1.88 and -7.51 (with $R^{2}$ coefficients of, resp., 0.966 and 9.969). From these results, it appears that the convergence rate estimated in Theorem 6, although not optimal, can be used to estimate the marginal convergence gain to the original model when increasing $v_{\max }$.

Finally, we investigate if the optimal convergence rate can be assimilated to a (negative) power of $v_{\max }$. By analyzing the dependency of the logarithms of the empirical errors toward


Figure 1: $\mathbb{E}^{S}\left[\sup _{0 \leq s \leq 5}\left|V_{s}^{J, v_{\max }}-V_{s}^{C}\right|\right]$ as a function of $\sqrt{\log \left(v_{\max } / v_{0}\right)}$. "Theoretical bound": $1 / \sqrt{\log \left(v_{\max } / v_{0}\right)}$; "Esp. Sup. MC": $\mathbb{E}^{S}\left[\sup _{0 \leq s \leq 5}\left|V_{s}^{J, v_{\max }}-V_{s}^{C}\right|\right]$ estimated by Monte-Carlo simulations.


Figure 2: $\quad \mathbb{E}^{S}\left[\left|V_{T}^{J, v_{\max }}-V_{T}^{C}\right|\right]$ as a function of $\log \left(v_{\max } / v_{0}\right)$. "Theoretical bound": $1 / \log \left(v_{\max } / v_{0}\right) ;$ Circles: $\quad \mathbb{E}^{S}\left[\left|V_{1}^{J, v_{\max }}-V_{1}^{C}\right|\right] ;$ Squares: $\quad \mathbb{E}^{S}\left[\left|V_{10}^{J, v_{\max }}-V_{10}^{C}\right|\right] ;$ Triangles: $\mathbb{E}^{S}\left[\sup _{0 \leq s \leq 5}\left|V_{s}^{J, v_{\max }}-V_{s}^{C}\right|\right]$.
$\log \left(\frac{v_{\text {max }}}{v_{0}}\right)$ in Figure 5, we observe now an (almost) perfect linear behaviour. Linear regression performed indicate a slope of around -1.0 for all errors considered (respectively, in order of the mentioned errors in legend of Figure 5, slopes are $-1.0084,-1.0096$ and -1.0014 ), with very high accuracy for each ( $R^{2} \geq 0.999$ ). These numerical results lead to conjecture that the optimal rate would be such that Error $\propto \frac{1}{v_{\text {max }}}$.


Figure 3: $\log \left(\mathbb{E}^{S}\left[\sup _{0 \leq s \leq 5}\left|V_{s}^{J, v_{\max }}-V_{s}^{C}\right|\right]\right)$ and $\log \left(\mathbb{E}^{S}\left[\left|V_{T}^{J, v_{\max }}-V_{T}^{C}\right|\right]\right), T=1$ and $T=10$, as a function of $\log \left(\log \left(v_{\max } / v_{0}\right)\right)$. Circles: $\log \mathbb{E}^{S}\left[\left|V_{1}^{J, v_{\max }}-V_{1}^{C}\right|\right]$; Squares: $\log \mathbb{E}^{S}\left[\left|V_{10}^{J, v_{\max }}-V_{10}^{C}\right|\right]$; Triangles: $\log \left(\mathbb{E}^{S}\left[\sup _{0 \leq s \leq 5}\left|V_{s}^{J, v_{\max }}-V_{s}^{C}\right|\right]\right)$.


Figure 4: $\log \left(\mathbb{E}^{S}\left[\sup _{0 \leq s \leq 5}\left|V_{s}^{J, v_{\max }}-V_{s}^{C}\right|\right]\right)$ as a function of $\log \left(v_{\max } / v_{0}\right)$ and fitted lines on each subinterval.

## Convergence of Gram-Charlier approximating series

We illustrate the approximating pricing of swaptions with the Gram-Charlier method under the model (12). A swaption is a call option on the swap rate: its discounted payoff writes $\varphi(x)=B^{S}(0) \times(x-K)_{+}$where $K$ denotes the strike of the swaption (recall that $B^{S}$ is annuity of the swap). In the following, parameters of the model (12) change from plot to plot. References prices are computed thanks to Monte-Carlo simulations and compared with approximating prices coming from series expansion. The volatility scheme has been introduced


Figure 5: $\log \left(\mathbb{E}^{S}\left[\left|V_{T}^{J, v_{\max }}-V_{T}^{C}\right|\right]\right), T=1$ and $T=10$, and $\log \left(\mathbb{E}^{S}\left[\sup _{0 \leq s \leq 5}\left|V_{s}^{J, v_{\max }}-V_{s}^{C}\right|\right]\right)$ as a function of $\log \left(v_{\max } / v_{0}\right)$. Circles: $\log \mathbb{E}^{S}\left[\left|V_{1}^{J, v_{\max }}-V_{1}^{C}\right|\right] ;$ Squares: $\log \mathbb{E}^{S}\left[\left|V_{10}^{J, v_{\max }}-V_{10}^{C}\right|\right]$; Triangles: $\log \left(\mathbb{E}^{S}\left[\sup _{0 \leq s \leq 5}\left|V_{s}^{J, v_{\max }}-V_{s}^{C}\right|\right]\right)$.
above in Equation (31); the numerical scheme used for the swap rate is

$$
\begin{aligned}
S_{t_{i+1}}^{m, n} & =S_{t_{i}}^{m, n}+\sqrt{Q\left(\min \left(V_{t_{i}}\right)_{+}, v_{\max }\right)} \rho\left(t_{i}\right)\left\|\boldsymbol{\lambda}^{m, n}\left(t_{i}\right)\right\|\left(W_{t_{i+1}}-W_{t_{i}}\right) \\
& +\sqrt{\min \left(\left(V_{t_{i}}\right)_{+}, v_{\max }\right)-\rho\left(t_{i}\right)^{2} Q\left(\min \left(V_{t_{i}}\right)_{+}, v_{\max }\right)} \boldsymbol{\lambda}^{m, n}\left(t_{i}\right) \cdot\left(\boldsymbol{W}_{t_{i+1}}^{S, *}-\boldsymbol{W}_{t_{i}}^{S, *}\right)
\end{aligned}
$$

Except for Figure 8 in which a narrow confidence interval was required, Monte-Carlo prices were computed using $10^{5}$ paths and a time-step of 0.001 .

The choice of auxiliary density $g_{r}$ used to build the space $\mathcal{L}_{r}^{2}$ is now specified. As discussed in [21], [3] or [2], the parameters of the auxiliary density should be chosen so that a maximum number of moments of this auxiliary density match that of the unknown one. This is not always possible due to the number of constraints imposed to the model parameters, and notably (18) ensuring the convergence of the Gram-Charlier approximation. The value of $\sigma_{r}^{2}$ is indicated for each experiment and whether it matches $\operatorname{Var}^{S}\left(S_{T}^{m, n}\right)$ or not. For the parameter $\mu_{r}$, there is no condition on it and it is always chosen so that $\mu_{r}=\mathbb{E}^{S}\left[S_{T}^{m, n}\right]=S_{0}^{m, n}$.

## Example 1

We first chose parameters so that $\sigma_{r}^{2}=\operatorname{Var}^{S}\left(S_{T}^{m, n}\right)=8.726 \cdot 10^{-8}$ but condition (18) is not satisfied. We observe in Figure 6 the divergence of the Gram-Charlier expansion.


Figure 6: Divergence of Gram-Charlier expansion in case where condition (2) is not satisfied (auxiliary Gaussian of variance $\sigma_{r}=\operatorname{Var}^{S}\left(S_{T}^{m, n}\right)$ ).

$$
\begin{gathered}
s_{0}^{m, n}=0, v_{0}=0.025, v_{\text {max }}=0.5, \\
a=b=c=0, d=\kappa=1, \theta=0.25, \epsilon=0.6, \\
\quad \rho=\delta=0, K=0, \sigma_{r}=0.000295403 .
\end{gathered}
$$

$$
\text { Tenor of the swaption: } T=T_{m}=1 \text { and } T_{n}-T_{m}=1
$$

## Example 2

The parameter $\sigma_{r}$ is now slightly modified: we chose to take $\sigma_{r}=\sqrt{\operatorname{Var}^{S}\left(S_{T}^{m, n}\right)}+10^{-4}$ so that the sufficient condition (18) is now satisfied. We observe in Figure 7 that the GramCharlier expansion is stable and now converge. In [3], the authors observed, in their framework, that the approximating implied volatilities are within 10 basis points of their reference implied volatilities from expansion order $N=10$. In [?], the authors proved the numerical efficiency for calibration purposes of approximating swaptions prices using only skewness and kurtosis adjustments $(\mathrm{N}=4)$. We see here that the approximating error may be significantly reduced by increasing the expansion order, provided that convergence has been theoretically established here.


Figure 7: Gram-Charlier convergence with auxiliary Gaussian of variance

$$
\begin{gathered}
\sigma_{r}^{2} \neq \operatorname{Var}^{S}\left(S_{T}^{m, n}\right) \\
s_{0}^{m, n}=0, v_{0}=0.025, v_{\max }=0.25, a=b=c=0 \\
d=\kappa=1, \theta=0.12, \epsilon=0.4, \rho=\delta=0.0 \\
\sigma_{r}=3.203183 \cdot 10^{-4}, K=0
\end{gathered}
$$

Maturity and tenor of the swaption: $T=T_{m}=1$ and $T_{n}-T_{m}=1$.

## Example 3

The parameters are selected such that the first two moments of approximated density are matched and condition (18) is satisfied. From the first orders in the Gram-Charlier expansion, the approximated prices are really close to the reference one. Moreover, Gram-Charlier series is very stable: it remains in the confidence interval as the expansion order increases. This is illustrated in Figure 8. In this particular case, the convergence is excellent and the kurtosis/skewness adjustments proposed in [?] are satisfactory. However, this is a very special case, hard to establish. Indeed, condition (18) prompts us to chose a small $v_{\max }$. But a small $v_{\max }$ leads to a small $\operatorname{Var}^{S}\left(S_{T}^{m, n}\right)$. Then, choosing $\sigma_{r}^{2}=\operatorname{Var}^{S}\left(S_{T}^{m, n}\right)$ while satisfying (18) is unlikely. We are thus lead to boost the volatility in the model, for instance by reducing $\kappa$ or increasing $\epsilon$. However, Feller condition restricts the choice of acceptable parameters. Thus, parameters that satisfy all required constraints while allowing to match moments of the unknown density must be carefully chosen, if possible.


Figure 8: Gram-Charlier convergence with auxiliary Gaussian of variance

$$
\begin{gathered}
\sigma_{r}^{2}=\operatorname{Var}^{S}\left(S_{T}^{m, n}\right) . \\
s_{0}^{m, n}=0, v_{0}=0.025, v_{\max }=0.089, a=b=c=0, d=1, \\
\kappa=2, \theta=0.06, \epsilon=0.1, \rho=\delta=0.0, \\
\sigma_{r}=1.906037 \cdot 10^{-4}, K=0 .
\end{gathered}
$$

Maturity and tenor of the swaption: $T=T_{m}=1$ and $T_{n}-T_{m}=1$.

## Example 4

On the contrary, the more the parameter $\sigma_{r}$ is chosen "far" from $\operatorname{Var}^{S}\left(S_{T}^{m, n}\right)$, the more the Gram-Charlier series will converge slowly (and sometimes may diverge). This is illustrated in Figure 9. This case is more sophisticated since all the parameters are non-zero and $T_{n}-T_{m}>1$. In particular, the correlation structure between swap rate and its volatility plays a notable role. The maturity of the swaption is $T_{m}=2$. The mean of the auxiliary Gaussian density is no longer zero, and $\sigma_{r}=\sqrt{\operatorname{Var}^{S}\left(S_{T}^{m, n}\right)}+0.002$ (note that in this case, $\frac{0.002}{\sqrt{\operatorname{Var}^{S}\left(S_{T}^{m, n}\right)}} \approx 0.63$ ). We observe that the approximating prices do not reach the confidence interval by the expansion order $N=50$.


Figure 9: Gram-Charlier convergence with auxiliary Gaussian of variance

$$
\begin{gathered}
\sigma_{r}^{2} \neq \operatorname{Var}^{S}\left(S_{T}^{m, n}\right) \\
s_{0}^{m, n}=0.008982445, v_{0}=0.025, v_{\max }=0.089, a=10^{-4}, b=10^{-1}, \\
c=2.5, d=10^{-1}, \kappa=1.5, \theta=0.06, \epsilon=0.13, \\
\rho=0.4, \text { and } \delta=0.1 . \sigma_{r}=0.005183955 . K=S_{0}^{m, n}
\end{gathered}
$$

$$
\text { Maturity and tenor of the swaption: } T=T_{m}=2 \text { and } T_{n}-T_{m}=8 .
$$

## Concluding comments

This work is based on and extends two works: [3] motivated the use of Jacobi dynamics as approximation of the famous Cox-Ingersoll-Ross one used to build the DDSVLMM while [?] proved the numerical efficiency of the use of Gram-Charlier expansions for pricing under the DDSVLMM. In this paper, we first discuss the fact that Gram-Charlier technique is not justified in most of stochastic volatility models. Introducing the Jacobi process in the standard DDSVLMM framework after some approximations allows to circumvent this difficulty. A strong convergence of the proposed dynamic towards the standard one along with a convergence rate justify the use of this approximating model to price some swap rate derivatives. Numerical investigations suggest that this rate could be theoretically improved, supported by the convergence rate obtained in a weak sense; it is left for further research.

Under the suggested model pricing is done by means of Gram-Charlier expansion. The polynomial property of the proposed dynamics offers (semi) analytical tractability of the marginal moments computations of the modelled underlying. As a result, it fully justifies the use of such density approximation techniques under some parametric conditions. Numerical experiments provide satisfactory results as Gram-Charlier prices do converge to empirical ones rather quickly. By carefully choosing the auxiliary density used to perform the density approximation, the convergence can be hastened: as of the very first order expansion, Gram-Charlier prices are very close to the target. These satisfactory results pave the way to the calibration of the DDSVLMM using expansions techniques as in [?] with ensured convergence here.
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