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Abstract—Wireless Sensor Networks (WSNs) is a class
of low power and Lossy networks (LLN) which are useful
to monitor a physical/environmental phenomenon. The
Routing Protocol for Low Power and lossy networks
(RPL) is a standardized protocol specifically designed
to route the data over LLN networks. In particular, to
take into account the specific features of LLN the RPL
protocol computes the best routes following one or several
metrics (e.g., the residual energy of nodes or the link
quality) based on the state of the nodes (a.k.a sensors)
or links. Nevertheless, RPL was originally designed to
handle static networks ; when node(s) move(s), the per-
formances of RPL drop down. This issue has motivated a
great deal of interest in ensuring that sensors may route
the sensing data even thought they move from place to
place, establishing new links and moving away from the
previously established links. In this paper, we present
RPL and the solutions that permit to deal with mobile
nodes. We introduce a simulation-based evaluation of
these solutions, which is focused on the energy con-
sumption and the packet losses. The comparison between
RPL and MRPL shows that RPL consumes less energy
due to many packet losses. In counterpart, RPL does
not provide a continuous connectivity to mobile sensor
contrary to MRPL that keeps connection.

Index Terms—IoT, RPL, Mobility.

I. INTRODUCTION

Nowadays, Wireless Sensor Networks (WSNs) are
used by many applications pertaining e.g. to the in-
dustrial or military domains [1]. The specific features
of WSNs (wireless communication, small size, low
price) stimulate their deployment everywhere. How-
ever, sensors are characterized by a relatively lim-
ited capacity expressed in terms of energy, memory,
computing power and throughput. These distinctive
features require to design a routing protocol that is
adapted to WSN [2]. In particular, RPL [3] (Routing
Protocol for Low Power and Lossy networks) is one of
the best candidates that was proposed by IETF ROLL

(Routing Over Low Power and Lossy Network) work-
ing group. RPL was originally designed to support
data collection in static networks (i.e., without any
consideration for mobility). Nevertheless, new trend
seeks to handle more complex applications that involve
mobile users equipped with sensors. In this paper,
we present the versions of RPL that accommodate
mobility. We further compare RPL with one version
of RPL, which is adapted for mobility and is called
MRPL [4].

The rest of the paper is organized as follows:
Section II provides an overview of RPL with regards to
mobility, followed in Section III by the related work.
Then, Section IV introduces a comparison between
RPL and MRPL. Finally, a synthesis is presented in
the conclusion with a description of the future works.

II. OVERVIEW OF RPL

RPL [5] is a proactive and distance-vector protocol
that aims at building a DODAG (Destination Oriented
Directed Acyclic Graph), which is further used to
disseminate data packets. A DODAG is a directed
acyclic graph rooted at a particular node, called sink
or root. RPL supports three types of traffic: point-to-
multipoint a.k.a from sink to all nodes, multipoint-to-
point a.k.a from all nodes to sink and point-to-point
a.k.a from node to node. RPL attempts to deal with
sensors having either sufficient or insufficient storage.
In the former case (versus later case), routing informa-
tion are stored (versus not stored) by the intermediate
sensors. During the construction of the DODAG, each
node identifies a set of parents so that a path towards
the DODAG root (also called a upward path) can
be established. This selection is operated based on a
predefined Objective Function (OF) that implements
one or a combination of metrics.

Establishment of upward route- In order to build
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Fig. 1. DAG composed of a single DODAG.

the DODAG (see Figure 1), the sink periodically
sends a so-called DIO message (DODAG Information
Object) to its neighbors, which includes the following
parameters: a rank! corresponds to the position of
the node in the DODAG, a routing metric is used to
determine the best path to the sink, as defined by the
OF, a DODAG id, and a path cost (associated to a
path toward the sink, as given by the OF). Based on
these parameters, the sink neighbors establish the sink
as parent and join the DODAG. Each node belonging
to a DODAG sends a DIO to its neighbours. In
order to join a DODAG, each node has to select
as parent one of its neighbors that belongs to the
DODAG. Such a parent selection is governed by an
Objective Function (OF), which relies on the routing
metric(s). This selection is periodically repeated so
that each node includes in its routing table its (actual)
parent(s) and its relative position (i.e., rank and path
cost). In order to keep to a minimum the amount of
DIO messages that are exchanged so as to maintain
and update the DODAG, RPL relies on the Trickle
algorithm [5] which tunes the time period between
the emission of two consecutive DIO messages. This
algorithm increases (versus decreases) this time period
when the network remains stable (versus when changes
are detected). Rather than waiting for a DIO message,
any node may also request a DIO message by sending
a DIS (DODAG Information Solicitation) message to
its neighbours.

Once the DODAG is established (using DIO and/or

DIS messages), any data packet can be routed, hop-by-
hop, towards the sink: this constitutes a multipoint-to-
point intraction pattern. In order to support a point-
to-multipoint interaction pattern wherein the sink can
send data packets to the sensors, downward routes are
computed.
Establishment of Downward Route - In order to
establish the downward route, a DAO (Destination
Advertisement Object) message is propagated from the
leafs towards the sink. This DAO message contains the
network prefix so that the sink can further establish
which network (and which constituting sensors) is
under its responsibility.

A rank is a strictly increasing value in the downward direction
of the DODAG

RPL relies on a Neighbor Discovery mechanism [6]
so as to discover new/unavailable neighbors. This
mechanism uses the following ICMPv6 control mes-
sages:

e Neighbor Solicitation checks if a neighbor is still
accessible.

o Neighbor Advertisement is sent periodically to
announce link changes.

o Router Solicitation requests the neighbours of a
node.

o Router Advertisement corresponds to a response
to a route solicitation. It includes link informa-
tion.

On one hand, sending the above messages very fre-
quently involves a high responsiveness given topology
changes, but induces a high overhead; on the other
hand, sending less frequently these messages implies
a low responsiveness and a reduced traffic.

RPL shortcomings - RPL was originally designed
to handle static sensors that communicate using a
wireless and low data rate network, which may be
subject to high loss rates and instabilities. Thus, RPL
assumes that topological changes are mostly due to
sensors disconnections and to wireless instabilities.
In order to detect sensors disconnections and link
instablities, DIO messages are periodically sent. The
periodicity is defined by the Trickle algorithm [7],
which is tuned based on the number of consistent
DIO messages received: if there are no update, the
periodicity is increased, otherwise active dissemination
is performed by setting this period to the minimum
value. With the Trickle algorithm, the time is divided
into intervals of size (with O . Any node listens during
the first half of the I interval and then transmits during
the second half. The transmission takes place if the
number of inconsistent messages received is less than
a given threshold. If the message cannot be sent within
1, then this interval I is doubled (until I,,,,,. is reached)
and the node sends again the message. But, when an
inconsistent message is detected, Trickle sets I to its
minimum value. The Trickle algorithm presents two
major shortcomings. First, the listen period increases
the transmission delay and henceforth the convergence
time of RPL. Consequently, the time induced to detect
inconsistency [8] is increased. When nodes are mobile,
Trickle also delays the selection of a new parent for
mobile nodes, which results in high packet loss, energy
consumption and end-to-end latency. Thus, the trickle
algorithm and the RPL protocol should be adapted to
accommodate mobile nodes.

III. RELATED WORK: TOWARDS MOBILE-AWARE
RPL

Dealing with the node mobility involves performing
the three following tasks:

o Detection of the node mobility consists in
determining whether a node is mobile. There
are three options to detect the mobility. First, a
mobile node may simply announce its mobility



(Reverse Trickle [9]). Second, the mobility can be
established/anticipated based on the node history
(ME-RPL [9]). Third, the network is monitored
so as to determine whether a node is mobile and if
the disconnection with parent will take place. For
this purpose, different parameters can be used.
For instance, the jitter between two DIO messages
can be analyzed by the mobile node (MRPL [4]).
The RSSI can also be analyzed by the mobile
node (MRPL, Mod-RPL [10]) or by the parent
(EC-MRPL [11]) so as to determine when the
mobile node will get out of range. In these cases,
the nodes need to overhear. When the presence
of a mobile node is detected, the periodicity of
the DIO messages (CO-RPL, Mod-RPL) and DIS
messages (CO-RPL, ME-RPL) is increased so as
to maintain the connectivity with the mobile node.

o Getting connected to the best parent - the
selection of the best parent (among potential
neighbour(s)) can be performed by the mobile
node (Reverse Trickle) or by the previous parent
(EC-MRPL). This selection is usually based on
the (best) RSSI (CO-RPL, MRPL). Note that
in order to ensure the stability of the DODAG,
mobile nodes should not act as a parent (MRPL,
ME-RPL, EC-MRPL, Reverse Trickle).

o Forwarding the data traffic to the newly se-
lected parent - while the node is connected to an-
other parent, the data traffic should be forwarded
by the previous parent to the new parent (EC-
MRPL, MRPL+).

In the following, we detail the solutions that have
been proposed so that RPL supports mobile sensors.
With the CO-RPL protocol [12], the network is divided
into some circular regions, named coronas, which are
characterized by a certain radius (corresponding typi-
cally to the maximum transmission range) and which
are centered around the DODAG root. Each corona
is identified by a corona ID. This corona ID presents
the distance from mobile node to the sink. Each node
belongs to one corona. This notion of corona permits
to select the parents among the closest sensors (i.e., on
same corona id). In practice, the node selects as the
best parent, the candidate that has the lowest corona id,
and if the potential candidates have the same corona id,
then the one having the best link quality is selected. In
order to deal with the sensor mobility without flooding
the network with DIO messages, CO-RPL adapts the
transmission rate of DIO messages according to the
sensor speed. In addition, a mobile node that joins the
DODAG immediately broadcasts a new DIO message,
ignoring the Trickle timer. CO-RPL prevents packet
loss by (i) quickly detecting sensor disconnection and
(ii) searching for an alternative path: when a node does
not receive a DIO message from its parent, it sends
DIS messages to inform its children, in order to stop
forwarding data packets until an alternative parent is
found. This protocol is evaluated using the Cooja [13]
simulator. All the nodes follow a random mobility

model (except the sink which is static): the destination,
the speed and the direction of each mobile node is
chosen independently and randomly. Thus, CO-RPL
induces (i) a significant communication overhead due
to the high-periodical broadcast rate associated with
DIO messages, (ii) congestion and (iii) an increase of
the energy consumption.

In [11], the authors propose a new proactive protocol
named EC-MRPL, which prevents mobile sensor from
acting as RPL routers: only static nodes should act as
parents so as to guarantee the stability of the core RPL
DODAG. The parent of a mobile node is responsible
for monitoring the connection with the mobile node
and for choosing an alternative parent if necessary. EC-
MRPL enhances the routes stability by using mobile
sensors only as leaf nodes. However, the failure of the
parent causes a loss of connection in the network. This
protocol is tested with the Cooja simulator with a static
sink and a single mobile sensor that follows a random
walk model with horizontal moves from the one corner
to the other with a constant speed (v=2 m/s).

In [4], authors introduce the MRPL protocol
wherein mobile sensors use the DIO messages to
monitor (i) the link quality with its parent and (ii)
the jitter to establish that the mobile sensor moves
away. In such a case, the mobile sensor triggers a
hard hand-off which consists in choosing as parent
the node having the highest RSSI. This hard hand-off
mechanism consists of the two following phases:

e Monitoring phase during which the mobile node
monitors the quality of link with its parents.
The quality is determined when the mobile node
receives packet emitted by its parent. If the Re-
ceived Signal Strength Indicator (RSSI) value is
lower than a given threshold, the next phase starts.

o Parent selection phase - the mobile node selects
as parent the node characterised by the highest
RSSI value.

Unfortunately, in order to establish the RSSI, many
DIO message should be frequently sent. With EC-
MRPL and MRPL, mobile sensors act only as leaf
nodes to reduce instabilities and path changes. Sim-
ulations and real experiments are performed. During
simulations, one mobile node travels 15 times between
the left and bottom corner and the right bottom corner
with a constant speed of 2 m/s in a row in first
scenario and in two parallel rows in the second. Real
experiments are achieved with one person equipped
with a sensor.

MRPL+ [14] supports both a hard and soft hand-off.
The hard hand-off takes place when a sensor does not
receive a DIO message from its parent within a given
time period or when the sensor observes a low amount
of data traffic. In such a case, the connection between
the mobile node and the preferred parent is canceled
and then a new connection is established (see MRPL
for detail). With soft hand-off, the connection between
the mobile node and the new parent is activated before
the current link is dropped so as to avoid loosing data



traffic. The soft hand-off, which constitutes the default
option, necessitates a overhearing mechanism so that
mobile node monitors the link with its parent and
measures RSSI. A mobile node is defined as mobile (i)
if the link with the parent is inactive during a given
period of time and/or (ii) the RSSI strength varies.
The mobile node is placed in an overhearing state
to monitor the link quality and to discover potential
alternative parents. Such an overhearing process is
especially energy-consuming. MRPL+ introduces the
soft hand-off that enables continuous connection be-
tween the mobile node and its parents. This reduces
the packet loss in comparison to EC-MRPL.

With ME-RPL (Mobility Enhanced RPL) [15], mo-
bile nodes announce their mobility by adding a mobile
flag to the DIO message. Thus, sensors do not monitor
the link state to determine that a node is mobile.
Only static nodes can be parent. Authors suppose
that the mobility of the node in the near future can
be established based on its past mobility. So, if a
node has been stable (versus instable) for a while,
the DIS interval increases (versus decreases). Overall,
DIS messages are used to add nodes to a DODAG
and to refresh the connection to a preferred parent ;
the frequency of DIS messages is regulated following
the history of the mobile nodes. This protocol is tested
based on the Cooja simulator with a static sink and one
mobile node that moves depending on linear and grid
topologies. However, the variation of the DIS interval
implies that the disconnection of the mobile nodes is
not rapidly detected.

Mod-RPL [10] customizes the trickle timer to ac-
commodate mobility. As a first step upon that goal,
any mobile node relies on the RSSI so as to determine
when it gets out of communication range from its
preferred parent. Based on this estimation, the mo-
bile node adjusts the DIO interval. This protocol is
tested with Cooja simulator considering a static sink,
10 senders and a varying number of mobile nodes
(ranging from 20 to 100). The velocity of mobile
nodes varies from 0 to 10 m/s. This protocol reduces
overhead but it is tricky to determine when a mobile
node is out of range of the parent when the parent is
also mobile.

In [9], the authors introduce the Reverse Trickle
timer to deal with mobile nodes. As with ME-RPL
[15], mobile nodes advertise the fact that they are
mobile. But in this case a mobile node can only act as a
leaf node. This work supposes that the more the mobile
node remains connected to the same parent, the more
it is likely to move outside the coverage of the parent.
Therefore, if a node advertises its mobility, its parent
reduces drastically the (Reverse) Trickle timer. In a
nutshell, this timer starts with the maximum allowed
value and is halved when a DIO message is received.
Once the minimum value is reached, the Reverse
Trickle timer is reset (i.e., is given the maximum
value). Simulations have been performed using the
WSNet simulator by considering a scenario with only

one mobile node moving along a linear trajectory with
a constant speed of 2 m/s. Moreover, real experiment
has been performed with 100 static nodes and 10
mobile nodes moving randomly inside the area covered
by the fixed nodes. The DODAG root is located in
the middle of the network area. This protocol reduces
the packet loss, but the mobile node stability does not
always decrease over the time since it is deeply related
to the model of mobility.

Table 1 summarizes the characteristics of the afore-
mentioned works that accommodate mobility.

IV. COMPARISON BETWEEN RPL AND MRPL

Our objective is to compare RPL and MRPL with
regards to mobility. We performed 1-hour simulations
with the Cooja network simulator. We consider two
scenarios (Figures 2 and 3) in which 12 sensors are
static (including the sink) and one is mobile. Sensors
correspond to Tmote Sky motes [16] that run Contiki
2.7 OS and move following the random way point
mobility model. The nodes move: (i) horizontally at
2 m/s, from the left and bottom corner to the right
bottom corner, and then, returns to the original position
in the first scenario, and (ii) from the bottom to the
top corner and then returns to its original position in
the second scenario.

Fig. 2. Scenario i - Simulation Environment

Netwark

|
@©.

¢

Fig. 3. Scenario ii - Simulation Environment

The comparison between RPL and MRPL is per-
formed according to the following two criteria:



TABLE I

RPL METRIC IN MOBILE ENVIRONMENTS

Protocol Mechanisms Mobility detection Nodes Results
Path recovery Corona 1 static sink Low packet loss
RSSI Beaconing Mobile senders High energy consumption
CO-RPL [12] High Control messages
High overhead
Low stability
Only static nodes act as router Static node 1 static sink Low energy consumption

EC-MRPL [11]

Distributing the consumption
among different static nodes

Detects the mobility

Static senders
1 mobile sender

Low Control messages
Low Overhead

Hard hand-off

Timers

1 static sink

High energy consumption

MRPL [4] RSSI Beacoming Static senders High Control messages
1 mobile sender Low Overhead
Hard and soft hand-off Timers 1 static sink High energy consumption
MRPL+ [14] RSSI Beaconing static senders High Control messages
Overhearing 1 mobile sender Low Overhead
High stability
Identification of mobile node | Adaptive DIS interval 1 static sink High Control messages
ME-RPL [15] Static senders High Energy consumption

1 mobile sender

Low packet loss

Mod-RPL [10]

TL timer
MN localization

RSSI Beaconing

1 Sink statique
10 static senders
[20-100] mobile senders

Low Control messages
Low Energy consumption

Reverse Trickle [9]

Reverse-Trickle

DAO mobility flag

1 static sink
Static senders
1 mobile sender

Low Control messages
Low Energy consumption
Low Overhead

o packet loss is defined as the number of dropped

packets during the simulation.
« energy consumption (F;) is calculated as fol-
lows:
(Tcpu X Icpu + Trx X Irx +Trx X ITx) XV

B; = I
7 (D

where Icpy, ITx, Irx represent respectively

the energy consumed during the time during
which the CPU runs (T¢ pyy), the sensor transmits
(T'rx), the sensor listens (Trx). V represents the
initial battery voltage level and f represents the
number of ticks per second. In practice, Iopy
=1.8 mA, Irx = 19.5 mA, Irx = 21.8 mA,
V=3.6V, f =32 768 Hz.

We present in Figures 4 and 5 the results with regards
to the two scenarios, considering a ratio of 6 data
packets or 12 data packets per minute for each sensor.

Energy consumption - Figures 4(a) and 5(a)
present the energy consumption of RPL and MRPL
under Scenario (i) and (ii) respectively. As expected,
both RPL and MRPL consume more energy when
the packet transmission rate increases. The increase
is explained by the additional amount of data packets
transmitted. RPL is characterized by the lowest en-
ergy consumption because RPL induces less control
messages. In counterpart, RPL does not provide a
continuous connectivity to mobile sensor(s): this is
suggested by the high rate of lost packets of RPL.
MRPL is characterized by a significant energy con-
sumption because a mobile node overhears so as to
receive any packet sent by the neighbors and detect
any change in the topology. In order to detect any
topology changes, the mobile node sends many control
messages (i.e., DIS and DIO messages). With Scenario

(i), RPL and MRPL consume more energy compared
to Scenario (ii). This result can be explained by the fact
that in Scenario (i), nodes move horizontally keeping
almost the same distance to the sink (3 hops), while
in Scenario (ii), the nodes move vertically and hence
approaches the sink (the number of hops decreases and
therefore the energy consumption decreases)

Packet loss - Figures 4(b) and 5(b) present the
packet loss under Scenarios (i) and (ii) respectively.
The packet loss ratio increases with the packet trans-
mission rate due to the saturation of the wireless
medium. However, the packet loss decreases over time,
especially for RPL. RPL is characterized by the highest
packet loss because RPL is characterized by a low
responsiveness to topology changes: mobile sensors
receive infrequent control messages and are often not
connected to any parent. In the contrary, with MRPL,
the mobile sensor sends data to the previous parent
during the discovery of a new parent, which allows to
maintain a higher delivery ratio. The packet loss ratio
for RPL and MRPL in Scenario (i) is more important
than in Scenario (ii) since the mobile node is located
near the sink in Scenario (ii).

V. CONCLUSION

This paper reviews recent advances that support sen-
sor mobility with regards to the RPL routing protocol.
This work presents a description of the challenges
encountered by RPL and the recent mechanisms pro-
posed in the state of the art to enhance RPL for mobil-
ity. A performance evaluation of RPL and MRPL has
been undertaken under two particular node mobility
scenarios with respect to two parameters: packet loss
and energy consumption. MRPL successfully deals
with packet loss but is characterized by a high energy
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consumption compared to RPL. This can be explained
by the fact that MRPL sends (and overhear) more
control messages to detect network changes. However,
MRPL is characterized by a low packet loss ratio
because MRPL performs a soft hand-off: when a new
parent need to be selected, data are forwarded to the
previous parent.
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