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Discretization and Machine Learning Approximation

of BSDEs with a Constraint on the Gains-Process

Idris Kharroubi∗ Thomas Lim† Xavier Warin ‡

February 5, 2020

Abstract

We study the approximation of backward stochastic differential equations (BSDEs

for short) with a constraint on the gains process. We first discretize the constraint by

applying a so-called facelift operator at times of a grid. We show that this discretely

constrained BSDE converges to the continuously constrained one as the mesh grid

converges to zero. We then focus on the approximation of the discretely constrained

BSDE. For that we adopt a machine learning approach. We show that the facelift can

be approximated by an optimization problem over a class of neural networks under

constraints on the neural network and its derivative. We then derive an algorithm

converging to the discretely constrained BSDE as the number of neurons goes to infinity.

We end by numerical experiments.

Mathematics Subject Classification (2010): 65C30, 65M75, 60H35, 93E20, 49L25.

Keywords: Constrainted BSDEs, discrete-time approximation, neural networks approxi-

mation, facelift transformation.

1 Introduction

In this paper, we propose an algorithm for the numerical resolution of BSDEs with a

constraint on the gains process. Namely, we consider the approximation of the minimal

solution to the BSDE

Yt = g(XT ) +

∫ T

t
f(Xs, Ys, Zs)ds−

∫ T

t
Zs.dBs +KT −Kt , t ≤ T

with constraint

Z ∈ σ>(X)C , dt⊗ dP− a.e.
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Here, C is a closed convex set, K is a nondecreasing process, B is a d-dimensional Brownian

motion and X solves the SDE

dXt = b(Xt)dt+ σ(Xt)dBt .

This kind of equation is related to the super-replication under portfolio constraints in

mathematical finance (see e.g. [11]). A first approach to show existence of minimal solutions

was done in [9] using a duality approach. As far as we know the most general result is given

in [20] where the existence of a minimal solution is a byproduct of a general limit theorem

for supersolutions of Lipschitz BSDE. In particular, the minimal solution is characterized

as the limit of penalized BSDEs.

As far as we know, this characterization of the constrained solution as limit of penalized

BSDEs is the wider one. In particular, we cannot express in a simple way how the constraint

on the Z component acts on the process Y . Therefore, the construction of numerical scheme

remains a challenging issue. A possible approach can be to use the penalized BSDEs to

approximate the constrained solution. However, this leads to approximate BSDEs with

exploding Lipschitz constant for the generator which gives a very slow and sometimes

unstable converging scheme [12]. Therefore, one needs to focus on the structure of the

constrained solution to set a stable numerical scheme.

Recently, [5] gives more insights on the minimal solutions of constrained BSDEs. The

minimal solution is proved to satisfy a classical L2-type regularity -as for BSDEs without

constraint- but only until T−. At the terminal time T , the constraint leads to a boundary

effect which consists in replacing the terminal value g by a functional transformation FC [g]

called facelift. This facelift transformation can be interpreted as the smallest function

dominating the original function such that its derivative satisfies the constraint.

Taking advantage of those recent advances, we derive a converging approximation algo-

rithm for constrained BSDEs.

To this end we proceed in two steps. We first provide a discrete time approximation

of the constraint. Taking into account the boundary effect mentioned in [5], we apply the

facelift operator to the Markov function relating Y to the underlying diffusion X, at the

points of a given discrete grid. This leads to a new BSDE with a discrete-time constraint.

Using the regularity property provided by [5], we prove a convergence result as the mesh of

the constraint grid goes to zero. Let us mention the article [7] where a similar discretization

is obtained for the super-replication price. However the approach used in [7] is different and

consists in the approximation of the dual formulation by restricting it to stepwise processes.

We then provide a computable algorithm to approximate the BSDE with discrete-time

constraint. The main issue here comes from the facelift transformation as it involves all

the values of the Markov function linking Y to the underlying diffusion X. In particular,

we cannot proceed as in the reflected case where the transformation on Y depends only on

its value.

To overcome this issue we adopt a machine learning approach. More precisely, we

compute the facelift by neural network approximators. Using the interpretation of the

facelift as the smallest dominating function whose derivatives belong to the constraint set

C, we propose an approximation as a neural network minimizing the square error under the
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constraint of having derivatives in C and dominating the original function. We notice that

this approximation turns the problem into a parametric one, which is numerically valuable.

Using the universal approximation property of neural networks up to order one, we show

that this approximation converges to the facelift as the number of neurons goes to infinity.

Combining our machine learning approximation of the facelift with recent machine learning

approximations for BSDEs/PDEs described in [15], we are able to derive a fully computable

algorithm for the approximation of BSDEs with constraints on the gain process.

The remainder of paper is organized as follows. In Section 2, we recall the main assump-

tions, definitions and results on BSDEs with constraints on the gains process. In Section

3, we introduce the discretely constraints and prove the convergence to the continuously

constrained BSDEs as the mesh of the discrete constraint grid goes to zero. In Section

4, we present the neural network approximation of the facelift and propose a converging

approximation scheme for discretely constrained BSDEs.

Finally, Section 5 is devoted to numerical experiments. At first, we show that the nu-

merical approximation of the facelift by a neural network is not obvious using a simple

minimization with penalization of the constraints. This simple approach numerically gives

an upper bound of the facelift. We then derive an original iterative algorithm that we show

on examples to converge to the facelift till dimension 10.

At last the whole algorithm including the facelift approximation and the BSDE resolution

using the methodology in [15] is tested on some option pricing problems with differential

interest rates.

2 BSDEs with a convex constraint on the gains-process

2.1 The constrained BSDE

Given a finite time horizon T > 0 and a finite dimension d ≥ 1, we denote by Ω the

space C([0, T ],Rd) of continuous functions from [0, T ] to Rd. We endow this space with the

Wiener measure P. We denote by B the coordinate process defined on Ω by Bt(ω) = ω(t)

for ω ∈ Ω. We then define on Ω the filtration (Ft)t∈[0,T ] defined as the P-completion of the

filtration generated by B.

We are given two mesurable functions b, σ : [0, T ]×Rd → Rd, Rd×d on which we make

the following assumption.

(Hb, σ)

(i) The values of the function σ are invertible.

(ii) The functions b, σ and σ−1 are bounded: there exists a constant Mb,σ such that

|b(t, x)|+ |σ(t, x)|+ |σ−1(t, x)| ≤ Mb,σ

for all t ∈ [0, T ] and x ∈ Rd.

(iii) The functions b and σ are Lipschitz continuous in their space variable uniformly in

their time variable: there exists a constant Lb,σ such that

|b(t, x)− b(t, x′)|+ |σ(t, x)− σ(t, x′)| ≤ Lb,σ|x− x′|
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for all t ∈ [0, T ] and x, x′ ∈ Rd.

Under Assumption (Hb, σ), we can define the process Xt,x as the solution to the SDE

Xt,x
s = x+

∫ s

t
b(r,Xt,x

r )dr +

∫ s

t
σ(r,Xt,x

r )dBr , s ∈ [t, T ],

and by classical estimates, there exists a constant C such that

E
[

sup
s∈[t,T ]

|Xt,x
s |2

]
≤ C

for all (t, x) ∈ [0, T ]× Rd and

E
[

sup
s∈[t∨t′,T ]

|Xt,x
s −Xt′,x′

s |2
]
≤ C

(
|t− t′|+ |x− x′|2

)
(2.1)

for all t, t′ ∈ [0, T ] and x, x′ ∈ Rd.

We now define the backward equation. To this end, we consider two functions f : [0, T ]×
Rd × R× Rd → R and g : Rd → R on which we make the following assumption.

(Hf, g)

(i) The function g is bounded: there exists a constant Mg such that

|g(x)| ≤Mg

for all x ∈ Rd.

(ii) The function f is continuous and satisfies the following growth property: there exists

a constant Mf such that

|f(t, x, y, z))| ≤ Mf

(
1 + |y|+ |z|

)
for all t ∈ [0, T ], x ∈ Rd, y ∈ R and z ∈ Rd.

(iii) The functions f and g are Lipschitz continuous in their space variables uniformly in

their time variable: there exists two constants Lf and Lg such that

|f(t, x, y, z)− f(t, x′, y′, z′)| ≤ Lf
(
|x− x′|+ |y − y′|+ |z − z′|

)
|g(x)− g(x′)| ≤ Lg|x− x′|

for all t ∈ [0, T ], x, x′ ∈ Rd, y, y′ ∈ R and z, z′ ∈ Rd.

We then fix a bounded convex subset C of Rd such that 0 ∈ C. For t ∈ [0, T ], we denote by

Ft = (F ts)s∈[t,T ] the completion of the filtration generated by (Bs−Bt)s∈[t,T ]. We define S2
[t,T ]

(resp. H2
[t,T ]) as the set of R-valued càdlàg Ft-adapted (resp. Rd-valued Ft-predictable)

processes U (resp. V ) such that ‖U‖S2
[t,T ]

:= E[sup[t,T ] |Us|2] < +∞ (resp. ‖V ‖H2
[t,T ]

:=
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E[
∫ T
t |Vs|

2]ds < +∞). We also define A2
[t,T ] as the set of R-valued nondecreasing càdlàg

Ft-adapted processes K such that Kt = 0 and E[|KT |2] < +∞.

A solution to the constrained BSDE with parameters (t, x, f, g, C) is defined as a triplet

of processes (U, V,A) ∈ S2
[t,T ] ×H2

[t,T ] ×A2
[t,T ] such that

Us = g(Xt,x
T ) +

∫ T

s
f(u,Xt,x

u , Uu, Vu)du−
∫ T

s
VudBu +AT −As (2.2)

Vs ∈ σ(s,Xt,x
s )>C (2.3)

for s ∈ [t, T ] .

Under Assumptions (Hb, σ) and (Hf, g) and since 0 ∈ C, there exists a solution to

(2.2)-(2.3) given by

Us = (Mg + 1)eMf (T−s) − 1 , s ∈ [t, T ) , UT = g(Xt,x
T ) (2.4)

and

Vs = 0 , s ∈ [t, T ] , (2.5)

for (t, x) ∈ [0, T ] × Rd. We therefore deduce from Theorem 4.2 in [20] that there exists a

unique minimal solution (Y t,x, Zt,x,Kt,x) to (2.2)-(2.3) : for any other solution (U, V,A) to

(2.2)-(2.3) we have

Y t,x
s ≤ Us , s ∈ [t, T ] .

The aim of this paper is to provide a numerical approximation of this minimal solution

(Y t,x, Zt,x,Kt,x).

2.2 Related value function

Since Y t,x is Ft-adapted, Y t,x
t is almost surely constant and we can define the function

v : [0, T ]× Rd → R by

v(t, x) = Y t,x
t , (t, x) ∈ [0, T ]× Rd .

From the uniqueness of the minimal solution to (2.2)-(2.3), we have

Y t,x
s = v(s,Xt,x

s )

for all (t, x) ∈ [0, T ]× Rd and s ∈ [t, T ].

The aim of this paper is to provide a numerical approximation of this minimal solution

(Y t,x, Zt,x,Kt,x) or equivalently an approximation of the function v.

We end this section by providing some properties of the function v. To this end, we

define the facelift operator FC defined by

FC [ϕ](x) = sup
y∈Rd
{ϕ(x+ y)− δC(y)} , x ∈ Rd ,
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for any function ϕ : Rd → R, where δC is the support function of the convex set C

δC(y) = sup
z∈C

z.y , y ∈ Rd .

We recall that δC is positively homogeneous and convex. As a consequence the facelift

operator FC satifies

FC [FC [ϕ]] = FC [ϕ] (2.6)

for any function ϕ : Rd → R.

We have the following properties for the function v.

Proposition 2.1. The function v is locally bounded and satisfies the following properties.

(i) Time space regularity: there exists a constant L such that

|v(t, x)− v(t′, x′)| ≤ L
(
|t− t′|

1
2 + |x− x′|

)
(2.7)

for all t, t′ ∈ [0, T ) and x, x′ ∈ Rd.

(ii) Facelift identity

v(t, x) = FC [v(t, .)](x) (2.8)

for all (t, x) ∈ [0, T )× Rd.

(iii) Value at T−:

lim
t→T−

v(t, x) = FC [g](x) (2.9)

for all x ∈ Rd.

Proof. These results mainly relie on [5]. From classical estimates on BSDEs and the super-

solution exhibited in (2.4)-(2.5), the function v is bounded.

The property (2.7) is a direct consequence of Theorem 2.1 (a) in [5]. We turn to the

facelift identity. Fix t ∈ [0, T ), ε > 0 such that t+ε < T and x ∈ Rd. Since (Y t,x, Zt,x,Kt,x)

is the minimal solution to (2.2)-(2.3), its restriction to [t, t+ ε] is also the minimal solution

to

Us = v(t+ ε,Xt,x
t+ε) +

∫ t+ε

s
f(u,Xt,x

u , Uu, Vu)du−
∫ t+ε

s
Zt,xu dBu +AT −As

Vs ∈ σ(s,Xt,x
s )>C

for s ∈ [t, t+ ε] . From Theorem 2.1 (b) and (c) in [5], we deduce that

v(t+ ε,Xt,x
t+ε) = FC [v(t+ ε, .)](Xt,x

t+ε) .

From (2.7), we get (2.8) by sending ε to 0. The last property is a consequence of Theorem

2.1 (c) in [5].
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We end this section by a characterization of the minimal solution as the limit of penalized

solutions. More precisely, we introduce the sequence (Y n,t,x, Zn,t,x) ∈ S2
[t,T ] ×H2

[t,T ] which

is defined for any n ∈ N∗ as the solution of the following BSDE

Y n,t,x
s = g(Xt,x

T )

+

∫ T

s

(
f(u,Xt,x

u , Y n,t,x
u , Zn,t,xu ) + nmax

{
−H(σ>(u,Xt,x

u )−1Zn,t,xu ), 0
})
du

−
∫ T

s
Zn,t,xu dBu , s ∈ [t, T ] , (2.10)

for (t, x) ∈ [0, T ]× Rd, where the operator H is defined by

H(p) = inf
|y|=1

(δC(y)− yp) , p ∈ Rd .

We also introduce the related sequence of penalized PDEs
−∂tvn(t, x)− Lvn(t, x)− f

(
t, x, vn(t, x), σ(t, x)>Dvn(t, x)

)
−nmax{−H(Dvn(t, x)), 0} = 0 , (t, x) ∈ [0, T )× Rd

vn(T, x) = g(x) , x ∈ Rd
(2.11)

where the second order local operator L related to the diffusion process X is defined by

Lϕ(t, x) = b(t, x).Dϕ(t, x) +
1

2
Tr
(
σσ>(t, x)D2ϕ(t, x)

)
, (t, x) ∈ [0, T ]× Rd ,

for any function ϕ : [0, T ]× Rd → R which is twice differentiable w.r.t. its space variable.

As we use the notion of viscosity solution, we refer to [8] for its definition.

Proposition 2.2. (i) For (t, x) ∈ [0, T ] × Rd the BSDE (2.10) admits a unique solution

(Y n,t,x, Zn,t,x) ∈ S2
[t,T ] ×H2

[t,T ] and we have

Y n,t,x
s = vn(s,Xt,x

s ) , s ∈ [t, T ] ,

where vn is the unique viscosity solution to (2.11) with polynomial growth.

(ii) The sequence (Y n,t,x)n≥1 is nondecreasing and

lim
n→+∞

Y n,t,x
s = Y t,x

s , P− a.s. for s ∈ [t, T ] ,

for any (t, x) ∈ [0, T ]× Rd.
(iii) The sequence (vn)n≥1 is nondecreasing and converges pointwisely to the function v on

[0, T ]× Rd.

Proof. (i) By the definition of the operatorH, the driver of BSDE (2.10) is globally Lipschitz

continuous for all n ≥ 1. From Theorem 1.1 in [17], there exists a unique (Y n,t,x, Zn,t,x) ∈
S2

[t,T ] ×H2
[t,T ] solution to (2.10) for all n ≥ 1. Then from Theorem 2.2 in [17], we get that

the function vn : [0, T ]× Rd → Rd defined by

vn(t, x) = Y n,t,x
t , (t, x) ∈ [0, T ]× Rd ,
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is a continuous viscosity solution to (2.11). By uniqueness to BSDE (2.10), we get

Y n,t,x
s = vn(s,Xt,x

s ) , s ∈ [t, T ] .

Using Theorem 5.1 in [19], vn is the unique viscosity solution to (2.11) with polynomial

growth.

(ii) From Theorem 4.2 in [20], the sequence (Y n,t,x)n≥1 is nondecreasing and converges

pointwisely to Ỹ t,x where (Ỹ t,x, Z̃t,x) is the minimal solution to (2.2), with the constraint

H
(
σ>(Xt,x)−1Z̃t,x

)
≥ 0 ,

for any (t, x) ∈ [0, T ]× Rd. Since C is closed, we get from Theorem 13.1 in [22]

Z̃t,x ∈ σ(Xt,x)>C

and (Ỹ t,x, Z̃t,x) = (Y t,x, Zt,x) for all (t, x) ∈ [0, T )× Rd.

(iii) The nondecreasing convergence of vn to v is an immediate consequence of (ii).

3 Discrete-time approximation of the constraint

3.1 Discretely constrained BSDE

We introduce in this section a BSDE with discretized constraint on the gains process.

To this end, we first extend the definition of the facelift operator to random variables.

More precisely, for s ∈ [0, T ] and L > 0, we denote by DL,s the set of random flows

R = {Rt,x, (t, x) ∈ [0, s]× Rd} of the form

Rt,x = ϕ(Xt,x
s ) , (t, x) ∈ [0, s]× Rd , (3.12)

where ϕ : Rd → R is L-Lipschitz continuous. We also define the set Ds by

Ds =
⋃
L>0

DL,s .

We then define the operator FC,s on Ds by

FC,s[R]t,x = FC [ϕ](Xt,x
s ) , (t, x) ∈ [0, s]× Rd ,

for R ∈ Ds of the form (3.12). We notice that the function ϕ appearing in the representation

(3.12) is uniquely defined. Therefore the extended facelift operator FC is well defined.

Moreover, it satisfies the following stability property

R ∈ DL,s ⇒ FC,s[R] ∈ DL,s (3.13)

for all s ∈ [0, T ], L > 0 and (t, x) ∈ [0, T ]× Rd. Hence FC,s maps Ds into itself.

We then fix a grid R = {r0 = 0 < r1 < . . . < rn = T}, with n ∈ N∗, of the time interval

[0, T ] and we consider the discretely constrained BSDE: find (Y R,t,x, Ỹ R,t,x, ZR,t,x,KR,t,x) ∈
S2

[t,T ] × S2
[t,T ] ×H2

[t,T ] ×A2
[t,T ] such that

Y R,t,xT = Ỹ R,t,xT = FC [g](Xt,x
T ) (3.14)
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and

Ỹ R,t,xu = Y R,t,xrk+1
+

∫ rk+1

u
f(s,Xs, Ỹ

R,t,x
s , ZR,t,xs )ds−

∫ rk+1

u
ZR,t,xs dBs (3.15)

Y R,t,xu = Ỹ R,t,xu 1(rk,rk+1)(u) + FC,rk [Ỹ Ru ]t,x1{rk}(u) (3.16)

for u ∈ [rk, rk+1) ∩ [t, T ], k = 0, . . . , n− 1, and

KR,t,xu =
n∑
k=0

(Y R,t,xrk
− Ỹ R,t,xrk

)1t≤rk≤u≤T

for u ∈ [t, T ].

We also introduce the related PDE which takes the following form

vR(T, x) = ṽR(T, x) = FC [g](x) , x ∈ Rd , (3.17)
−∂tṽR(t, x)− LṽR(t, x)

−f
(
t, x, ṽR(t, x), σ(t, x)>DṽR(t, x)

)
= 0 , (t, x) ∈ [rk, rk+1)× Rd

ṽR(r−k+1, x) = FC [ṽ
R(rk+1, .)](x) , x ∈ Rd

(3.18)

and

vR(t, x) = ṽR(t, x)1(rk,rk+1)(t) + FC [ṽ
R(t, .)](x)1{t=rk} (3.19)

for (t, x) ∈ [rk, rk+1)× Rd, and k = 0, . . . , n− 1.

We first show the well-posedness of the BSDE (3.14)-(3.15)-(3.16) and PDE (3.17)-

(3.18)-(3.19), then we derive some regularity properties about the solutions.

Proposition 3.3. (i) For (t, x) ∈ [0, T ]×Rd, the discretely constrained BSDE (3.14)-(3.15)-

(3.16) admits a unique solution (Y R,t,x, Ỹ R,t,x, ZR,t,x,KR,t,x) ∈ S2
[t,T ]×S2

[t,T ]×H2
[t,T ]×A2

[t,T ].

(ii) The PDE (3.17)-(3.18)-(3.19) admits a unique bounded viscosity solution (vR, ṽR) and

we have

Y R,t,xs = vR(s,Xt,x
s ) and Ỹ R,t,xs = ṽR(s,Xt,x

s ) , s ∈ [t, T ] ,

for (t, x) ∈ [0, T )× Rd.
(iii) The family of functions (vR)R (resp. (ṽR)R) is uniformly Lipschitz continuous in the

space variable: there exists a constant L such that

|vR(t, x)− vR(t, x′)| ≤ L|x− x′|

for all t ∈ [0, T ] and x, x′ ∈ Rd.
(iv) The family of functions (vR)R (resp. (ṽR)R) is uniformly 1

2 -Hölder left-continuous

(resp. right-continuous) in the time variable: there exists a constant L such that

|vR(t, x)− vR(rk+1, x)| ≤ L
√
rk+1 − t

(resp. |ṽR(t, x)− ṽR(rk, x)| ≤ L
√
t− rk )

for all R = {r0 = 0, r1, . . . , rn = T} of [0, T ], t ∈ (rk, rk+1] (resp. t ∈ [rk, rk+1)), k =

0, . . . , n− 1 and x, x′ ∈ Rd.
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Proof. We fix a grid R = {r0 = 0 < r1 < . . . < rn = T} of the time interval [0, T ].

Step 1. Existence and uniqueness to the BSDE and link with the PDE. We prove by a

backward induction on k that (3.15)-(3.16) admits a unique solution on [rk, rk+1] and that

Ỹ R,t,xrk , Y R,t,xrk ∈ Ds and that

Y R,t,x = vR(., Xt,x) and Ỹ R,t,x = ṽR(., Xt,x)

with (vR, ṽR) the unique viscosity solution to (3.17)-(3.18)-(3.19) with polynomial growth.

• k = n− 1. Since g is Lipschitz continuous, it is the same for FC [g]. From (Hb, σ) and

(Hf, g) the BSDE admits a unique solution (see e.g. Theorem 1.1 in [17]). From Theorem

2.2 in [17], the functions (vR, ṽR) defined by

vR(t, x) = Y R,t,xt and ṽR(t, x) = Ỹ R,t,xt , (t, x) ∈ [0, T )× Rd ,

are the unique viscosity solution to (3.17)-(3.18)-(3.19) with polynomial growth. From the

uniqueness to Lipschitz BSDEs (see e.g. Theorem 1.1 in [17]) we get

Y R,t,xs = vR(s,Xt,x
s ) and Ỹ R,t,xs = ṽR(s,Xt,x

s ) , s ∈ [t, T ] ,

for (t, x) ∈ [rn−1, rn) × Rd. Then, from Proposition A.5, we have Ỹ R,t,xrn ∈ Ds. By (3.13),

Y R,t,xrn−1 ∈ Ds

• Suppose the property holds for k + 1. Then Ỹ R,t,xrk+1 ∈ Ds. From Theorem 1.1 in [17],

we get the existence and uniqueness of the solution on [rk, rk+1]. Then, from Theorem 2.2

in [17] and Theorem 5.1 in [19], the functions (vR, ṽR) defined by

vR(t, x) = Y R,t,xt and ṽR(t, x) = Ỹ R,t,xt , (t, x) ∈ [rk, rk+1)× Rd ,

are the unique viscosity solution to (3.17)-(3.18)-(3.19) with polynomial growth. From The

uniqueness to Lipschitz BSDEs (see e.g. Theorem 1.1 in [17]) we get

Y R,t,xs = vR(s,Xt,x
s ) and Ỹ R,t,xs = ṽR(s,Xt,x

s ) , s ∈ [t, T ] ,

for (t, x) ∈ [rk, rk+1)× Rd.
From Proposition A.5 we also have Ỹ R,t,xrk ∈ Ds. By (3.13), Y R,t,xrk ∈ Ds.

Step 2. Uniform space Lipschitz continuity. From the definition of the function vR, (3.13)

and Proposition A.5, we get a backward induction on k that

|vR(t, x)− vR(t, x′)| ≤ Lk|x− x′|

for all t ∈ [rk, rk+1] and x, x′ ∈ Rd with

Ln = Lg

and

Lk−1 = eC(rk−rk−1)(1 + (rk − rk−1))
1
2
(
L2
k + C(rk − rk−1)

) 1
2

10



for k = 0, . . . , n− 1, where C = 2Lb,σ + L2
b,σ + (Lf ∨ 2)2. We therefore get

L2
k = L2

g

n−1∏
j=k

(1 + rj+1 − rj)e2C(rj+1−rj)

+
n−1∑
`=k

C(r`+1 − r`)
∏̀
j=k

e2C(rj+1−rj)(1 + rj+1 − rj)

≤ L2
g

n−1∏
j=0

(1 + rj+1 − rj) + CTeCT
n−1∏
j=0

(1 + rj+1 − rj)

≤
(
L2
g + CTe2CT

)(
1 +

T

n

)n
for k = 0, . . . , n−1. Since the sequence

((
1+ T

n )n
)
n≥1

is bounded we get the space Lipschitz

property uniform in the grid R.

Step 3. Uniform time Hölder continuity. From the previous step and Proposition A.7, we

get the Hölder regularity uniform in the grid R.

3.2 Convergence of the discretely constrained BSDE

We fix a sequence (Rn)n≥1 of grids of the time interval [0, T ] of the form

Rn :=
{
rn0 = 0 < rn1 < · · · < rnκn = T

}
, n ≥ 1 .

We suppose this sequence is nondecreasing, that means Rn ⊂ Rn+1 for n ≥ 1, and

|Rn| := max
1≤k≤κn

(rnk − rnk−1) −−−−−→
n→+∞

0 .

Theorem 3.1. The sequences of functions (ṽR
n
)n≥1 and (vR

n
)n≥1 are nondecreasing and

converges to v

lim
n→+∞

vR
n
(t, x) = lim

n→+∞
ṽR

n
(t, x) = v(t, x)

for all (t, x) ∈ [0, T )× Rd.

To prove Theorem 3.1 we need the following Lemma.

Lemma 3.1. Let u : [0, T ]× Rd → R be a locally bounded function such that

u(t, x) = FC [u(t, .)](x) (3.20)

for all (t, x) ∈ [0, T ]× Rd. Then u is a viscosity supersolution to

H(Du) = 0 .

11



Proof. Fix (t̄, x̄) ∈ [0, T ]× Rd and ϕ ∈ C1,2([0, T ]× Rd) such that

0 = (u− ϕ)(t̄, x̄) = min
[0,T ]×Rd

(u− ϕ)(t, x) .

From (3.20) we get

ϕ(t̄, x̄) = FC [ϕ(t̄, .)](x̄) . (3.21)

Fix y ∈ C. From Taylor formula we have

ϕ(t̄, x̄+ y) = ϕ(t̄, x̄) +

∫ 1

0
Dϕ
(
t̄, sx̄+ (1− s)(x̄+ y)

)
.yds

Since 0 ∈ C we have εy ∈ C for any ε ∈ (0, 1). Since δC is positively homogeneous, we get

by taking εy in place of y

ε
(
δC(y)−

∫ 1

0
Dϕ
(
t̄, x̄+ (1− s)εy

)
.yds

)
= ϕ(t̄, x̄)−

(
ϕ(t̄, x̄+ εy)− δC(εy)

)
.

Then from (3.21) we get

δC(y)−
∫ 1

0
Dϕ
(
t̄, x̄+ (1− s)εy

)
.yds ≥ 0

for all ε > 0. Since ϕ ∈ C1,2([0, T ]×Rd), we can apply the dominated convergence theorem

and we get by sending ε to 0

δC(y)−Dϕ(t̄, x̄).y ≥ 0 .

Since y is arbitrarily chosen in C we get

H
(
Dϕ(t̄, x̄)

)
≥ 0 .

Proof of Theorem 3.1. Fix (t, x) ∈ [0, T ] × Rd. Since the sequence of grids (Rn)n≥1 is

nondecreasing and FC,s[Y ] ≥ Y for any Y ∈ Ds, using the comparison Theorem 2.2 in [11],

we get by induction that the sequences (Y R
n,t,x)n≥1 and (Ỹ R

n,t,x)n≥1 are nondecreasing.

Therefore the sequences of functions (ṽR
n
)n≥1 and (vR

n
)n≥1 are nondecreasing and we can

define the limits

w(t, x) = lim
n→+∞

vR
n
(t, x)

w̃(t, x) = lim
n→+∞

ṽR
n
(t, x)

for all (t, x) ∈ [0, T ]× Rd. We proceed in four steps to prove that v = w = w̃.

Step 1. We have w̃ = w ≤ v. Still using the comparison Theorem 2.2 in [11] we get by

induction

w(t, x) ≥ w̃(t, x) , (t, x) ∈ [0, T ]× Rd .

12



Moreover, we get from Proposition 2.1 that (Y t,x1[t,T ) + FC [g](Xt,x
T )1{T}, Z

t,x) is a contin-

uous supersolution to (3.15) on each interval [rnk , r
n
k+1]∩ [t, T ]. Therefore, using Remark b.

of Section 2.3 in [11], we get by induction Y t,x ≥ Y Rn,t,x for all n ≥ 1. Hence

v(t, x) ≥ w(t, x)

for all (t, x) ∈ [0, T ) × Rd. We now prove w = w̃. Fix n ≥ 1, k ∈ {0, . . . , κn − 1},
t ∈ [rnk , r

n
k+1) and x ∈ Rd. We have

|vRn(t, x)− ṽRn(t, x)| ≤ |vRn(t, x)− vRn(rnk+1, x)|+ |vRn(rnk+1, x)− ṽRn(rnk , x)|
+|ṽRn(rnk , x)− ṽRn(t, x)| .

From Proposition 3.3 (iii) we get

|vRn(t, x)− ṽRn(t, x)| ≤ 2L
√
|Rn|+ |vRn(rnk+1, x)− ṽRn(rnk , x)| .

Since vR
n

coincides with ṽR
n

out of the grid Rn we have

|vRn(rnk+1, x)− ṽRn(rnk , x)| ≤ |vRn(rnk+1, x)− vRn(
rnk + rnk+1

2
, x)|

+|ṽR(
rnk + rnk+1

2
, x)− ṽR(rnk , x)| .

Still using Proposition 3.3 (iii) we get

|vRn(rnk+1, x)− ṽRn(rnk , x)| ≤ 2L
√
|Rn|

and

|vRn − ṽRn | ≤ 4L
√
|Rn| −−−−−→

n→+∞
0 .

Step 2. The function w satisfies

w(t, x) = FC [w(t, .)](x)

for all (t, x) ∈ [0, T ]× Rd. We first prove

lim
n→+∞

FC [v
Rn(t, .)](x)− vRn(t, x) = 0 .

Fix n ≥ 1. If t ∈ Rn, then FC [v
Rn(t, .)]−vRn(t, .) = 0 from (2.6). Fix now k ∈ {0, . . . , κn−

1} and t ∈ (rnk , r
n
k+1). Then, still using (2.6), we have vR(rnk+1, .) = FC [v

R(rnk+1, .)]. There-

fore we get

|FC [vR
n
(t, .)]− vRn(t, .)| ≤ |FC [vR

n
(rnk+1, .)](.)− FC [vR

n
(t, .)]|

+|vRn(rnk+1, .)− vR
n
(t, .)|

≤ 2 sup
x∈Rd

|vRn(rnk+1, x)− vRn(t, x)| .

13



We deduce from Proposition 3.3 (ii) that

sup
x∈R
|FC [vR

n
(t, .)](x)− vRn(t, x)| ≤ 2L

√
|Rn| −−−−−→

n→+∞
0 .

Then we have

0 ≤ FC [w(t, .)](x)− w(t, x) = FC
[

lim
n→+∞

vR
n
(t, .)

]
(x)− lim

n→+∞
vR

n
(t, x)

≤ lim
n→+∞

FC [v
Rn(t, .)](x)− vRn(t, x) = 0 .

Step 3. The function w is a viscosity supersolution to
−∂tw(t, x)− Lw(t, x)

−f
(
t, x, w(t, x), σ(t, x)Dw(t, x)

)
= 0 , (t, x) ∈ [0, T )× Rd .

w(T, x) = g(x) , x ∈ Rd ,
(3.22)

We first prove that vR
n

is a viscosity supersolution to (3.22) for any n ≥ 1. Fix (t̄, x̄) ∈
[0, T ] × Rd and n ≥ 1. If t̄ = T then we have vR

n
(t̄, x̄) ≥ g(x̄). If t̄ /∈ Rn we deduce

the viscosity supersolution property from (3.18). Suppose now that t̄ = rk for some k =

0, . . . , n− 1. Fix ϕ ∈ C1,2([0, T ]× Rd) such that

0 = (vR
n

∗ − ϕ)(t̄, x̄) = min
[0,T ]×Rd

(vR
n

∗ − ϕ) .

We observe that the lsc envelope vR
n

∗ of vR
n

is the function ṽR
n
. We then have

0 = (ṽR
n − ϕ)(t̄, x̄) = min

[rnk ,r
n
k+1]×Rd

(ṽR
n − ϕ) .

From the viscosity property of ṽR
n
, we deduce that

∂tϕ(t̄, x̄)− Lϕ(t̄, x̄)− f
(
t̄, x̄, ϕ(t̄, x̄), σ(t̄, x̄)Dϕ(t̄, x̄)

)
≥ 0

and vR is a viscosity supersolution. We now turn to w. Since vR
n ↑ w as n ↑ +∞, we can

apply stability results for semi-linear PDEs (see e.g. Theorem 4.1 in [1]) and we get the

viscosity supersolution property of w.

Step 4. We have w = v. In view of Step 1, it sufficies to prove that w ≥ v. From Lemma

3.1 and Step 2, w is a viscosity supersolution to H
(
Dw

)
≥ 0. Then from Step 3, we deduce

that w is a viscosity supersolution to (2.11). By Theorem 4.4.5 in [21] we get w ≥ vn for

all n ≥ 1 and hence w ≥ v from Proposition 2.2 (iii).

Corollary 3.1. We have the following uniform convergence

lim
n→+∞

sup
(t,x)∈[0,T )×Q

|vRn(t, x)− v(t, x)| =

lim
n→+∞

sup
(t,x)∈[0,T )×Q

|ṽRn(t, x)− v(t, x)| = 0

for every compact subset Q of Rd.
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Proof. We first define the function v̂ by

v̂(t, x) = v(t, x)1[0,T )(t) + FC [g](x)1{T}(t) , (t, x) ∈ [0, T ]× Rd .

From Proposition 2.1, v̂ is continuous on [0, T ]×Rd. Fix a compact Q of Rd. Using Dini’s

Theorem we get

lim
n→+∞

sup
x∈Q
|vRn(t, x)− v̂(t, x)| =

lim
n→+∞

sup
x∈Q
|ṽRn(t, x)− v̂(t, x)| = 0

for every t ∈ [0, T ]. In particular, if we define for n ≥ 1 the functions Φn : [0, T ]→ R by

Φn(t) = sup
x∈Q
|vRn(t, x)− v̂(t, x)| , t ∈ [0, T ] ,

then (Φn)n≥1 is a nonincreasing sequence of càdlàg functions such that

lim
n→+∞

Φn(t) = 0

for all t ∈ [0, T ] and

lim
n→+∞

Φn(t−) = lim
n→+∞

sup
x∈Q
|ṽRn(t, x)− v̂(t, x)| = 0

for all t ∈ (0, T ]. We then apply Dini’s Theorem for càdlàg functions (see the Lemma in

the proof of Theorem 2 Chapter VII Section 1 in [10]) and we get the uniform convergence

of (Φn)n≥1 to 0. Since v̂ coincides with v on [0, T )× Rd, we get the desired result.

Corollary 3.2. We have the following convergence result

lim
n→+∞

E
[

sup
[t,T )

∣∣Y Rn,t,x − Y t,x
∣∣2]+ E

[
sup
[t,T )

∣∣Ỹ Rn,t,x − Y t,x
∣∣2]

+E
[ ∫ T

t

∣∣ZRn,t,xs − Zt,xs
∣∣2ds] = 0 ,

for all (t, x) ∈ [0, T )× Rd.

Proof. We first write

sup
s∈[t,T )

∣∣Y Rn,t,xs − Y t,x
s

∣∣2 = sup
s∈[t,T )

∣∣vRn(s,Xt,x
s )− v(s,Xt,x

s )
∣∣2 ,

sup
s∈[t,T )

∣∣Ỹ Rn,t,xs − Y t,x
s

∣∣2 = sup
s∈[t,T )

∣∣ṽRn(s,Xt,x
s )− v(s,Xt,x

s )
∣∣2 .

Since X has continuous paths, we get from Theorem 3.1

lim
n→+∞

sup
[t,T )

∣∣Y Rn,t,x − Y t,x
∣∣2 + sup

[t,T )

∣∣Ỹ Rn,t,x − Y t,x
∣∣2 = 0 , P− a.s.

By Lebesgue dominated convergence Theorem we get

lim
n→+∞

E
[

sup
[t,T )

∣∣Y Rn,t,x − Y t,x
∣∣2]+ E

[
sup
[t,T )

∣∣Ỹ Rn,t,x − Y t,x
∣∣2] = 0 .
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By classical estimates on BSDEs based on BDG and Young inequalities and Gronwall

Lemma, we deduce

lim
n→+∞

E
[ ∫ T

t

∣∣ZRn,t,xs − Zt,xs
∣∣2ds] = 0 .

4 Neural network approximation of the discretely constrained

BSDE

4.1 Neural networks and approximation of the facelift

We first recall the definition of a neural network with single hidden layer. To this end, we

fix a function ρ : Rd → R called the activation function, and an integer m ≥ 1, representing

the number of neurons (also called nodes) on the hidden layer.

Definition 4.1. The set NNρ
m of feedforward neural network with single hidden layer with

m neurons and the activation function ρ is the set of functions

x ∈ Rd 7→
m∑
i=1

λiρ(αi.x) ∈ R ,

where λi ∈ R and αi ∈ Rd, for i = 1, . . . ,m.

For m ≥ 1 we define the set Θm by

Θm :=
{

(λi, αi)i=1,...,m : λi ∈ R and αi ∈ Rd for i = 1, . . . ,m
}
.

For θ = (λi, αi)i=1,...,m ∈ Θm, we denote by NN θ the function from Rd to R defined by

NN θ(x) =
m∑
i=1

λiρ(αi.x) ∈ R , x ∈ Rd .

We also define the set NNρ by

NNρ :=
⋃
m≥1

NNρ
m .

We suppose in the sequel that ρ is not identically equal to 0, belongs to C1(R,R) and

satisfies
∫
R |ρ
′(x)|dx < +∞. We denote by C1(Rd,R) the set functions in C1

b (Rd,R) with

bounded derivative. We then have the following result from [13].

Theorem 4.2. NNρ is dense in C1
b (Rd,R) for the topology of uniform convergence on

compact sets: for any f ∈ C1
b (Rd,R) and for any compact Q of Rd, there exists a sequence

(NN θ`)`≥1 of NNρ such that

sup
x∈Q
|NN θ`(x)− f(x)|+ sup

x∈Q
|DNN θ`(x)−Df(x)| `→+∞−−−−→ 0 .
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We turn to the facelift approximation by feedforward neural networks. We fix bounded

and Lipschitz continuous functions ϕ and ϕ`, ` ≥ 1, from Rd to R and a random variable

ξ. For ε > 0, we define the sequence of parameters (θ∗m,ε,`)m,ε,` by

θ∗m,ε,` ∈ arg min
θ∈Θm

E
[∣∣(NN θ − ϕ`)(ξ)

∣∣21Bε(ξ)] (4.23)

θ s.t. P(DNN θ(ξ) ∈ Cε; (NN θ − ϕ`)(ξ) ≥ −ε
∣∣ ξ ∈ Bε) = 1

where DNN θ denotes the gradient of NN θ, Cε stands for the closed convex set defined by

Cε =
{
y ∈ Rd : ∃x ∈ C, |x− y| ≤ ε

}
,

and Bε stands for the ball B(0, 1
ε ).

Proposition 4.4. Suppose Supp(Pξ) = Rd and that E[|ξ|2] < +∞. Then, if ϕ` converges

uniformly to ϕ on compact sets, we have

lim
ε→0

lim
m→+∞

lim
`→+∞

E
[
|(NN θ∗m,ε,` − FC [ϕ])(ξ)|21Bε(ξ)

]
= 0 . (4.24)

Moreover, we have

lim
ε→0

lim
m→+∞

lim
`→+∞

E
[
|(NN θ∗m,ε,` ∨M ∧ (−M)− FC [ϕ])(ξ)|2

]
= 0 . (4.25)

for any constant M > 0 such that |ϕ| ≤M .

To prove this theorem we need the following Lemma.

Lemma 4.2. Let X and (Xn)n≥1 be positive integrable random variables such that

lim inf
n→+∞

Xn ≥ X ≥ 0 , (4.26)

and

lim sup
n→+∞

E[Xn] ≤ E[X] . (4.27)

Then, we have

Xn
n→+∞−−−−−→
P−p.s.

X .

Proof. We argue by contradiction. Suppose the P-a.s. convergence of Xn to X does not

hold. Then from (4.26), there exists some η > 0 and Ωη ⊂ Ω such that P(Ωη) > 0 and

lim inf
n→+∞

Xn ≥ X + η on Ωη . (4.28)

From Fatou’s Lemma and (4.27) we get

E[X] ≥ E
[

lim inf
n→+∞

Xn

]
≥ E[X] + ηP(Ωη)

which contradicts P(Ωη) > 0.
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Proof of Proposition 4.4. Step 1. We prove that for any ε > 0, there exists a sequence

(θ′m,ε)m≥1 such that θ′m,ε ∈ Θm for m ≥ 1, and

lim sup
m→+∞

E
[
|NN θ′m,ε(ξ)− FC [ϕ](ξ)|2

∣∣ ξ ∈ Bε] ≤ ε ,

and

P
(
DNN θ′m,ε ∈ Cε; (NN θ′m,ε − ϕ`)(ξ) ≥ ε

∣∣ ξ ∈ Bε) = 1 ,

for ` and m large enough.

To this end, we introduce the sequence of mollifiers ψn : Rd → R+, n ≥ 1, defined by

ψn(x) := ndψ(nx) , x ∈ R ,

where the function ψ ∈ C∞(Rd,R+) has a compact support and is such that
∫
Rd ψ(u)du = 1.

We then define the functions φn, n ≥ 1, by

φn(x) :=

∫
Rd
ψn(y)FC [ϕ](x− y)dy , x ∈ R .

Since ϕ is Lipschitz continuous and bounded, FC [ϕ] is also Lipschitz continuous and bounded.

From classical results, we know that φn converges to FC [ϕ] as n goes to infinity uniformly

on every compact subset of R. Moreover, φn ∈ C∞(Rd,R+). Since FC [ϕ] is Lipschitz con-

tinuous it is almost everywhere differentiable by Rademacher Theorem and we get from the

dominated convergence Theorem

Dφn(x) =

∫
Rd
ψn(y)DFC [ϕ](x− y)dy .

From Lemma 3.1, we have DFC [ϕ] ∈ C almost everywhere on Rd. Since C is convex, we get

Dφn(x) ∈ C (4.29)

for all x ∈ Rd and all n ≥ 1. Fix now ε > 0. Then there exists nε ∈ N∗ such that

sup
x∈Bε

∣∣FC [ϕ](x)− φnε(x)
∣∣ ≤ ε

3
. (4.30)

From Theorem 4.2, there exists a sequence (θ′m,ε)m≥1 such that

sup
Bε

∣∣NN θ′m,ε − φnε
∣∣+ sup

Bε

∣∣DNN θ′m,ε −Dφnε
∣∣ −−−−−→

m→+∞
0 . (4.31)

We therefore get from (4.29), (4.30) and (4.31)

P
(
DNN θ′m,ε ∈ Cε; (NN θ′m,ε − ϕ)(ξ) ≥ 2ε

3

∣∣ ξ ∈ Bε) = 1 ,

for m large enough. From the local uniform convergence of ϕ` to ϕ, we get

P
(
DNN θ′m,ε ∈ Cε; (NN θ′m,ε − ϕ`)(ξ) ≥ ε

∣∣ ξ ∈ Bε) = 1 ,
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for ` large enough. Moreover, we have from (4.30) and (4.31)

lim sup
m→+∞

E
[
|NN θ′m,ε(ξ)− FC [ϕ](ξ)|2

∣∣ ξ ∈ Bε] ≤ 2 lim sup
m→+∞

E
[
|NN θ′m,ε(ξ)− φnε(ξ)|2

∣∣ ξ ∈ Bε]
+2E

[
|φnε(ξ)− FC [ϕ](ξ)|2

∣∣ ξ ∈ Bε]
≤ ε2

2
.

Step 2. From the definition (4.23) of θ∗m,ε,` we get

E
[∣∣(NN θ∗m,ε,` − ϕ`)(ξ)

∣∣2 ∣∣ ξ ∈ Bε] ≤ E
[∣∣(NN θ′m,ε − ϕ`)(ξ)

∣∣2 ∣∣ ξ ∈ Bε] .
By sending ` and m to ∞, we get from Step 1

lim sup
m→+∞

lim sup
`→+∞

E
[∣∣(NN θ∗m,ε,` − ϕ`

)
(ξ)
∣∣2 ∣∣ ξ ∈ Bε] ≤(

E
[∣∣(FC [ϕ]− ϕ

)
(ξ)
∣∣2 ∣∣ ξ ∈ Bε] 1

2
+

√
ε2

2

)2
. (4.32)

Hence, we have

lim sup
ε→0

lim sup
m→+∞

lim sup
`→+∞

E
[∣∣(NN θ∗m,ε,` − ϕ`

)
(ξ)
∣∣2 ∣∣ ξ ∈ Bε] ≤ E

[∣∣(FC [ϕ]− ϕ
)
(ξ)
∣∣2] . (4.33)

We now define the local facelift operator F εCε by

F εCε [φ](x) = sup
y∈Rd : x+y∈Bε

{φ(x+ y)− δCε(y)}

for a locally bounded function φ and x ∈ Bε. We observe that

NN θ∗m,ε,` ≥ F εCε [ϕ`]− ε on Bε . (4.34)

Indeed, from Taylor’s formula and since DNN θ∗m,ε,` ∈ Cε on Bε we first have

NN θ∗m,ε,`(x)−
(
NN θ∗m,ε,`(x+ y)− δCε(y)

)
=

∫ 1

0

(
δCε(y)−DNN θ∗m,ε,`(x+ sy).y

)
ds ≥ 0

for all x ∈ Bε and y ∈ Rd such that x+ y ∈ Bε. Therefore

NN θ∗m,ε,` = F εCε [NN
θ∗m,ε,` ] on Bε .

Since (NN θ∗m,ε,` − ϕ`)(ξ) ≥ −ε on Bε we have

NN θ∗m,ε,` = F εCε [NN
θ∗m,ε,` ] ≥ F εCε [ϕ`]− ε on Bε . (4.35)

From the uniform convergence of ϕ` to ϕ on compact sets, we have

(F εCε [ϕ`]− FC [ϕ])(ξ)1Bε(ξ)
P−a.s.−−−−−−−−→

ε→0, `→+∞
0 . (4.36)
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Therefore, we get

lim inf
ε→0

lim inf
m→+∞

lim inf
`→+∞

(
NN θ∗m,ε,` − ϕ

)
(ξ)1Bε(ξ) ≥

(
FC [ϕ]− ϕ

)
(ξ) ≥ 0 ,

and

lim inf
ε→0

lim inf
m→+∞

lim inf
`→+∞

(
NN θ∗m,ε,` − ϕ

)2
(ξ)1Bε(ξ) ≥

(
FC [ϕ]− ϕ

)2
(ξ) . (4.37)

From (4.33), (4.37) and Lemma 4.2 we get(
NN θ∗m,ε,` − ϕ

)2
(ξ)1Bε(ξ)

P−p.s.−−−−−−−−−−−−−→
ε→0,m→+∞,`→+∞

(
FC [ϕ]− ϕ

)2
(ξ) .

We deduce from (4.35) and (4.36)(
NN θ∗m,ε,` − FC [ϕ]

)
(ξ)1Bε(ξ)

P−p.s.−−−−−−−−−−−−−→
ε→0,m→+∞,`→+∞

0 .

We then notice that since DNN θ∗m,ε,` ∈ Cε on Bε and C is bounded, the family NN θ∗m,ε,`

satisfies a uniform linear growth property for ε in the neighborhood of 0+. Since FC [ϕ] is

bounded and E[|ξ|2] < +∞, we can apply the dominated convergence Theorem and we get

(4.24) The last result (4.4) is a consequence of (4.24), the square integrability of ξ and the

bound |FC [ϕ]| ≤M .

4.2 The approximation scheme

We fix an initial condition X0 at time t = 0 for the diffusion and we write X for X0,X0 .

We first fix two time grids

• a constraint grid R = {r0 = 0 < r1 < . . . < rκ = T},

• a family of grids π = {πk, k = 0, . . . , κ−1} where πk is a grid of [rk, rk+1] of the form

πk = {tk,0 = rk < . . . < tk,nk = rk+1} . We set |πk| = maxi=0,...nk−1(tk,i+1 − tk,i).

We denote by Xπ the Euler scheme of X related to the grid π. It is defined by Xπ
0 = X0

and {
Xπ
tk,i+1

= Xπ
tk,i

+ b(tk,i, X
π
tk,i

)∆tk,i + σ(tk,i, X
π
tk,i

)∆Btk,i
Xπ
tk+1,0

= Xπ
tk,nk

with ∆tk,i = tk,i+1 − tk,i and ∆Btk,i = Btk,i+1
− Btk,i for k = 0, . . . , κ − 1 and i =

0, . . . , nk − 1. We then introduce the function F : [0, T ]× Rd × R× Rd × [0, T ]× Rd → R
defined by

F (t, x, y, z, h,∆) := y − f(t, x, y, z)h+ z.∆

for (t, x, y, z, h,∆) ∈ [0, T ] × Rd × R × Rd × [0, T ] × Rd. We fix two multi-parameters

ε = (ε0, ε1, . . . , εκ) and m = (m1
0,m

2
0,m

3
0,m

1
1,m

2
1,m

3
1, . . . . . . ,m

1
κ−1,m

2
κ−1,m

3
κ−1,m

1
κ) and

two positive constants M and L. We define {VR,π,ε,mk,i }0≤k≤κ−1
0≤i≤nk and (ṼR,π,ε,mk,i )0≤k≤κ−1

0≤i≤nk by
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the following algorithm.

Algorithm 1: Global approximation scheme.

VR,π,ε,mκ,0 = ṼR,π,ε,mκ,0 = NNθ∗κ,0 ∧ (−M) ∨M

where

θ∗κ,0 ∈ arg minE
[∣∣∣NNθ(Xπ

T )− g(Xπ
T )
∣∣∣2 ∣∣ Xπ

T ∈ Bεκ
]

θ ∈ Θm1
κ

s.t. P
(
DNNθ(Xπ

T ) ∈ Cεκ ;NNθ(Xπ
T ) ≥ g(Xπ

T )− εκ
∣∣ Xπ

T ∈ Bεκ
)

= 1 .

for k = κ− 1, . . . , 0 do

VR,π,ε,mk,nk
= VR,π,ε,mk+1,0 and ṼR,π,ε,mk,nk

= ṼR,π,ε,mk+1,0 .

for i = nk − 1, . . . , 1 do

ṼR,π,ε,mk,i = VR,π,ε,mk,i = NNθ∗k,i

where

(θ∗k,i, θ̂
∗
k,i) ∈ arg min

(θ,θ̂)∈Θ
m3
k
×Θd

m3
k

E
[∣∣∣NNθ∗k,i+1(Xπ

tk,i+1
)

−F
(
tk,i, X

π
tk,i
, NNθ(Xπ

tk,i
), NN θ̂(Xπ

tk,i
),∆tk,i,∆Btk,i

)∣∣∣2] .
end

VR,π,ε,mk,0 = NNθ∗k,0 ∧ (−M) ∨M and ṼR,π,ε,mk,0 = NN θ̃∗k,0

where

θ∗k,0 ∈ arg minE
[∣∣∣NNθ(Xπ

tk,0)−NN θ̌∗k,0(Xπ
tk,0) ∧ (−M) ∨M

∣∣∣2 ∣∣ Xπ
tk,0 ∈ Bεk

]
θ ∈ Θm1

k
s.t. P

(
DNNθ(Xπ

tk,0) ∈ Cεk ;

NNθ(Xπ
tk,0) ≥ NN θ̌∗k,0(Xπ

tk,0) ∧ (−M) ∨M − εk
∣∣ Xπ

tk,0 ∈ Bεk
)

= 1 ,

θ̌∗k,0 ∈ arg minE
[∣∣∣NNθ(Xπ

tk,0) ∧ (−M) ∨M −NN θ̃∗k,0(Xπ
tk,0)

∣∣∣2 ∣∣ Xπ
tk,0 ∈ Bεk

]
θ = (λi, αi)1≤i≤m2

k
∈ Θm2

k
s.t. |

m2
k∑

i=1

λiαi| ≤
L+ 1

|ρ′(0)|

θ̃∗k,0 ∈ argmin
(θ,θ̂)∈Θ

m3
k
×Θd

m3
k

E
[∣∣∣NNθ∗k,1(Xπ

tk,1)

−F
(
tk,0, X

π
tk,0 , NN

θ(Xπ
tk,0), NN θ̂(Xπ

tk,0),∆tk,0,∆Btk,0
)∣∣∣2] .

end
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We choose the constants M and L such that the functions vR are L-Lipschitz continuous

and bounded by M . We recall that such constants exist from Proposition 3.3.

The sequences {VR,π,ε,mk,i (Xπ
tk,i

)}0≤k≤κ−1
0≤i≤nk and {ṼR,π,ε,mk,i (Xπ

tk,i
)}0≤k≤κ−1

0≤i≤nk−1 play the role of

approximations for {Y Rtk,i}
0≤k≤κ−1
0≤i≤nk and {Y Rtk,i}

0≤k≤κ−1
0≤i≤nk respectively. We then also define the

approximation { ¯̂ZR,πk,i }
0≤k≤κ−1
0≤i≤nk−1 of the process ZR by

¯̂ZR,πk,i = NN θ̂k,i(Xπ
tk,i

) ,

for k = 0, . . . , κ− 1 and i = 0, . . . , nk − 1.

4.3 Convergence of the approximation scheme

To study the behavior of the approximation Algorithm 1, we make the additional standing

assumptions on the drift b, the diffusion coefficient σ and the driver f .

(Hb, σ)’ There exists a constant Lb,σ > 0 such that

|b(t, x)− b(t′, x′)|+ |σ(t, x)− σ(t′, x′)| ≤ Lb,σ

(
|t− t′|

1
2 + |x− x′|

)
for all (t, x) and (t′, x′) ∈ [0, T ]× Rd.

(Hf)’ There exists a constant Lf > 0 such that

|f(t, x, y, z)− f(t′, x′, y′, z′)| ≤ Lf

(
|t− t′|

1
2 + |x− x′|+ |y − y′|+ |z − z′|

)
for all (t, x, y, z) and (t′, x′, y′, z′) ∈ [0, T ]× Rd × R× Rd.

We next define the error Errπ,R related to the grids π and R

Errπ,Rε,m = max
k=0,...,κ−1

max
i=1,...,nk

E
[∣∣Y Rtk,i − VR,π,ε,mk,i (Xπ

tk,i
)
∣∣2]

+ max
k=0,...,κ−1

max
i=0,...,nk−1

E
[∣∣Ỹ Rtk,i − ṼR,π,ε,mk,i (Xπ

tk,i
)
∣∣2]

+E
[ n−1∑
i=0

∫ tk,i+1

tk,i

∣∣ZRt − ¯̂ZR,πk,i

∣∣2dt] .
We then have the following convergence result.

Theorem 4.3. We have the following convergence

lim
n0→+∞

lim
m3

0→+∞
lim
ε1→0

lim
m1

1→+∞
lim

m2
1→+∞

lim
n1→+∞

lim
m3

1→+∞
. . .

· · · lim
εκ−1→0

lim
m1
κ−1→+∞

lim
m2
κ−1→+∞

lim
nκ−1→+∞

lim
m3
κ−1→+∞

lim
εκ→0

lim
m1
κ→+∞

Errπ,Rε,m = 0 .

To prove Theorem 4.3, we need the two following lemmata.

Lemma 4.3. Let ϕ and ϕ`, ` ≥ 1, be functions from Rd to R. Suppose there exists constants

L and M such that ϕ and ϕ`, ` ≥ 1, are L-Lipschitz continuous and bounded by M . Let ξ

be a random variable such that Supp(Pξ) = Rd and suppose also that

E
[∣∣ϕ`(ξ)− ϕ(ξ)|2

]
−−−−→
`→+∞

0 . (4.38)

Then ϕ` converges uniformly to ϕ on compact subsets of Rd.
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Proof. From Ascoli Theorem the sequence (ϕ`)`≥1 is compact for the convergence on com-

pact subsets of Rd. Let ϕ̃ be an adherence value. Then, up to a subsequence

sup
K
|ϕ` − ϕ̃| −−−−→

`→+∞
0

for any compact subset K of Rd. From (4.38), we deduce that ϕ̃(ξ) = ϕ(ξ) P-a.s. and since

Supp(Pξ) = Rd we get ϕ̃ = ϕ on Rd.

The next results shows that for the approximation of a bounded and Lipschitz contin-

uous function, we can restrict the neural network weights to a given bound.

Lemma 4.4. Let ϕ and ϕ`, ` ≥ 1, be functions from Rd to R and ξ be a random variable

satisfying conditions of Lemma 4.3. Suppose the activation function ρ is differentiable with

ρ′(0) 6= 0. Define the sequence (θ∗m,`)m,`≥1 by

θ∗m,` ∈ arg minE
[∣∣NN θ(ξ) ∨ (−M) ∧M − ϕ`(ξ)|2

]
θ = (λi, αi)1≤i≤m ∈ Θm s.t. |

m∑
i=1

λiαi| ≤
L+ 1

|ρ′(0)|
.

Then

lim
m→+∞

lim
`→+∞

E
[∣∣NN θ∗m,`(ξ) ∨ (−M) ∧M − ϕ(ξ)|2

]
= 0 . (4.39)

Proof. Using a mollification argument, we can assume w.l.o.g. that ϕ ∈ C1(Rd,R). From

Theorem 4.2, we can find a sequence (θm)m≥1 such that θm ∈ Θm for m ≥ 1 and

(NN θm , DNN θm)m≥1 converges uniformly to (ϕ,Dϕ) on compact sets. We therefore get

for m large enough

|
m∑
i=1

λmi α
m
i | ≤

L+ 1

|ρ′(0)|

where θm = (λmi , α
m
i )1≤i≤m. From the definition of θ∗m,` we have

E
[∣∣NN θ∗m,`(ξ) ∨ (−M) ∧M − ϕ(ξ)|2

]
≤ 2E

[∣∣NN θ∗m,`(ξ) ∨ (−M) ∧M − ϕ`(ξ)|2
]

+2E
[∣∣ϕ`(ξ)− ϕ(ξ)|2

]
≤ 2E

[∣∣NN θm(ξ) ∨ (−M) ∧M − ϕ`(ξ)|2
]

+2E
[∣∣ϕ`(ξ)− ϕ(ξ)|2

]
which converges to zero as ` and m goes to ∞.

Remark 4.1. If we suppose the derivative of the activation function ρ is bounded by a

constant C then, the condition |
∑m

i=1 λiαi| ≤
L+1
|ρ′(0)| restricts to neural networks that are

C L+1
|ρ′(0)| Lipschitz continuous.
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Proof of Theorem 4.3. We recall that for (t, x) ∈ [0, T ] × Rd, (Y R,t,x, ZR,t,x) is defined by

(3.14)-(3.15)-(3.16). From Proposition 2.1 and classical estimates on Euler scheme we have

max
k=0,...,κ−1

max
i=1,...,nk

E
[∣∣Y Rtk,i − Y R,tk,0,Xπ

tk,0

tk,i

∣∣2]
+ max
k=0,...,κ−1

max
i=0,...,nk−1

E
[∣∣Ỹ Rtk,i − Ỹ R,tk,0,Xπ

tk,0

tk,i

∣∣2] (4.40)

+
κ−1∑
k=0

E
[ nk−1∑
i=0

∫ tk,i+1

tk,i

∣∣ZRt −ZR,tk,0,Xπ
tk,0

tk,i

∣∣2dt] −→ 0 ,

as max0≤k≤κ−1 |πk| → 0. From Proposition 4.4 we have

lim
εκ→0

lim
m1
κ→+∞

E
[
|(VR,π,ε,mκ−1,nκ−1

− FC [g])1Bεκ |
2(Xπ

κ−1,nκ−1
)
]

= 0 .

Since FC [g] is Lipschitz continuous, we get from Theorem 4.1 in [15] and Corollary 2.2 in

[14]

lim
nκ−1→+∞

lim
m3
κ−1→+∞

lim
εκ→0

lim
m1
κ→+∞

max
i=1,...,nκ−1

E
[∣∣Y R,tκ−1,0,Xπ

tκ−1,0

tκ−1,i
− VR,π,ε,mκ−1,i (Xπ

tκ−1,i
)
∣∣2]

+ max
i=0,...,nκ−1−1

E
[∣∣Ỹ R,tκ−1,0,Xπ

tκ−1,0

tκ−1,i
− ṼR,π,ε,mκ−1,i (Xπ

tk,i
)
∣∣2]

+E
[ nκ−1−1∑

i=0

∫ tκ−1,i+1

tκ−1,i

∣∣ZR,tκ−1,0,Xπ
tκ−1,0

t − ¯̂ZR,πκ−1,i

∣∣2dt] = 0 .

From Proposition 4.4, Lemmata 4.3 and 4.4 and the previous convergence, we get

lim
εκ−1→0

lim
m1
κ−1→+∞

lim
m2
κ−1→+∞

lim
nκ−1→+∞

lim
m3
κ−1→+∞

lim
εκ→0

lim
m1
κ→+∞

E
[∣∣Y R,tκ−1,0,Xπ

tκ−1,0

tκ−1,0
− VR,π,ε,mκ−1,0 (Xπ

tκ−1,0
)
∣∣2] = 0 .

Repeating this argument for each k = κ− 2, . . . , 0, and using (4.40), we get the result.

We end this section by a convergence result for the constrained solution. Take (R`)`≥1

a nondecreasing sequence such that

|R`| := max
1≤k≤κ`

(r`k − r`k−1) −−−−−→
n→+∞

0 ,

and define

Êrr
π,`

ε,m = max
i=0,...,n−1

E
[∣∣Yti − VR`,πi (Xπ

ti)
∣∣2]+ E

[ n−1∑
i=0

∫ ti+1

ti

∣∣Zt − ¯̂ZR
`,π

i

∣∣2dt] .
From Corollary 3.2 and Theorem 4.3 we obtain the following result.

Corollary 4.3. We have the following convergence

lim
`→+∞

lim
n0→+∞

lim
m3

0→+∞
lim
ε1→0

lim
m1

1→+∞
lim

m2
1→+∞

lim
n1→+∞

lim
m3

1→+∞
. . .

· · · lim
εκ−1→0

lim
m1
κ−1→+∞

lim
m2
κ−1→+∞

lim
nκ−1→+∞

lim
m3
κ−1→+∞

lim
εκ→0

lim
m1
κ→+∞

Êrr
π,`

ε,m = 0 .
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5 Numerical results

5.1 Neural network approximation

In the sequel we first show that we can approximate the facelift easily with neural networks.

In a second part we test the global algorithm evaluating the BSDE with constraints.

5.1.1 Testing the facelift approximation of a function ϕ

Testing many penalizing function, it turns out that the use of simple Relu function is

the best way to simply penalize the constraints introducing a second small parameters

ε1. This function prevents the problem of vanishing gradient that may appear using some

regularization of some heaviside function for example.

We propose to use a L1 norm on the distance to the target and the penalty terms giving

coefficients of the neural network satisfying

θ∗m,ε ∈ arg min
θ∈Θm

E
[
|NN θ − ϕ|(ξ) + min

x∈C

||DNN θ(ξ)− x||1
ε1

+(
(ϕ−NN θ)(ξ)

)+
ε1

]
(5.41)

where ξ is an uniform r.v. in Bε.

Remark 5.2. The use of a L2 norm for the distance to the true function or/and the

different constraints does not give results as good as with the objective function above.

Using a neutral network, we have no certainty to get the facelift of a function ϕ. The

problem is not convex and we face a dilemma:

• either we use a rather high penality coefficient ε2 and may not satisfy the constraints,

• either we set a very small ε2 and the distance between the estimated facelift and the

function is only seen as some noise by the gradient descent.

As we want to use a rather small ε2 parameter, we will get solutions above the real facelift.

We then propose to use the iterative algorithm 2 that successively approximates the facelift

by above.
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Algorithm 2: Iterative algorithm for facelift calculation of a function ϕ.

Input: Function to facelift ϕ

θ∗,0m,ε ∈ arg min
θ∈Θm

E
[
|NN θ − ϕ|(ξ) + min

x∈C

||DNN θ(ξ)− x||1
ε1

+(
(ϕ−NN θ)(ξ)

)+
ε1

]
for k = 1, ...,K do

θ∗,km,ε ∈ arg min
θ∈Θm

E
[
|NN θ − ϕ|(ξ) + min

x∈C

||DNN θ(ξ)− x||1
ε1

+(
(ϕ−NN θ)(ξ)

)+
ε1

+

(
(NN θ∗,k−1

m,ε − ϕ)(ξ)
)+

ε1

]
end

Output: θ∗,Km,ε

We test three activation functions ReLU, tanh and ELU with the bounded set

C = {x ∈ R/||x|| ≤ d̂},

for different values of d̂.

ELU is the less effective while ReLU gives results slightly better than tanh. In the sequel

ReLU is taken for numerical results. As for the number of hidden layers, one layer appears

to be insufficient and 3 does not bring any improvement comparing to two hidden layers.

We have to take at least 100 neurons per layer to get very good results. In the sequel we

take 200 neurons.

In the numerical results we take mini batch of size 1000 with the Adam optimizer [16]

using a learning rate equal to 0.001. We stop the algorithm after 100000 iterations and

every hundred iterations we do a more accurate estimation of the loss with 10000 particles

keeping the best network obtained during iterations.

We test the algorithm on a fixed convex set depending on the test case.

First case For the second test case we use the payoff of a butterfly function

ϕ(x) = (x− 0.8)+ − 2(x− 1)+ + (x− 1.2)+.

The facelift function is peacewise linear given for d̂ ≤ 1 by

ϕA
d̂

(x) = (1− d̂|x− 1|)+.
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ε2 = 1
200 ε2 = 1

50 ε2 = 1
10

Figure 1: facelift approximation for different values of ε2 for the first case with d̂ = 0.75,

K = 2. On each figure, we give the results obtained for each iteration of the algorithm.

ε2 = 1
200 ε2 = 1

50 ε2 = 1
10

Figure 2: facelift approximation for different values of ε2 for the first case with d̂ = 0.5,

K = 2. On each figure, we give the results obtained for each iteration of the algorithm.

On Figures 1,2, we give the facelift obtained for different values of ε2 and d̂. For a

small constraint (d̂ = 7.5), the facelift is calculated very well for all penalty even with one

iteration of the algorithm meaning that a simple resolution of (5.41) is sufficient enough.

For a smaller value d̂ a quite high penalty value is necessary to get a good result with at

least two iterations of the algorithm.

Second case We want to calculate the facelift of the function

ϕ(x) = 4[(x− 0.8)+ − (x− 1)+] + (x− 1.2)+ (5.42)

on set [0.6, 1.4]. The facelift function is obviously piecewise linear and given for d̂ ≤ 4 by

ϕA
d̂

(x) =

{
4[(x− 0.8)+ − (xi − 1)+] + (xi − 1.2)+, x ≥ 1

(0.8− d̂|x− 1|)+, x < 1.
(5.43)
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ε2 = 1
200 ε2 = 1

50 ε2 = 1
20

Figure 3: facelift approximation for different values of ε2 for the first case with d̂ = 2,

K = 2.

ε2 = 1
200 ε2 = 1

50 ε2 = 1
20

Figure 4: facelift approximation for different values of ε2 for the first case with d̂ = 1,

K = 2.

On this test case, at least 3 iterations of the algorithm are necessary to reach a good

accuracy. As before, since the constraint is higher, the algorithm faces difficulty to reach a

very good accuracy.

Third case For this third case, we take

ϕ(x) = log(1 + ex) + 4
sin(2x)

1 + 5x2
.

On Figure 5, we give the function value obtained with different values of ε2 using 3 iterations

of the algorithm for different size d̂ .
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ε2 = 1
100 ε2 = 1

10

Figure 5: facelift approximation for different values of d̂ for the third case.

As we can see on Figure 6, constraints are well respected for test case 3.

ε2 = 1
100 ε2 = 1

10

Figure 6: Derivative of the facelift approximation for different values of ε2 for the third

case

5.2 Results in higher dimension

We extend the ϕ function given by (5.42) in higher dimension by

ϕ(x) =
1

d

d∑
i=1

4[(xi − 0.8)+ − (xi − 1)+] + (xi − 1.2)+, x ∈ Rd . (5.44)

As before the facelift can be calculated analytically for dd̂ ≤ 4 as

ϕA,d̂(x) =
1

d

d∑
i=1

ϕA
d̂

(xi)
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where ϕA
d̂

is given by equation (5.43).

We test the accuracy of the facelift calculated NN θ∗,km,ε in different dimension by plotting

E[(NN θ∗,km,ε − ϕA)2(ξ)]

with respect to k for ε2 = 1
4000 for different values of d and d̂.

Remark 5.3. Taking a very small value permits to get better results in high dimension but

increases the number of iterations for easier cases.

On Figure 7, we plot the error due to the algorithm with respect to number of iterations

for different dimensions. Iterations are stopped below 10 when errors starts increasing

meaning that the solution estimated is below the true one. In real application, a check on

the L2 difference between the estimation and the function to facelift is used to stop the

iterations.

1D 2D

4D 10D

Figure 7: Error with respect to the number of iterations

As expected, the convergence in dimension 10D is harder to achieve and hard constraints

(small d̂) are difficult to solve.
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5.2.1 Solving the BSDE with constraints

In this section we propose to solve the problem of option pricing with differential interest

rates [3] adding a constraint on the number of shares held in the portfolio. The forward

process is given by the Black Scholes model

Xt,x
s = x+

∫ s

t
µXt,x

u du+

∫ s

t
σXt,x

u dBu , s ∈ [t, T ].

The driver is given by

f(t, x, y, z) = −ry − z.(σ−1(µ− r)x)− (R− r)(y − z.(σ−1x)).

As the facelift is calculated by a neural network, it seems natural to solve the transition

problem between two time steps by the same methodology. Currently two effective methods

have been developed to solve this problem [15] and [2]. It turns out that the method given

in [15] is more accurate than the method given in [2]. Then we apply the method given in

[15] as described in the previous section to our problem. We decide to apply the constraint

after each resolution so we take nk = 1 in the implemented algorithm.

The parameters are taken as follows: we keep as for the facelift calculation two hidden

layers with 200 neurons. For the activation function we keep the tanh function used in

[15]. The size of mini batch is taken equal to 1000, and we check the convergence every 100

epoch iterations. When reduction of the loss is not effective enough we reduce the learning

rate with the methodology explained in [6]. Total number of iterations is limited to 50000

for each time step. Numerical test show that the number of neurons could be lower and

the activation function could be a ReLU or ELU : taking 50 and 100 neurons gives very

similar results for activation functions listed above.

In one dimension, we give the results obtained for the second payoff function used in Section

5.1.1. We take T = 1, r = 0.05, µ = 0.07, σ = 0.3, x = 1 for the initial asset value. The

convex set is a ball of radius d̂, ε2 taken equal to 1
50 and the number of iterations K in

algorithm 2 equal to 2. We give results obtained for different value of R. Taking R = r, we

get a semi analytical value by taking the expectation of the facelift payoff of the process

under the risk neutral measure as explained in [4]. This expectation is calculated by taking

1e7 trajectories.

When R 6= r, no solution is available for this non linear problem. In Tables 1,2, we give

the results obtained with 20 time steps for different values of d̂. We give the average of 5

calculations and the standard deviation of the results. Notice that without constraints and

R = r, the analytical solution is 0.558.

d̂ = 3

R 0.05 0.07 0.09

Analytical 0.591

Numerical 0.598 0.612 0.627

Std 0.004 0.002 0.0008

d̂ = 2

R 0.05 0.07 0.09

Analytical 0.648

Numerical 0.653 0.661 0.669

Std 0.001 0.002 0.003

Table 1: Results obtained by neural network algorithm for payoff 5.42 using 20 time steps

(n = 21)
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R 0.05 0.07 0.09

Analytical 0.736

Numerical 0.742 0.743 0.744

Std 0.003 0.002 0.0009

Table 2: Results obtained by neural network algorithm for payoff 5.42 using 20 time steps

(n = 21), d̂ = 1.

5.2.2 Results in higher dimension

In this section we take R = r such that we get an analytical solution and we use the previous

algorithm with the payoff (5.44).

Table 3: Results obtained by neural network algorithm for payoff 5.44 using 20 time steps

(n = 21) with ε2 = 1
50

d 2 4 6

dd̂ 3 2 1 3 2 1 3 2 1

Ref 0.591 0.648 0.736 0.591 0.648 0.736 0.591 0.648 0.736

Num 0.592 0.644 0.739 0.591 0.637 0.722 0.591 0.631 0.707

Std 0.002 0.002 0.001 0.002 0.003 0.003 0.001 0.002 0.002

Table 4: Results obtained by neural network algorithm for payoff 5.44 using 20 time steps

(n = 21) with ε2 = 1
250

d 2 4 6

dd̂ 3 2 1 3 2 1 3 2 1

Ref 0.591 0.648 0.736 0.591 0.648 0.736 0.591 0.648 0.736

Num 0.598 0.6550 0.760 0.602 0.653 0.749 0.607 0.654 0.749

Std 0.005 0.003 0.006 0.002 0.001 0.013 0.003 0.002 0.008

As noticed before, since the constraints gets tighter, the results are not as good. Taking

a very small ε gives results with a higher standard deviation.

A Regularity estimates on solutions to parabolic semi-linear

PDEs

We recall in this appendix an existence and uniqueness results for viscosity solution to semi-

linear PDEs. We also give a regularity property with an explicit form for the Lipschitz and

Hölder constants. Although, this regularity is classical in PDE theory, we choose to provide

such a result as we did not find any explicit mention of the dependence of the regularity

coefficient in the literature.
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We fix t, t ∈ [0, T ] and we consider a PDE of the form
−∂tw(t, x)− Lw(t, x)

−h
(
t, x, w(t, x), σ(t, x)>Dw(t, x)

)
= 0 , (t, x) ∈ [t, t)× Rd

w(t, x) = m(x) , x ∈ Rd
(A.45)

We make the following assumption on the coefficients m and h.

(Hh,m)

(i) The function m is bounded: there exists a constant Mm such that

|m(x)| ≤Mm

for all x ∈ Rd.

(ii) The function h is continuous and satisfies the following growth property: there exists

a constant Mh such that

|h(t, x, y, z))| ≤ Mh

(
1 + |y|+ |z|

)
for all t ∈ [0, T ], x ∈ Rd, y ∈ R and z ∈ Rd.

(iii) The functions h and m are Lipschitz continuous in their space variables uniformly in

their time variable: there exist two constants Lh and Lm such that

|m(x)−m(x′)| ≤ Lm|x− x′|
|h(t, x, y, z)− h(t, x′, y′, z′)| ≤ Lh

(
|x− x′|+ |y − y′|+ |z − z′|

)
for all t ∈ [0, T ], x, x′ ∈ Rd, y, y′ ∈ R and z, z′ ∈ Rd.

Proposition A.5. Suppose (Hb, σ) and (Hh,m) hold. The PDE (A.45) admits a unique

viscosity solution w with polynomial growth: there exist an integer p ≥ 1 and a constant C

such that

|w(t, x)| ≤ C(1 + |x|p) , (t, x) ∈ [t, t]× Rd.

Moreover, w satisfies the following space regularity property

|w(t, x)− w(t, x′)| ≤

e(2Lb,σ+L2
b,σ+(Lh∨2)2)(t−t)(1 + (t− t))

1
2
(
L2
m + (t− t)(Lh ∨ 2)2

) 1
2 |x− x′|

for all t ∈ [t, t] and x, x′ ∈ Rd.

We first need the following lemma.

Lemma A.5. Under (Hb, σ) we have the following estimate

sup
s∈[t∨t′,t]

E
[
|Xt,x

s −Xt′,x′
s |2

]
≤ (A.46)

e(2Lb,σ+L2
b,σ)(t−t)(1 + (t− t))

(
|x− x′|+Mb,σ

√
|t− t′|

)2

for t, t′ ∈ [t, t] and x, x′ ∈ Rd.

33



Proof. Fix t, t′ ∈ [t, t] such that t′ ≤ t and x, x′ ∈ Rd. From Itô’s formula and (Hb, σ) we

have

E
[
|Xt,x

s −Xt′,x′
s |2

]
≤ E

[
|Xt,x

t −X
t′,x′

t |2
]

+ (2Lb,σ + L2
b,σ)

∫ s

t
E
[
|Xt,x

u −Xt′,x′
u |2

]
du

for s ∈ [t, t]. By Gronwall’s Lemma we get

sup
s∈[t,t]

E
[
|Xt,x

s −Xt′,x′
s |2

]
≤ E

[
|Xt,x

t −X
t′,x′

t |2
]
e(2Lb,σ+L2

b,σ)(t−t) .

Moreover, we have

E
[
|Xt,x

t −X
t′,x′

t |2
]

= E
[
|x− x′ −

∫ t

t′
b(s,Xt′,x′

s )ds−
∫ t

t′
σ(s,Xt′,x′

s )dBs|2
]

≤ |x− x′|2 +M2
b,σ|t− t′|2 +M2

b,σ|t− t′|+ 2Mb,σ|x− x′||t− t′|

≤
(
|x− x′|+Mb,σ

√
|t− t′|

)2
(1 + (t− t))) .

Which give the result.

Proof of Proposition A.5. For (t, x) ∈ [t, t] × Rd, we introduce the following BSDE: find

(Yt,x,Zt,x) ∈ S2
[t,t]
×H2

[t,t]
such that

Yt,xu = m(Xt,x

t
) +

∫ t

u
h(s,Xt,x

s ,Yt,xs ,Zt,xs )ds−
∫ t

u
Zt,xs dBs , u ∈ [t, t] .

From Theorem 1.1 in [17], we get the existence and uniqueness of the solution to this BSDE

for all (t, x) ∈ [t, t] × Rd. From Theorem 2.2 in [17] and Theorem 5.1 in [19], the function

w defined by

w(t, x) = Yt,xt , (t, x) ∈ [t, t]× Rd ,

is continuous and is the unique viscosity solution to (A.45) with polynomial growth.

We now turn to the regularity estimate. We first check the regularity w.r.t. the variable

x.

Fix t ∈ [t, t] and x, x′ ∈ Rd. By Itô’s formula we have

|Yt,xs − Yt,x
′

s |2 = |m(Xt,x

t
)−m(Xt,x′

t
)|2

+

∫ t

s

(
h(u,Xt,x

u ,Yt,xu ,Zt,xu )− h(u,Xt,x′
u ,Yt,x′u ,Zt,x′u )

)
(Yt,xu − Yt,x

′
u )du

−
∫ t

s
|Zt,xu −Zt,x

′
u |2du−

∫ t

s
(Yt,xu − Yt,x

′
u )(Zt,xu −Zt,x

′
u ).dBu

for s ∈ [t, t]. Using Lipschitz properties of h and m and Young ineqality we get

E[|Yt,xs − Yt,x
′

s |2] ≤ L2
mE[|Xt,x

t
−Xt,x′

t
|2] + L2

h

∫ t

s
E[|Xt,x

u −Xt,x′
u |2]du

+(
L2
h

4
+ Lh + 1)

∫ t

s
E[|Yt,xu − Yt,x

′
u |2]du , s ∈ [t, t] .
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Since (x
2

4 + x+ 1) ≤ x2 for x ≥ 2 we get

E[|Yt,xs − Yt,x
′

s |2] ≤ L2
mE[|Xt,x

t
−Xt,x′

t
|2] + (Lh ∨ 2)2

∫ t

s
E[|Xt,x

u −Xt,x′
u |2]du

+(Lh ∨ 2)2

∫ t

s
E[|Yt,xu − Yt,x

′
u |2]du , s ∈ [t, t] .

Then using (A.46), we get

E[|Yt,xs − Yt,x
′

s |2] ≤ e(2Lb,σ+L2
b,σ)(t−t)(1 + (t− t))

(
L2
m + (t− t)(Lh ∨ 2)2

)
|x− x′|2

+(Lh ∨ 2)2

∫ t

s
E[|Yt,xu − Yt,x

′
u |2]du , s ∈ [t, t] .

Using Gronwall’s Lemma we get

E[|Yt,xt − Y
t,x′

t |2] ≤ e(2Lb,σ+L2
b,σ+(Lh∨2)2)(t−t)(1 + (t− t))

(
L2
m + (t− t)(Lh ∨ 2)2

)
|x− x′|2 .

Therefore, we get

|w(t, x)− w(t, x′)| ≤ e(2Lb,σ+L2
b,σ+(Lh∨2)2)(t−t)(1 + (t− t))

1
2
(
L2
m + (t− t)(Lh ∨ 2)2

) 1
2 |x− x′| .

In this last result we prove that under our assumptions the Z component of a solution

to a BSDE is bounded. We recall that (Yt,x,Zt,x) ∈ S2
[t,t]
×H2

[t,t]
denotes the solution to

Yt,xu = m(Xt,x

t
) +

∫ t

u
h(s,Xt,x

s ,Yt,xs ,Zt,xs )ds−
∫ t

u
Zt,xs dBs , u ∈ [t, t] ,

for (t, x) ∈ [t, t]× Rd.

Proposition A.6. Under (Hb, σ) and (Hh,m), the process Zt,x satisfies

|Zt,x| ≤ Mb,σe
(2Lb,σ+L2

b,σ+(Lh∨2)2)(t−t)(1 + (t− t))
1
2
(
L2
m + (t− t)(Lh ∨ 2)2

) 1
2

dP⊗ dt a.e. on Ω× [t, t].

Proof. By a mollification argument, we can find regular functions bn and σn satisfying

(Hb, σ) with same constants as b, σ, hn and mn satisfying (Hh,m) with same constants

as h and m for n ≥ 1 such that

(bn, σn, hn,mn) −−−−−→
n→+∞

(b, σ, h,m) , (A.47)

uniformly on compact sets. We fix now (t, x) ∈ [t, t]×Rd and we denote by (Xt,x,n,Yt,x,n,Zt,x,n) ∈
S2

[t,t]
× S2

[t,t]
×H2

[t,t]
the solution to

Xt,x,n
u = x+

∫ u

t
bn(s,Xt,x,n

s )ds+

∫ u

t
σn(s,Xt,x,n

s )dBs , u ∈ [t, t̄],

Yt,x,nu = mn(Xt,x,n

t
) +

∫ t

u
hn(s,Xt,x,n

s ,Yt,x,ns ,Zt,x,ns )ds−
∫ t

u
Zt,x,ns dBs , u ∈ [t, t] .
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From (A.47) we get

‖Y t,x − Y t,x,n‖S2
[t,t̄]

+ ‖Zt,x − Zt,x,n‖H2
[t,t̄]

−−−−−→
n→+∞

0 . (A.48)

From Theorem 3.2 in [18], we have

Y t,x,n
s = wn(s,Xt,x,n) s ∈ [t, t̄] ,

where wn is a regular solution to{
−∂twn − Lwn − hn

(
., wn, σ

>
nDwn

)
= 0 , on [t, t)× Rd ,

wn(t, .) = mn , on Rd .

From the uniqueness of solutions to Lipschitz BSDEs we get by applying Itô’s formula

Zt,x,ns = (σ>nDwn)(s,Xt,x
s ) , s ∈ [t, t] .

Since σn, mn and hn satisfy (Hh,m), we get from Proposition A.5

sup
[t,t]×Rd

|Dwn| ≤ e(2Lb,σ+L2
b,σ+(Lh∨2)2)(t−t)(1 + (t− t))

1
2
(
L2
m + (t− t)(Lh ∨ 2)2

) 1
2 .

Therefore, we have

|Zt,x,ns | ≤ Mb,σe
(2Lb,σ+L2

b,σ+(Lh∨2)2)(t−t)(1 + (t− t))
1
2
(
L2
m + (t− t)(Lh ∨ 2)2

) 1
2

dP⊗ dt a.e. on Ω× [t, t]. We then conclude using (A.48).

Proposition A.7. Under (Hb, σ) and (Hh,m) the unique viscosity solution with linear

growth w (A.45) satisfies the following time regularity property

|w(t, x)− w(t′, x)| ≤

e(3Lb,σ+2L2
b,σ+(Lh∨2)2)(t−t)(1 + (t− t))

3
2
(
L2
m + (t− t)(Lh ∨ 2)2

) 1
2Mb,σ

√
t− t′

+Mh

(
Mm +Mh(t− t)

)
eMh(t−t)(t′ − t)

+MhMb,σe
(2Lb,σ+L2

b,σ+(Lh∨2)2)(t−t)(1 + (t− t))
1
2
(
L2
m + (t− t)(Lh ∨ 2)2

) 1
2 (t′ − t)

for all t, t′ ∈ [t, t] and x ∈ Rd.

Proof. We take the same notations as in the proof of Proposition A.5. We fix t, t′ ∈ [t, t]

such that t′ ≤ t and x ∈ Rd. We have

|w(t, x)− w(t′, x)| = |Yt,xt − Y
t′,x
t′ |

=
∣∣∣Yt,xt − E

[
Yt,X

t′,x
t

t +

∫ t

t′
f(s,Xt′,x

s ,Yt′,xs ,Zt′,xs )ds
]∣∣∣

≤ E
[
|Yt,xt − Y

t,Xt′,x
t

t |
]

+Mh

∫ t

t′
(1 + E[|Yt′,xs |] + E[|Zt′,xs |])ds
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By a classical argument using (Hh,m), Young’s inequality and Grownwall’s Lemma we

have

sup
s∈[t,t]

E[|Yt′,xs |2] ≤ M2
m + e4(Mh+M2

h)(t−t) .

Then using Proposition A.6 we have

E[|Zt′,xs |] ≤ Mb,σe
(2Lb,σ+L2

b,σ+(Lh∨2)2)(t−t)(1 + (t− t))
1
2
(
L2
m + (t− t)(Lh ∨ 2)2

) 1
2

for s ∈ [t′, t]. From the regularity w.r.t. the variable x given in Proposition A.5 we get

|w(t, x)− w(t′, x)| ≤

e(2Lb,σ+L2
b,σ+(Lh∨2)2)(t−t)(1 + (t− t))

1
2
(
L2
m + (t− t)(Lh ∨ 2)2

) 1
2E[|Xt,x

t −X
t′,x
t |]

+Mh

(
M2
m + e4(Mh+M2

h)(t−t) + 1
)

(t′ − t)

+MhMb,σe
(2Lb,σ+L2

b,σ+(Lh∨2)2)(t−t)(1 + (t− t))
1
2
(
L2
m + (t− t)(Lh ∨ 2)2

) 1
2 (t′ − t) .

From (A.46) we get

|w(t, x)− w(t′, x)| ≤

e(3Lb,σ+2L2
b,σ+(Lh∨2)2)(t−t)(1 + (t− t))

(
L2
m + (t− t)(Lh ∨ 2)2

) 1
2Mb,σ

√
t− t′

+Mh

(
M2
m + e4(Mh+M2

h)(t−t) + 1
)
(t′ − t)

+MhMb,σe
(2Lb,σ+L2

b,σ+(Lh∨2)2)(t−t)(1 + (t− t))
1
2
(
L2
m + (t− t)(Lh ∨ 2)2

) 1
2 (t′ − t) .
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[4] Mark Broadie, Jaksa Cvitanić, and Halil Mete Soner. Optimal replication of contingent

claims under portfolioconstraints. The Review of Financial Studies, 11:59–79, 1998.

[5] Bouchard Bruno, Romuald Elie, and Ludovic Moreau. Regularity of bsdes with a

convex constraint on the gains-process. Bernoulli, 24(3):1613–1635, 2018.

[6] Quentin Chan-Wai-Nam, Joseph Mikael, and Xavier Warin. Machine learning for semi

linear pdes. Journal of Scientific Computing, 79(3):1667–1712, 2019.

37



[7] Jean-François Chassagneux, Romuald Elie, and Kharroubi Idris. A numerical proba-

bilistic scheme for super-replication with convex constraints on the delta. Forthcoming,

2020.

[8] Michael G. Crandall, Hitoshi Ishii, and Pierre-Louis Lions. User’s guide to viscosity

solutions of second order partial differential equations. Bull. Amer. Math. Soc. (N.S.),

27(1):1–67, 1992.
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