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Multistable Interaction between a Spherical Brownian
Particle and an Air-Water Interface

Stefano Villa,a Antonio Stocco,b Christophe Blanc,a and Maurizio Nobili∗a

We report the measurement of the interaction energy between a charged Brownian polystyrene
particle and an air-water interface. The interaction potential is obtained from Boltzmann equation
by tracking particle interface distance with a specifically designed Dual-Wave Reflection Interfer-
ence Microscopy (DW-RIM) setup. The particle has two equilibrium positions located at few hun-
dreds of nanometers from the interface. The farthest position is well accounted by a DLVO model
complemented by gravity. The closest one, not predicted by current models, more frequently ap-
pears in water solutions at relatively high ions concentrations, when electrostatic interaction is
screened out. It is accompanied by a frozen rotational diffusion dynamics that suggests an inter-
acting potential dependent on particle orientation and stresses the decisive role played by particle
surface heterogeneities. Building up on both such experimental results, the important role of air
nanobubbles pinned on the particle interface is discussed.

1 Introduction
The interactions between a liquid interface and solid particles
play a central role in colloidal science and in a large number of
applications in the field. They for example determine the stability
of emulsions largely employed in food and cosmetic products.1

Moreover, they also have a crucial importance in flotation tech-
niques in mineral and water remediation processes. In flotation,
air bubbles are driven in water columns charged with solid waste
or mineral particles in order to remove them from the water via
bubble interface adsorption.2

Despite the large field of applications, direct measurements of
interaction between particles and air-liquid interfaces remain rel-
atively scarce and difficult to perform. Research in the field has
been restricted to flat solid surfaces interacting with air-bubbles
via a thin film of liquid. In such systems, experimental results
obtained with Surface Force Apparatus agree with DLVO models
considering repulsive van der Waals and double-layers interac-
tions.3,4 The latter arises from the negative potential of the air-
water interface, the origin of which is still debated but is prob-
ably due to an excess of OH- ions,3,5,6 and the negative electric
charges present on the employed solid surfaces. These studies
have also been extended towards geometries more similar to the
ones of the applications to flotation as the ones where solid par-
ticles attached to an AFM tip are forced to move in the vicinity of
an air bubble.7
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The interaction between a liquid interface and a freely dif-
fusing colloid has been only recently addressed in the case of a
polystyrene particle close to an oil-water interface using Total In-
ternal Reflection Microscopy (TIRM).8 The particle-interface in-
teraction has been extracted from the distribution of distances
using Boltzmann equation. It shows a single minimum located
at hundreds of nanometers from the interface resulting from the
combination of gravitational, attractive van der Waals and repul-
sive electric double-layers interactions.

In this work, we focus on the interaction between spherical
micro-particles freely diffusing close to an air-water interface and
the interface itself. This interaction is extracted from the three-
dimensional (3D) tracking of the Brownian motion of particles
in the proximity of the interface. In our case TIRM technique
is not suitable due to the positive mismatch of the refractive in-
dex going from air to water.8,9 The particle interface distance
and eventually its orientation with respect to the interface are
measured using a Dual-Wave Reflection Interference Microscopy
(DW-RIM) setup10–12 optimized for liquid interfaces. Differently
from holographic methods,13 such technique allows to track the
particle-interface distance with a precision of the order of 10 nm
and without requiring any calibration or assumption on the inter-
face location.

2 Experimental

2.1 Sample preparation

The experimental cell consists in an hollow glass cylinder with
inner radius ac = 4 mm glued on a glass slide on the top and
exposed to air on the bottom. It is filled with a water solution
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whose volume is fixed in order to completely fill the cylinder and
obtain a planar air-liquid interface. The contact line between the
solution, the glass and the air is pinned on the lower inner edge
of the cylinder. The water solution is therefore the upper phase
while air is the lower one. This configuration allows the parti-
cles suspended in the solution to sediment towards the air-liquid
interface. In order to reduce water evaporation the cell and the
objective are surrounded by an isolated chamber as shown in fig-
ure 1.

Fig. 1 Sketch of the experimental cell and its environment. The cell is
made of an hollow glass cylinder (height and inner radius of 4 mm) glued
on a microscope slide. Microparticles contained in the water solution
sediment because of gravity towards the air-water interface. The cell and
the objective are enclosed in a flexible chamber in order to reduce water
evaporation and particle drift at the air-liquid interface.

Microparticles are suspended in water solutions at concentra-
tions low enough (less than 10−2 g/L) to obtain average dis-
tances between particles larger than 100 µm when close to the
air-liquid interface. Two kinds of polystyrene latex beads (density
ρps = 1055 Kg/m3) with different surface functionalization have
been employed. One set has a diameter 2a = 8.7±0.9 µm and is
functionalized with sulfate groups (Molecular Probes), while the
second one has a diameter 2a = 8.9± 0.1 µm and is functional-
ized with carboxyle groups (Microparticles GmbH). AFM measure-
ments of the particle topography revealed that sulfate microparti-
cles present a small number (tens per particle) of craters on their
surface with lateral sizes of hundreds of nanometers and a depth
of 30−80 nm (figure 2). Since these defects are large enough to
be optically detectable, they are used to access to particle orien-
tation, as reported in the Results and discussion section.

In order to know the particles surface charge σq, we performed
Zeta potential (ζ ) measurements for both sulfate and carboxy-
lated particles (Malvern Instruments, Zetasizer Nano ZS). For the
determination of the effective charge associated to a given poten-
tial ζ we used the O’Brien-White-Ohshima method, which is valid
under our conditions of monovalent ions and low Zeta potentials
(ζ ≤ 100 mV).14 The surface charge densities obtained for sulfate
and carboxylated particles are respectively σq = −5± 1 mC/m2

and σq =−1.1±0.3 mC/m2.
Since both the air-liquid interface and the particle surface are

electrically charged, the particle-interface interaction is expected
to depend on the concentration of ions present in the liquid. For
this reason, water solutions at different molar concentrations c of
dissolved monovalent ions have been investigated, with c rang-
ing from 10−6 M up to 10−3 M. They are prepared as mixtures
of deionized water, obtained from a Millipore Milli-Q filtration

(a) (b)

(c) (d)

Fig. 2 (a, b, c, d) Atomic Force Microscopy images of the surface of
sulfate particles once the spherical curvature of the particle has been
digitally removed. In each image craters can be seen with lateral sizes of
hundreds of nanometers and depths of tens of nanometers.

system (nominal resistivity of 18 MΩ·cm and density ρw = 0.997
g/cm3 at 25◦C), and sodium chloride (Sigma-Aldrich NaCl anhy-
drous, ≥ 99%). Solution’s properties may be in principle influ-
enced during experiments by the adsorption of other ions and
contaminants from atmosphere onto the air-water interface. In
order to verify the relevance of such effect during experimental
time scales, we measured the solutions surface tension at differ-
ent times through a Profile Analysis Tensiometer (Sinterface, Pro-
file Analysis Tensiometer), as the adsorption of pollutants at the
interface is expected to lower its surface tension.15 The test has
shown that the surface tension remains constant for all the pre-
pared solutions at values between 72 and 72.5 mN/m, in agree-
ment with the expected values for uncontaminated interfaces,16

during all the time interval of the measurement (> 4 hours, more
than the duration of one experiment).

2.2 DW-RIM experimental setup
The DW-RIM setup is assembled similarly to an inverted micro-
scope working in reflection. A simple sketch of the interference
scheme is given in figure 3: a source light beam hits the sample
from below and is back-reflected both at the air-liquid interface
and at the particle surface. The superposition of the two reflected
beams gives rise to an interference pattern from which the track-
ing of the three translational degrees of freedom of the particles
can be made. A two wavelengths illumination is required in or-
der to determine the particle-interface gap distance d from the
fringe system. A red (nominal wavelength λR = 625 nm) and a
blue (nominal wavelength λB = 505 nm) monochromatic light-
emitting diodes are therefore simultaneously employed as light
sources. Their relatively low coherence length of few micrometers
allows to obtain the particle-interface interference pattern when
the particle is within few micrometers from the interface while
it prevents spurious interferences from all other interfaces of the
system. An RGB camera is used to record the two wavelengths’
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Fig. 3 Reflection geometry for a colloidal particle immersed in a water
solution at a gap distance d from the interface with air. The Cartesian ref-
erence system is oriented with the z axis along the normal to the interface
and the xy plane parallel to the interface. The incident light beam is re-
flected from both the interface and the particle. The superposition of the
reflected beams, collected by the objective, generates the interference
pattern.

signals at 35 frames per second. The spectral responses of the red
and blue channels of the camera sensor are sufficiently separated
to avoid the superimposition of the two colors on the same chan-
nel, thus allowing the simultaneous and separate recording of the
red and blue fringe systems.

A halogen white light is also employed for the transmission
bright field imaging of the particle. It is used to center the parti-
cle in the field of view of the camera and to directly measure its
radius a. This illumination is turned off during the recording of
the interference patterns.

2.3 Particle tracking

The frame sequence of figure 4 illustrates the time evolution of
the interference pattern for a particle moving close to the air-
liquid interface. As it can be seen, both the center (xc,yc) and the
phase of the pattern change in time, demanding a dedicated im-
age analysis program to track the 3D particle motion. Since the
Rayleigh range (about half a micron) is larger than the typical
particle-interface distances, the data analysis can be done consid-
ering an imaging configuration where both the interface and the
particle are simultaneously in focus.

The basic description of RIM image formation consists in con-
sidering only incident and reflected beams parallel to the optical
axis (see fig.3). The optical path difference between the two re-
flected beams is therefore 2nzs (r), where n is the refractive in-
dex of the water solution and zs (r) = d + a− a

√
1− r2/a2 is the

distance along the optical axis between a point of the particle

surface at the radial coordinate r =
√

(x− xc)
2− (y− yc)

2 and the
air-liquid interface. After simple calculations, the intensity of the
interference pattern for a spherical particle results in:

(a) (b)

(c) (d)

Fig. 4 (a, b, c, d) Frame sequence of interference pattern of a particle of
radius 4.5 µm moving close to an air-liquid interface (red channel). The
time step between the reported frames is of the order of several seconds.

I (r) = I1 + I2 +
√

I1I2 cos

4πn
λ

d +a−a

√
1− r2

a2


 , (1)

where I1 and I2 are the intensities of the beams reflected on the
interface and on the particle surface respectively.

The basic model predicts an uniform intensity contrast of the
fringes, which is obviously not observed in Fig. 4. To detect ac-
curately the center of the pattern, a simple empirical Gaussian-

modulation of the sinusoidal part with e−
r2

2σ2 nevertheless proved
to be effective. The fit of the intensity for each 2D image con-
verges quite rapidly and the center (xc,yc) is recovered with a
typical value sigma kept at 0.6 µm. With this empirical approach,
the position (xc,yc) of the particle is determined with a sufficient
accuracy (50 nm) but the vertical position is poorly obtained. The
next step consists in performing an azimuthal average of the in-
tensity centered in (xc,yc) in order to obtain the radial profile of
the interference intensity I (r) with a higher accuracy.

At this stage, a refined analysis of the intensity pattern should
consider the exact propagation of the optical rays as well as other
phenomena like the finite spectral width of the LEDs, the numer-
ical aperture and the point spread function of the objective and
the transmission/reflection indexes of the involved interfaces as
a function of the incident angle. The exact computation of all
these effects on the interference pattern for each single frame is a
formidable task.12

Numerical computations taking into account the two main rel-
evant contributions (the presence of tilted rays due to a finite
numerical aperture and the curvature of the sphere) satisfactorily
account for the intensity distribution11,12 (see SI) but at the cost
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of lengthy dedicated numerical treatments. On the other side,
when obtaining d from the most visible fringe and equation 1,
only a systematic discrepancy from the numerical computation of
about 15 nm is achieved in the particle-interface distance*. Ac-
cordingly, we considered the radial coordinate of an extremum re

of the intensity. The distance d as a function of re can be easily
obtained from eq. 1:

d =−a

1−

√
1−
(

re

a

)2
+

(
m+

j
2

)
λ

2n
, (2)

where j = 0,1 for interference maxima and minima respec-
tively and m is a natural number representing the number of half-
wavelengths contained in the distance between the particle and
the interface. From equation 2, d can thus be known up to the
additive constant m λ

2n directly from the measurement of the ra-
dial coordinate of an extremum†. The extremum is chosen within
a range of 0.5 µm < r < 1.5 µm in order to minimize the dis-
crepancy between the correct above-mentioned model and the
approximated employed one (see Supplementary Information for
details).

For a given particle, the value of m is found by comparing the
distances d obtained with the two employed wavelengths. The
tracking is made both on the red and blue channel of each frame
and the time evolution of the distance d (t) is reconstructed for
different test values of mR (for the red) and mB (for the blue).
The chosen couple of values mR and mB corresponds to the one
which minimizes the absolute value of the average over time of
the reconstructed distances difference |〈dR−dB〉t |.

3 Results and discussion
3.1 Measured potential wells
In figure 5, the distance d (t) of a typical trajectory reconstructed
with the described procedure is shown. The particle dynamics
exhibits an initial sedimentation regime during which the parti-
cle approaches the interface under the influence of gravity. The
particle reaches then an equilibrium distance d0 at hundreds of
nanometers from the air-liquid interface once DLVO repulsion
equilibrates gravity. This equilibrium regime eventually ends with
the adsorption of the particle at the interface.

Here we focus our attention on the measurement of the
particle-interface interaction in the equilibrium regime, when the
particle thermally explores the potential around the equilibrium
position. A typical result obtained for the particle-interface dis-
tance d versus time is reported in figure 6a, where the particle
fluctuates in the vertical direction by tens of nanometers around
an equilibrium distance located at d0 = 410 nm.

From the measured distribution of distances d, the potential

* Such systematic error is comparable with the experimental error resulting from the
other sources of incertitude, detailed in the SI, and can be easily taken into account
by correcting of 15 nm all the results obtained with the employed analysis.

† The precision in the detection of re is enhanced by a parabolic fit of the extremum
over 3 experimental points closer to the peak/valley. In this way a precision of 10
nm on re is achieved.

Fig. 5 Time evolution of the particle-interface distance d for a spherical
polystyrene particle with radius 4.5 µm in a 5 ·10−5 M solution.

(a)

(b)

Fig. 6 (a) Temporal fluctuations of the gap distance d (t) around its equi-
librium value for a sulfate particle with radius 4.5 µm in a 5 ·10−5 M solu-
tion. (b) Profile of the normalized potential energy difference ∆U (d)/kBT
obtained using eq. 3 and the histogram of the distances (in the inset)
extracted from the trajectory in (a). The error bars in the normalized
potential have been obtained propagating the incertitude on the proba-
bility distribution, which is due to the finite number of data and equal to√

N (d)
(

1− N(d)
Ntot

)
/Ntot .
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Fig. 7 Typical fluctuations around the first (dI
0, on the left) and the second

(dII
0 , on the right) equilibrium position for a sulfate polystyrene particle of

radius 4.5 µm in a water solution of molarity c = 4.8 · 10−4 M. The two
equilibrium positions are at dI

0 = 250± 5 nm and dII
0 = 211± 5 nm. The

transition from dI
0 to dII

0 happens in about 300 ms.

energy of the particle can be extracted using the Bolzmann equa-
tion (BE),17 as reported in figure 6b. The BE relates the proba-
bility p(d)dd of finding the particle at a distance between d and
d + dd to the potential energy U (d) of the particle. In the case
of a large number of observations (Ntot → ∞), the probability ra-
tio p(d)/p(d0) can be approximated by the ratio N (d)/N (d0) be-
tween the number of observations in the bins centered in d and
in d0 respectively. The BE can thus be written as:

∆U (d)
kBT

=− ln
N (d)
N (d0)

, (3)

where ∆U (d) =U (d)−U (d0). Typical values of Ntot in our ex-
periments are about 104, resulting in relative errors on ∆U (d) of
the order of 1-10%.

During the experimental campaign two kinds of equilibrium
positions have been typically observed. The sedimenting parti-
cles stop at a first equilibrium distance dI

0 of a few hundreds of
nanometers and fluctuate around this location. With time, an in-
creasing number of them is found at a distance dII

0 closer to the
interface where they show much less fluctuations. This change
is illustrated in figure 7 where we followed a particle initially lo-
cated at a distance dI

0 = 250 nm from the interface which at a
given time suddenly moves to the second equilibrium position dII

0
a few tens of nanometers closer to the interface.

Using BE (eq. 3) we extracted from the fluctuations the corre-
sponding energy profiles ∆U I and ∆U II (see figure 8) around the
two equilibrium positions dI

0 and dII
0 . We find that the attractive

branch in ∆U II (grey circles in fig.8) is steeper than the one of
∆U I (black squares in fig.8), which in turn has the same slope of
the gravitational potential expected to act on the particle (dashed
lines). Moreover, the two potential wells overlap, meaning that
for the same values of d in the range 200 nm < d < 250 nm there
are two possible values of the potential energy, corresponding ei-
ther to a repulsive or to an attractive force acting on the particle.

In general it is easier to find a particle in the second equilib-
rium position at high molarities and for carboxylated particles.
The observation of more than 50 samples (about 5 measured par-

Fig. 8 Normalized potential energy difference ∆U/kBT associated to the
first (black squares) and to the second (grey circles) equilibrium positions
obtained from d (t) of figure 7. The dashed lines represent the expected
gravitational potential. The error bars are obtained propagating the incer-
titude on the probability distribution due to the finite number of data.

ticles per sample) prepared at different molarities revealed that
at c < 10−5 M all sulfate particles, and most of the carboxylated
ones, reside in the first equilibrium position for the whole dura-
tion of the experiments (few hours). On the other hand at larger
molarity (c ≥ 10−3 M for sulfate and c ≥ 10−4 for carboxylated),
after 100 min, the totality of the observed particles populate the
second equilibrium position. The number of particle adsorbed at
the air-water interface follows the same trend: it is large for car-
boxylated particles at high molarity, while it becomes lower for
sulfate particles.

The transition from the second equilibrium back to the first
one is rarely observed during our measurements (3 events). The
shape of the potential well ∆U I in that case is the same before and
after the stay in dII

0 . Such observations indicate that the transition

between the two equilibria is reversible and the energy U II
(

dII
0

)
associated to the second minimum is lower than the one of the
first U I

(
dI

0

)
.

In figure 9 the dependence of dI
0 (black squares) and dII

0 (grey
circles) on the molarity is reported for the sulfate particles. Each
point is the averaged value of dI

0 or dII
0 made over 5-20 particles.

The equilibrium distance dI
0 decreases with molarity: particles

get closer to the interface when the ions concentration increases
in the solution. For molarities larger than 10−4 M (Debye screen-
ing length λD lower than 30 nm) the particle-interface distance is
independent from molarity, suggesting that the electrostatic con-
tribution to the particle-interface interaction is negligible at large
ionic concentrations. The values of dII

0 follow the same trend as
dI

0, remaining systematically lower (of about 50 nm) than dI
0. At

the lowest molarities the second equilibrium position is rarely ob-
served.

3.2 Analysis of the potential
The measured particle-interface potential energies have been
compared to a DLVO model which takes into account gravita-
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Fig. 9 Plot of dI
0 (black squares) and dII

0 (grey circles) as a function of
molarity for the sulfate particles. Each point is an average over the equi-
librium positions of 5-20 particles measured in solutions at same mo-
larity. Error bars on the vertical axis are the standard deviation of the
averages, while the ones on the abscissa come from the experimental
incertitudes in solutions preparation. Top scale reports the correspond-
ing Debye screening length λD =

√
kBT εε0 ·103/2cNAe2, with NA the Avo-

gadro number, ε0 the vacuum permittivity and ε the relative permittivity of
water.

tional, van der Waals and double-layers interactions.
The particle is driven by its weight towards the interface in

order to minimize the gravitational potential Ug given by:

Ug = m∗gd , (4)

where m∗ is the effective mass of the particle: m∗ = 4πa3∆ρ/3
with ∆ρ the density mismatch between the particle and the solu-
tion.

The van der Waals interaction is modelled using its exact ex-
pression for the plane-sphere geometry:18

UV dW =
AH

6

[
a
d
+

a
d +2a

+ ln
(

d
d +2a

)]
, (5)

where the Hamaker constant AH is defined using the conven-
tion of positive values for repulsive van der Waals interactions.
The value of AH in our system is experimentally determined
considering the measured interaction in high molarity samples
(c= 4.8 ·10−4 M), for which the electrostatics gives negligible con-
tributions. For these samples we fitted the measured interaction
energy close to dI

0 with a potential energy given by Ug +UV dW

(eq. 4 and 5), keeping AH and an additive constant as free pa-
rameters‡. In figure 10 a typical example of the fit is reported. A
very good agreement can be observed between the fitting function
(line) and the experimental data (points). The mean value of the
Hamaker constant found averaging over the fitted values of 7 dif-

‡ We only consider dI
0 because is the one whose potential well can be successfully

compared with Ug +UV dW . As it will detailed below, ∆U II is incompatible with a
potential having gravity as the only long-range attractive force.

Fig. 10 Fit with the expression given by Ug+UV dW (line) of the normalized
potential measured for a particle in dI

0 in a solution at c = 4.8 · 10−4 M
(points). The free fitting parameters are the Hamaker constant AH and
an additive constant potential. The error bars are obtained propagating
the incertitude on the probability distribution due to the finite number of
data.

ferent particles is AH = 2.0±0.4 ·10−20 J, comparable but slightly
larger than the tabulated value of 1.57 · 10−20 J for polystyrene-
water-air systems.19 The agreement is quite good considering
that the surface groups present on the particle can change the
effective Hamaker constant.18 The determined AH can be consid-
ered independent from molarity at the relatively low ionic con-
centrations of our experiments.20

A repulsive double-layers interaction is expected as both the
air-liquid interface and the particles are negatively charged. For
the choice of its expression we followed the arguments of Del
Castillo et al.4 and considered mixed electric boundary condi-
tions, namely a fixed surface charge σq for the particle and a fixed
surface potential ψAL for the air-liquid interface. Accordingly, the
double-layers potential Uψ−σ

DL results in:21

Uψ−σ

DL = πa

[
2ψALσq

k

(
π

2
− arctansinh(kd)

)
−

+

(
σ2

q

k2εε0
−ψ

2
ALεε0

)
ln
(

1+ e−2kd
) , (6)

where k = λ
−1
D is the reciprocal of the Debye screening length.

Please note that eq. 6 is obtained in the Derjaguin and Debye-
Hückel approximations.21 While Derjaguin limit (ka � 1 and
d � a) in our case is verified at all the considered molarities§,
the Debye-Hückel condition for the linearization of the Poisson-
Boltzmann equation (eψ/kBT � 1) is poorly satisfied¶. However,
numerical calculations reported in literature22 showed that, in
the limit of ka� 1 and for kd > 1, the expression reported in eq.
6 overlaps with the exact numerical solution. As in our experi-
ments ka > 20 and kd > 5, we can thus safely use relation 6 to fit
the data.

§ In the present system ka≥ 20 and d/a≤ 0.1.
¶ For sulfate and carboxylated particles we have that eψ/kBT ∼ 39 and 8.6 respectively.
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Fig. 11 Plot of Utot versus d for a polystyrene sphere of radius a = 4.5 µm
and surface charge σq =−5 mC/m2 interacting with an air-liquid interface
at constant potential ψAL =−1 mV for an Hamaker constant AH = 2 ·10−20

J. The potential Utot is reported in continuous lines for different values of
λD. For comparison UV dW +Ug is also reported (black dashed line). In
the inset, the potential UV dW +Ug and Utot for λD = 10,20 and 30 nm are
reported in linear scale to visualize the absolute minimum around d = 1
nm.

Considering all the contributions to the particle-interface inter-
action, the particle potential Utot results in:

Utot =Ug +UV dW +Uψ−σ

DL (7)

In order to discuss the role of the double-layers potential, in
figure 11 UV dW +Ug (dashed line) is compared to the total po-
tential Utot for different values of λD in the experimental range of
values (continuous lines). Because of van der Waals and double-
layers repulsions both potentials are strongly repulsive at very
low d, while they are attractive at large d due to gravity. Unlike
UV dW +Ug, however, Utot presents two minima. A first relative
minimum at large d (hundreds of nanometers), close to the one
of UV dW +Ug, and an absolute one (in the inset) at about 1 nm
or less from the interface. An energy barrier from few kBT up
to 100 kBT (depending on molarity) separates the first minimum
from the much deeper second one. The relative minimum origi-
nates from the balance of attractive gravity and repulsive van der
Waals and double layers interactions. The short-range absolute
minimum, on the other side, is a consequence of a fixed elec-
trostatic potential at the air-water interface: in order to keep a
constant potential, an inversion of interface electrical charges oc-
curs at short particle-interface distances inducing a sign reversal
of the double layers interaction.4,21

Decreasing λD, the relative minimum of Utot approaches the in-
terface, until it reaches its lower value corresponding to the min-
imum of UV dW +Ug. The dependence of the relative minimum
position on λD has the same trend as the experimental dI

0 (fig.
9). At the same time, as λD decreases, the energy barrier sep-
arating the minima increases and its position approaches to the
interface. This model therefore predicts an easier crossing of the
energy barrier at low molarities, in contrast with experimental
observations. This hints to a different nature and origin of the
experimental second minimum as electrostatics seems to prevent,

Fig. 12 Typical measured ∆U I (points) with their best fits (lines) made
with eq. 7. Data corresponds to four sulfate particles in solutions at differ-
ent molarity: 4.8 ·10−4 M (orange triangles), 9.9 ·10−5 M (yellow triangles),
5 ·10−5 M (green circles) and 1 ·10−5 M (blue squares). The error bars are
obtained propagating the incertitude on the probability distribution due to
the finite number of data.

and not facilitate, its observation.
The measured ∆U I has been fitted using eq. 7 with a, λD, ψAL

and an additive constant energy U0 as fitting parameters. The
density of the solution is known from tabulated data as a func-
tion of the molar concentration c and the temperature T .23,24

Figure 12 reports typical best-fit curves for four different sulfate
particles in NaCl solutions at different molarities. For each data
set (points), the corresponding fit (continuous line) is superim-
posed to the points. The agreement between model and data is
good with a confidence higher than 95%. Fits made with different
boundary conditions for the double-layers potential, i.e. constant
electric charge on both the particle and the interface, give similar
results but with a lower confidence level.

The best fit values of ψAL for the sulfate and carboxylated par-
ticles have an average value of −1.3±0.2 mV and −1.1±0.2 mV
respectively. These averages are made over particles in solutions
at concentrations lower than 10−4 M, for which the electrostatics
carries significant contributions to Utot . The obtained air-liquid
surface potentials are independent from the particle type as ex-
pected and in the range of values reported in literature, although
smaller in modulus than most of them.3 Moreover, no significant
dependence of ψAL from the molarity has been observed (see fig-
ure 13), thus confirming the expected independence of the elec-
tric charge density at the air-liquid interface from the concentra-
tion of ions in the solution.6,25–27

While the first experimental equilibrium dI
0 is correctly ac-

counted by the DLVO model, the second one experimentally found
at hundreds of nanometers from the interface cannot be identi-
fied with the theoretical absolute minimum at d < 1 nm||. Previ-

|| For the sake of completeness, among the particles adsorbed at the interface, about
10% of them resided for few seconds at a tiny particle-interface distance (lower than
experimental resolution of 10 nm) before starting the interface breaching dynamics.
This, and not the measured dII

0 , could be compatible with the absolute minimum
predicted by DLVO model.
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Fig. 13 Mean values of the air-water surface potential obtained from the
fits as a function of the concentration c of NaCl in the solution.

ous studies on the topic3,4,7 have never revealed the presence of
such large distance second equilibrium position dII

0 . Moreover, the
measured coexistence of the two potentials for the same particle-
interface distance demands to search for an interaction poten-
tial function of almost one more variable besides the particle-
interface distance d. A first simple hint consists in an explicit
dependence on time possibly originating from a contamination
of the air-water interface changing the particle interaction. Such
irreversible phenomenon is however not compatible with the ob-
served reversible transition between the two potentials. In addi-
tion, surface tension control measurements made on the solutions
in the same experimental conditions ensured that the surface re-
mains clean for several hours after its preparation.

Looking for additional information on the system, we have con-
sidered the particle orientation with respect to the interface char-
acterized by the zenithal out-of-plane (of the interface) angle θs

and the azimuthal in-plane angle ϕs (see figure 14). By tracking
the position ~rc of one crater with respect to the center of the in-
terference pattern one can directly access to ϕs and calculate θs as
θs = arcsin

(
rc/a

)
. It is important to remark that such craters are

not related to the presence of the second equilibrium: carboxy-
lated particles, devoid of such features, still show two equilibrium
positions. Moreover, the radial position of trackable craters in the
case of sulfate particles are not related to the particle equilibrium
distance.

Figure 15 shows the zenithal orientation of a particle tracked
during the sudden change of its position from dI

0 (in red) to dII
0

(in blue). Because of thermal agitation, θs evolves in time. The
square root of its Mean-squared Angular Displacement MSAD af-
ter 10 s is about 8◦ when the particle fluctuates in the potential
well ∆U I , while it drops down to 2◦ (lower than the typical er-
ror bar of the measurement represented by the light blue area in
figure 15) when it passes in the second minimum. Such a big
difference is not accounted by hydrodynamics models which pre-
dict only a slight decrease of 4% of the MSAD when the particle
goes from the first to the second equilibrium position28 due to the
corresponding change in the particle-interface distance. On the
other hand, azimuthal dynamics seems to follow hydrodynam-

Fig. 14 Sketch of the possible physical origin of the second equilibrium
position. θs is the zenithal angle corresponding to the out-of-plane (of
the interface) rotation. ϕs is the azimuthal angle of the in-plane (of the
interface) rotation. The yellow arc represents the area of a surface het-
erogeneity. (a) First minimum: the heterogeneity is far from the interface
and the particle can diffuse along all the three represented degrees of
freedom (d, θs and ϕs). (b) Second minimum: the heterogeneity is point-
ing towards the interface and the θs degree of freedom is frozen.

Fig. 15 Time evolution of the zenithal angle θs. Red and blue lines
correspond to θs in dI

0 and dII
0 respectively. Orange and light blue areas

represent the uncertainties in the measurement of θs. In the inset the
yellow arrow indicates on the contrast-enhanced interference pattern the
feature tracked to recover particle orientation.
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ics predictions as during the same amount of time we measure
a square root of the MSAD of 12◦ and 11◦ in the first and in the
second equilibrium positions respectively. These results suggest
that the zenithal orientation of the particle is free when the par-
ticle is in the first minimum while it is frozen in the second min-
imum (figure 14). The same behaviour has been observed for all
the 45 sulfate particles presenting trackable defect features. The
different angular dynamics in the two minima strongly suggests a
potential energy depending on the particle orientation θs. The po-
tential U (d,θs) would therefore exhibit different profiles in d for
different values of θs, possibly corresponding to the two observed
equilibrium positions. Such angular dependence of the potential
results in a torque on the particle and would emerge naturally if a
spherical particle were not homogeneous all over its surface. Sur-
face heterogeneities may eventually promote a larger than gravity
particle-interface attraction as the one measured from the slope
of the attractive branch of the interaction potential around the
second minimum (see figure 8).

Considering the low experimental value of the ratio d/a and
the fast spatial decay of the DLVO interaction, only the side of
the particle turned towards the air-liquid interface is expected to
be relevant for the particle-interface interaction. A local surface
heterogeneity having an enhanced attraction to the interface is
therefore expected to impose an angular lock of the particle in
the second equilibrium position. Surface heterogeneities num-
ber and dimensions can be estimated from the statistical analysis
of the first to second minimum transitions and from the fluctua-
tions amplitude around the second minimum. From the angular
fluctuation amplitudes and the particles radius one obtains het-
erogeneities sizes of the order of 10−100 nm. On the other hand,
to reach the second equilibrium position a particle in the first one
has to rotationally diffuse in a way to expose one heterogeneity
to the interface. From the known value of the particle rotational
diffusion coefficient,28,29 and the observation that after 30 min-
utes almost all the particles are found in the second minimum,
one can estimate that just one heterogeneity per particle is suffi-
cient to explain the first to the second minimum transition (more
details are given in the Supplementary Informations).

Let us discuss such findings in the framework of the model
considered in eq. 7. The increase of the slope of the attractive
branch of ∆U II well beyond the gravity value (figure 8) rules out
any possible explanation of a rotational lock related to a gravita-
tional torque due to any morphological asphericity of the particle.
Furthermore, the observation that the second minimum appears
more often in solutions at high NaCl molarities and with the less
charged carboxylated particles, when the electrostatics is weaker,
supports a van der Waals origin of the effect. This will be the case
if air nanobubbles are pinned on the surface of the particle. Pre-
vious AFM studies of flat polystyrene surfaces have revealed the
presence of flattened air nanobubbles strongly pinned on the sub-
strate.30,31 Rotations bringing a region of particle’s surface rich
in air-bubbles close to the air-water interface can induce an ad-
ditional attraction since the two gaseous regions attract by van
der Waals interaction. Preliminary results reported in the Sup-
plementary Informations show indeed an easier adsorption at the
interface, correlated to an easier transition from the first to the

second equilibrium, for particles in degassed samples.
Note that this interpretation is compatible with previous ex-

perimental results using different interfaces. For solid-water32

and oil-water8 interfaces, indeed, the presence of air nanobub-
bles would induce a repulsive (and not attractive) additional van
der Waals interaction, preventing the formation of a second min-
imum. Moreover, the verified θs dependency of the potential
makes much more difficult the observation of dII

0 in AFM mea-
surements, where the probing particle is stuck on the cantilever.

A simple van der Waals model considering a nanometer-thick
air layer on the surface of a planar perfectly flat polystyrene wall
and neglecting retardation effects actually shows a decrease of
the equilibrium distance33 but fails, however, in describing the
observed potential. A deeper analysis of the effect of air-bubbles
on the particle-interface interaction should therefore overcome
simple approximations and consider either retardation effect34

and surface roughness both in the context of van der Waals inter-
action through multilayered media.35

At the same time, a further test of the role of nanobubbles
would be given by the experimental study of microparticles engi-
neered to promote pinning of air bubbles. Such condition can be
achieved through a physical modification of the particles surface
by making them superhydrophobic, by changing their topography
with the adsorption of positively charged nanoparticles or by a
chemical treatment in order to form asperities through erosion at
nanometric scale.36–38 Another possible way could be a chemical
treatment of microparticles to enhance the nanobubbles forma-
tion, for example evaporating hydrophobic silanes on negatively
charged silica particles.39

4 Conclusions
In this work we have measured the interactions between a spher-
ical microparticle and an air-water interface. The particle track-
ing close to the interface, made with a specifically designed Dual
Wave Reflecting Interference Microscopy setup, allows to measure
the particle-interface interaction. Surprisingly, in most cases two
equilibrium positions are observed. These distinct equilibria are
qualitatively the same for each measured particle thus appearing
a quite general feature of such physical system. The measured
interaction potential associated to the farthest position from the
interface is well reproduced by a classic DLVO model completed
with an attractive gravitational energy. In this position the parti-
cle is found to freely rotate as expected. In contrast, around the
equilibrium closest to the interface the attractive branch of the
potential cannot be accounted for gravity alone and the particle
orientation is frozen. The system behaviour as a function of the
solution molarity indicates the decisive role played by van der
Waals interaction in the appearance of the closest to the interface
equilibrium position. We suggested that this novel behaviour may
be related to heterogeneities of the particle surface. Among possi-
ble origins, pinned air nanobubbles may provide both the further
van der Waals attraction needed and the independence from the
surface details of each single particle. The presence of the closest
minimum and the particle interface breaching both appear more
easily in high molarity solutions and for less charged particles,
suggesting a possible connection between them via the discussed
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extra van der Waals attraction. Such an attraction could there-
fore facilitate the particle interface breaching in these systems.
This remarks appears to be of paramount interest in the studies
of interface breaching since the classic DLVO model would always
prevent negatively charged microparticles from being adsorbed at
the air-water interface. We believe that such experimental find-
ings will further stimulate a deeper theoretical analysis of the in-
teraction between particles with heterogeneous surfaces and the
air-water interface.
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