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Spatiospectral Concentration
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Frederik J. Simons†
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Abstract. We pose and solve the analogue of Slepian’s time-frequency concentration problem on
the surface of the unit sphere to determine an orthogonal family of strictly bandlimited
functions that are optimally concentrated within a closed region of the sphere or, alterna-
tively, of strictly spacelimited functions that are optimally concentrated in the spherical
harmonic domain. Such a basis of simultaneously spatially and spectrally concentrated
functions should be a useful data analysis and representation tool in a variety of geophysi-
cal and planetary applications, as well as in medical imaging, computer science, cosmology,
and numerical analysis. The spherical Slepian functions can be found by solving either an
algebraic eigenvalue problem in the spectral domain or a Fredholm integral equation in the
spatial domain. The associated eigenvalues are a measure of the spatiospectral concen-
tration. When the concentration region is an axisymmetric polar cap, the spatiospectral
projection operator commutes with a Sturm–Liouville operator; this enables the eigenfunc-
tions to be computed extremely accurately and efficiently, even when their area-bandwidth
product, or Shannon number, is large. In the asymptotic limit of a small spatial region
and a large spherical harmonic bandwidth, the spherical concentration problem reduces
to its planar equivalent, which exhibits self-similarity when the Shannon number is kept
invariant.
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problem, multitaper spectral analysis, spherical harmonics
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1. Introduction. In a classic series of papers published in the 1960s, Slepian,
Landau, and Pollak solved a fundamental problem in information theory, namely,
that of optimally concentrating a given signal in both the time and frequency do-
mains [35, 36, 58, 59]. The orthogonal family of data windows, or tapers, that arise
in this context, and their discrete and multidimensional extensions [5, 22, 38, 56, 57],
form the basis of the multitaper method of spectral analysis [69, 70, 71], which has
enjoyed application in a wide range of physical, computational, and biomedical dis-
ciplines (e.g., climatology, communications engineering, geodesy, neurology, optics,
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seismology, and speech recognition). Time-frequency and time-scale concentration in
more general settings and a variety of geometries has subsequently been studied by
several authors, e.g., [7, 11, 13, 14, 16, 17, 18, 21, 37, 40, 43, 44, 51].

Adhering to Slepian’s original quadratic concentration criterion, we consider the
simultaneous spatial and spectral localization of a real-valued function of geographi-
cal position on the surface of the unit sphere. Apart from Gilbert and Slepian’s work
on concentrated Legendre polynomials [20] and the extremely insightful analysis by
Grünbaum and his colleagues [21], Slepian’s concentration problem on a sphere has
been revisited relatively rarely, by workers in geodesy [1], medical imaging [50], and
planetary science [76]. These studies all restrict attention to the special case of an ax-
isymmetric concentration region; here, we pose and solve the spherical spatiospectral
concentration problem for a geographical region of arbitrary shape.

The optimal orthogonal family of spherical multitapers that we derive here will
be useful in a variety of geophysical, planetary, cosmological, and other applications;
the single tapers that have recently been developed for some of the purposes listed
above, e.g., [19, 32, 54, 63, 68], are inferior in the extraction of localized statistical
information [49, 74, 76]. In geophysics, the local thickness or elastic strength of the
terrestrial lithosphere can be estimated from the cross-spectral properties of Earth’s
surface topography and associated gravitational field [73]; in planetary science, the
lithospheric properties of other bodies in the solar system may be investigated in the
same way. The data used in these studies are most commonly available as a bandlim-
ited set of spherical harmonic coefficients measured by artificial satellites. In many
if not most cases, planetary curvature prohibits the use of locally flat approxima-
tions [75]. Thus, the determination of spatially localized estimates of terrestrial and
planetary lithospheric properties requires spatiospectral localization methods that go
beyond those available in the plane, e.g., [53]. The construction of bandlimited spher-
ical basis functions that are optimally concentrated within a specific geographical
region also has applications in satellite hydrology [64], which aims to constrain fluxes
of surface and ground water by measurements of the associated temporal variations
in Earth’s gravity field, and in geodesy, where one is frequently required to determine
the spherical harmonic coefficients of a planet’s gravity or magnetic field using data
from an incompletely sampled sphere [61]. In astronomy and cosmology, spherical
multitapers will be useful in estimating the power spectra of extragalactic objects
cataloged in sky surveys [23, 48] as well as the spectrum of the cosmic microwave
background radiation, either from ground-based surveys of a limited region of the
sky or from space-based measurements that are contaminated by emission from the
galactic plane [66, 67].

2. Slepian’s Concentration Problem. We begin with a brief review of the one-
dimensional, continuous-continuous, time-frequency concentration problem in order
to provide a template for the spherical spatiospectral concentration problem, which
we shall consider in the remainder of the paper. We use t and ω to denote time
and angular frequency, respectively, and adopt a normalization convention in which
a real-valued time-domain signal f(t) and its Fourier transform F (ω) are related by

f(t) =
1
2π

∫ ∞
−∞

F (ω)eiωt dω, F (ω) =
∫ ∞
−∞

f(t)e−iωt dt.(2.1)

The problem considered by Slepian and Pollak [59] is that of optimally concentrating
a strictly bandlimited signal g(t), with a spectrum G(ω) that vanishes for frequencies
|ω| > W , into a time interval |t| ≤ T . No such bandlimited signal g(t) can be
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completely concentrated within a finite interval by virtue of the Paley–Wiener theorem
[12, 39]. Although alternative criteria have been analyzed, e.g., [19, 51], the optimally
concentrated signal is considered to be the one with the least energy outside the
interval:

λ =

∫ T

−T
g2(t) dt∫ ∞

−∞
g2(t) dt

= maximum.(2.2)

Bandlimited signals g(t) satisfying the variational problem (2.2) have spectra G(ω)
that satisfy the frequency-domain convolutional integral eigenvalue equation

∫ W

−W

sinT (ω − ω′)
π(ω − ω′) G(ω′) dω′ = λG(ω), |ω| ≤W.(2.3)

A closely related problem is that of concentrating the spectrum H(ω) of a strictly
timelimited function h(t), which vanishes for times |t| > T , into a spectral interval
|ω| ≤W . Slepian’s measure of concentration in this case is

λ =

∫ W

−W
|H(ω)|2 dω∫ ∞

−∞
|H(ω)|2 dω

= maximum.(2.4)

Timelimited signals h(t) whose spectra satisfy the variational problem (2.4) them-
selves satisfy the time-domain eigenvalue equation

∫ T

−T

sinW (t− t′)
π(t− t′) h(t′) dt′ = λh(t), |t| ≤ T.(2.5)

Both (2.3) and (2.5) have the same eigenvalues 1 > λ1 > λ2 > · · · > 0, with asso-
ciated time-domain eigentapers g1(t), g2(t), . . . and h1(t), h2(t), . . . , which coincide,
to within a multiplicative constant, within the interval |t| ≤ T , and eigenspectra
G1(ω), G2(ω), . . . and H1(ω), H2(ω), . . . , which coincide within the interval |ω| ≤W .

A change of both the independent and dependent variables transforms both (2.3)
and (2.5) into the same dimensionless eigenvalue equation:

∫ 1

−1

sinTW (x− x′)
π(x− x′) ψ(x′) dx′ = λψ(x), |x| ≤ 1.(2.6)

Equation (2.6) shows that the eigenvalues λ1, λ2, . . . and suitably scaled eigenfunctions
ψ1(x), ψ2(x), . . . depend only upon the time-bandwidth product TW . The sum of the
eigenvalues is related to this product by

N =
∞∑
α=1

λα =
2TW
π

.(2.7)

Because of the characteristic step shape of the eigenvalue spectrum [33, 60], this so-
called Shannon number [49] is a good estimate of the number of significant eigenvalues
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or, roughly speaking, the number of signals f(t) that can be simultaneously well
concentrated into a finite time interval |t| ≤ T and a finite frequency interval |ω| ≤W .

Serendipitously, the integral operator acting upon ψ in (2.6) commutes with a
second-order differential operator, P = d

dx (1 − x2) ddx − T 2W 2x2, which arises in
the separation of the three-dimensional scalar wave equation in prolate spheroidal
coordinates [55]. Thanks to this “lucky accident” [58], it is also possible to find the
scaled eigenfunctions ψ1(x), ψ2(x), . . . by solving the Sturm–Liouville equation

d

dx
(1− x2)

dψ

dx
+ (χ− T 2W 2x2)ψ = 0, |x| ≤ 1,(2.8)

where χ �= λ is the associated eigenvalue.
The bandlimited prolate spheroidal eigentapers may be chosen to be orthonormal

over the infinite time interval |t| ≤ ∞ and orthogonal over the finite interval |t| ≤ T :∫ ∞
−∞

gαgβ dt = δαβ ,

∫ T

−T
gαgβ dt = λαδαβ .(2.9)

Almost all of the above results have analogues in the spatiospectral concentration
problem for functions on the unit sphere. As we shall see, this two-dimensional
problem is enriched by the arbitrary shape of the region of spatial concentration.

3. Preliminaries. The geometry of the unit sphere Ω = {r̂ : ‖r̂‖ = 1} is depicted
in Figure 3.1. We denote the colatitude of a geographical point r̂ by 0 ≤ θ ≤ π and

ŷ

r̂

Ω

θ

φ

ẑ

x̂

r ’^

∆

r̂

R
1

R
2

Θ

Fig. 3.1 Sketch illustrating the geometry of the spherical concentration problem. Lower right shows
an axisymmetric polar cap of colatitudinal radius Θ, treated in Section 5. The area of the
region of concentration, R = R1 ∪R2 ∪ · · ·, is denoted by A in the text.
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the longitude by 0 ≤ φ < 2π; the geodesic angular distance between two points r̂ and
r̂′ will be denoted by ∆, where cos ∆ = r̂ · r̂′ = cos θ cos θ′ + sin θ sin θ′ cos(φ − φ′).
We use R to denote a region of Ω, of area A =

∫
R
dΩ, within which we seek to

concentrate a bandlimited function of position r̂. The region may consist of a number
of unconnected subregions, R = R1 ∪R2 ∪ · · ·, and it may have an irregularly shaped
boundary, as shown. The region complementary to R will be denoted by Ω−R.

3.1. Spherical Harmonics. Since we restrict our attention to real-valued func-
tions, we use real surface spherical harmonics Ylm(r̂) = Ylm(θ, φ) defined by [10, 15]

Ylm(θ, φ) =



√

2Xlm(θ) cosmφ if −l ≤ m < 0,

Xl0(θ) if m = 0,
√

2Xlm(θ) sinmφ if 0 < m ≤ l,

(3.1)

Xlm(θ) = (−1)m
(

2l + 1
4π

)1/2 [ (l −m)!
(l +m)!

]1/2
Plm(cos θ),(3.2)

Plm(µ) =
1

2ll!
(1− µ2)m/2

(
d

dµ

)l+m
(µ2 − 1)l.(3.3)

The quantity 0 ≤ l ≤ ∞ is known as the angular degree of the spherical harmonic,
and −l ≤ m ≤ l is its angular order. The l → ∞ asymptotic wavenumber associ-
ated with a harmonic of degree l is

√
l(l + 1) ≈ l + 1/2 [29]. The function Plm(µ)

defined in (3.3) is the associated Legendre function of integer degree l and order m.
The spherical harmonics Ylm(r̂) are eigenfunctions of the Laplace–Beltrami operator,
∇2Ylm = −l(l + 1)Ylm, where ∇2 = ∂2

θ + cot θ ∂θ + (sin θ)−2∂2
φ. Our choice of the

constants in (3.1)–(3.2) orthonormalizes the harmonics on the unit sphere:∫
Ω
YlmYl′m′ dΩ = δll′δmm′ .(3.4)

The corresponding fixed-order orthogonality relations for Xlm(θ) and Plm(µ) are∫ π

0
XlmXl′m sin θ dθ =

1
2π

δll′ ,

∫ 1

−1
PlmPl′m dµ =

2
2l + 1

(l +m)!
(l −m)!

δll′ .(3.5)

The integral of a Legendre polynomial Pl(µ) = Pl0(µ) over a cap cos Θ ≤ µ ≤ 1 is [6]∫ 1

cos Θ
Pl dµ =

1
2l + 1

[
Pl−1(cos Θ)− Pl+1(cos Θ)

]
,(3.6)

where P−1(µ) ≡ 1, and the product of two fixed-order Legendre functions is

Xlm(θ)Xl′m(θ) = (−1)m
l+l′∑

n=|l−l′|

√
(2n+ 1)(2l + 1)(2l′ + 1)

4π

×
(
l n l′

0 0 0

)(
l n l′

m 0 −m

)
Xn0(θ),(3.7)

where the arrays of indices are Wigner 3-j symbols [15, 41]. We shall use two recursion
relations involving the associated Legendre functions and their derivatives, namely,

(2l + 1)µPlm = (l −m+ 1)Pl+1m + (l +m)Pl−1m,(3.8a)

(1− µ2)
dPlm
dµ

= (l + 1)µPlm − (l −m+ 1)Pl+1m.(3.8b)
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Finally, two relations involving sums of products of Legendre functions evaluated at
different arguments are useful in the discussion that follows. The first is the well-
known spherical harmonic addition theorem [15]

l∑
m=−l

Ylm(r̂)Ylm(r̂′) =
(

2l + 1
4π

)
Pl(r̂ · r̂′) =

(
2l + 1

4π

)
Pl(cos ∆),(3.9)

and the second is the Legendre version of the Christoffel–Darboux identity [28, 62, 65]

(µ− µ′)
L∑
l=m

(2l + 1)
(l −m)!
(l +m)!

Plm(µ)Plm(µ′)

=
(L−m+ 1)!

(L+m)!
[
PL+1m(µ)PLm(µ′)− PLm(µ)PL+1m(µ′)

]
,(3.10)

which is a straightforward consequence of the three-term relation (3.8a).

3.2. Functions on the Sphere. Let f(r̂) be a real-valued, square-integrable func-
tion on the unit sphere Ω. Any such function can be expanded as

f =
∞∑
l=0

l∑
m=−l

flmYlm, flm =
∫

Ω
fYlm dΩ.(3.11)

Equation (3.11) is the spherical analogue of the one-dimensional Fourier transform
pair (2.1). The finite character of the unit sphere quantizes the colatitudinal and
longitudinal “frequencies” 0 ≤ l ≤ ∞ and −l ≤ m ≤ l. We use a sans serif f to denote
the ordered column vector of spherical harmonic coefficients: f = ( · · · flm · · · )T. The
norms of a spatial-domain function f(r̂) and its spectral-domain equivalent f will be
denoted by

‖f‖2Ω =
∫

Ω
f2 dΩ, ‖f‖2∞ =

∞∑
l=0

l∑
m=−l

f2
lm.(3.12)

Using this notation, we can write Parseval’s relation in the form ‖f‖2Ω = ‖f‖2∞. The
power spectral density or variance per spherical harmonic degree l and per unit area
of a function f(r̂) is defined by 〈f2

l 〉 = (2l + 1)−1∑l
m=−l f

2
lm. We use δ(r̂, r̂′) for the

Dirac delta function on the sphere, with the sifting property

∫
Ω
δ(r̂, r̂′)f(r̂) dΩ = f(r̂′).(3.13)

The spherical harmonic representation of δ(r̂, r̂′) = (sin θ)−1δ(θ − θ′)δ(φ− φ′) is

δ(r̂, r̂′) =
∞∑
l=0

l∑
m=−l

Ylm(r̂)Ylm(r̂′) =
∞∑
l=0

(
2l + 1

4π

)
Pl(cos ∆).(3.14)

The power spectral density of δ(r̂, r̂′) is white: 〈δ2
l 〉 = 1/(4π) for all 0 ≤ l ≤ ∞.
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3.3. Bandlimited and Spacelimited Functions. We are interested in two sub-
spaces of the space of all square-integrable functions on the unit sphere Ω. We use
SL =

{
g : 〈g2

l 〉 = 0 for L < l ≤ ∞
}

to denote the space of all bandlimited functions

g =
L∑
l=0

l∑
m=−l

glmYlm,(3.15)

with no power above the bandwidth L, and SR =
{
h : h = 0 in Ω−R

}
to denote the

space of all spacelimited functions h(r̂) that are strictly contained within a region R.
The space SR is infinite-dimensional but dimSL = (L + 1)2, since the vector of
spherical harmonic coefficients g = (g00 · · · gLL)T associated with a function g(r̂) of
the form (3.15) has

∑L
l=0(2l + 1) = (L+1)2 entries. Spatial and spectral (semi)norms

analogous to (3.12) are defined as

‖f‖2R =
∫
R

f2 dΩ, ‖f‖2L =
L∑
l=0

l∑
m=−l

f2
lm.(3.16)

4. Concentration within an Arbitrarily Shaped Region. No function can be
strictly spacelimited as well as strictly bandlimited, i.e., no f(r̂) can be in both sub-
spaces SR and SL simultaneously. The objective of this paper is to determine those
bandlimited functions g(r̂) ∈ SL that are optimally concentrated within a spatial
region R and those spacelimited functions h(r̂) ∈ SR whose spectrum is optimally
concentrated within an interval 0 ≤ l ≤ L. As in the time-frequency case, these two
spatiospectral concentration problems will be shown to be each other’s duals.

4.1. Spatial Concentration of a Bandlimited Function. To maximize the spa-
tial concentration of a bandlimited function g(r̂) ∈ SL within a region R, we maximize
the ratio of the (semi)norms:

λ =
‖g‖2R
‖g‖2Ω

=

∫
R

g2 dΩ∫
Ω
g2 dΩ

= maximum.(4.1)

The two-dimensional variational problem (4.1) is analogous to the one-dimensional
problem (2.2). Here, as there, the ratio 0 < λ < 1 is a measure of the spatial concen-
tration. Upon inserting the representation (3.15) of g(r̂) into (4.1) and interchanging
the order of summation and integration, we can express λ in the form

λ =

L∑
l=0

l∑
m=−l

glm

L∑
l′=0

l′∑
m′=−l′

Dlm,l′m′ gl′m′

L∑
l=0

l∑
m=−l

g2
lm

,(4.2)

where we have used the orthonormality relation (3.4) and defined the quantities

Dlm,l′m′ =
∫
R

YlmYl′m′ dΩ.(4.3)
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Upon introducing the (L+ 1)2 × (L+ 1)2 matrix

D =




D00,00 · · · D00,LL
...

...
DLL,00 · · · DLL,LL


 ,(4.4)

with elements Dlm,l′m′ , 0 ≤ l ≤ L and −l ≤ m ≤ l, we can rewrite (4.1) as a classical
matrix variational problem in the space of (L+ 1)2-tuples [25]:

λ =
gTDg

gTg
= maximum.(4.5)

Column vectors g that render the Rayleigh quotient λ in (4.5) stationary are solutions
of the (L+ 1)2 × (L+ 1)2 algebraic eigenvalue problem

Dg = λg.(4.6)

Equation (4.6) is the discrete spherical analogue of the one-dimensional frequency-
domain equation (2.3). The matrix (4.4) is real, symmetric (DT = D), and posi-
tive definite (gTDg > 0 for all g �= 0), so the (L + 1)2 eigenvalues λ and associated
eigenvectors g are always real [25]. We order the eigenvalues λ1, λ2, . . . , λ(L+1)2 and
eigenvectors g1, g2, . . . , g(L+1)2 so that 1 > λ1 ≥ λ2 ≥ · · · ≥ λ(L+1)2 > 0. Every
spectral-domain eigenvector gα gives rise to an associated bandlimited spatial eigen-
function gα(r̂) defined by (3.15). The largest eigenvalue λ1 is strictly smaller than one
because no bandlimited function can be completely confined within the region R, and
the smallest eigenvalue λ(L+1)2 is strictly greater than zero because of the positive
definiteness of the matrix D.

The symmetry DT = D also guarantees that the eigenvectors g1, g2, . . . , g(L+1)2

are mutually orthogonal [25]. We choose them to be orthonormal:

gT
αgβ = δαβ , gT

αDgβ = λαδαβ .(4.7)

The associated spatial eigenfunctions g1(r̂), g2(r̂), . . . , g(L+1)2(r̂) form a basis for SL.
They are orthonormal over the whole sphere Ω and orthogonal over the region R:∫

Ω
gαgβ dΩ = δαβ ,

∫
R

gαgβ dΩ = λαδαβ .(4.8)

The two spatial-domain relations in (4.8) are equivalent to the corresponding matrix
spectral relations (4.7), and they are analogous to the one-dimensional orthogonality
relations (2.9). The eigenfunction g1(r̂) associated with the largest eigenvalue λ1 is the
member of the space SL of bandlimited functions that is most spatially concentrated
within region R; the eigenfunction g2(r̂) is the next best concentrated function in SL
orthogonal to g1(r̂) over both Ω and R; and so on.

Written out in full using index notation, the matrix eigenvalue equation (4.6) is

L∑
l′=0

l′∑
m′=−l′

Dlm,l′m′gl′m′ = λglm.(4.9)

Upon multiplying (4.9) by Ylm(r̂) and summing over all 0 ≤ l ≤ L and −l ≤ m ≤ l,
we obtain a spatial-domain eigenvalue equation:∫

R

D(r̂, r̂′) g(r̂′) dΩ′ = λg(r̂), r̂ ∈ Ω,(4.10)
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where we have defined the bandlimited Dirac delta function

D(r̂, r̂′) =
L∑
l=0

l∑
m=−l

Ylm(r̂)Ylm(r̂′) =
L∑
l=0

(
2l + 1

4π

)
Pl(cos ∆).(4.11)

Equation (4.10) is a homogeneous Fredholm integral equation of the second kind,
with a finite-rank, symmetric, separable kernel [31, 72]. Upon inserting the represen-
tations (3.15) and (4.11) into (4.10), we recover the matrix equation (4.6), so that the
spectral-domain eigenvalue problem for g and the spatial-domain eigenvalue problem
for a bandlimited g(r̂) ∈ SL are completely equivalent.

In summary, we can find an orthogonal family of bandlimited eigenfunctions that
are optimally concentrated within a region R on the unit sphere Ω by solving either the
(L+1)2×(L+1)2 matrix eigenvalue problem (4.6) for the spectral-domain eigenvectors
g1, g2, . . . , g(L+1)2 or the Fredholm integral equation (4.10) for the associated spatial-
domain eigenfunctions g1, g2, . . . , g(L+1)2 . Either method determines the optimally
concentrated eigenfunctions at all points r̂ ∈ Ω, i.e., both in the region R, where
they are concentrated, and in the complementary region Ω − R, where they exhibit
inevitable leakage.

4.2. Spectral Concentration of a Spacelimited Function. Instead of seeking to
concentrate a bandlimited function g(r̂) ∈ SL within a spatial region R, we may seek
to concentrate a spacelimited function h(r̂) ∈ SR within a spectral interval 0 ≤ l ≤ L.
A suitable measure of concentration is then the spectral (semi)norm ratio, analogous
to the one-dimensional ratio (2.4):

λ =
‖h‖2L
‖h‖2∞

=

L∑
l=0

l∑
m=−l

h2
lm

∞∑
l=0

l∑
m=−l

h2
lm

= maximum.(4.12)

Upon inserting the representation of the spherical harmonic expansion coefficients,

hlm =
∫
R

hYlm dΩ,(4.13)

and interchanging the order of summation and integration, we can rewrite the varia-
tional problem (4.12) in the form

λ =

∫
R

∫
R

h(r̂)D(r̂, r̂′)h(r̂′) dΩ dΩ′∫
R

h2(r̂) dΩ
= maximum,(4.14)

where we have made use of the replication property (3.13) of the delta function (3.14)
and the definition (4.11) of the kernel D(r̂, r̂′). Functions h(r̂) ∈ SR that render the
Rayleigh quotient (4.14) stationary are solutions of the Fredholm integral equation∫

R

D(r̂, r̂′)h(r̂′) dΩ′ = λh(r̂), r̂ ∈ R.(4.15)

Equation (4.15) is the spherical analogue of the one-dimensional time-domain eigen-
value equation (2.5). In fact, this equation for h(r̂) ∈ SR is identical to (4.10) for
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g(r̂) ∈ SL. The only difference is that (4.10) is applicable on the entire sphere Ω,
whereas the domain of (4.15) is limited to the region R, within which h(r̂) �= 0.
Evidently, the eigenfunctions h(r̂) that maximize the spectral norm ratio (4.12) are
identical, within the region R, to the eigenfunctions g(r̂) that maximize the spatial
norm ratio (4.1). We normalize such that

h(r̂) =
{
g(r̂) if r̂ ∈ R,
0 otherwise.(4.16)

Every bandlimited eigenfunction gα ∈ SL gives rise to a spacelimited eigenfunction
hα ∈ SR defined by the restriction (4.16). The associated eigenvalues λα measure the
spatiospectral concentration; the fractional spatial energy 1− λα leaked by gα to the
region Ω−R is identical to the fractional spectral energy leaked by hα into the degrees
L < l ≤ ∞. Had we started with the variational prescription (4.12) rather than (4.1),
we could have obtained the integral equation (4.10) governing a bandlimited g(r̂) ∈ SL
by extending the domain of (4.15) to the whole sphere Ω.

The spacelimited eigenfunctions h1(r̂), h2(r̂), . . . , h(L+1)2(r̂) defined by (4.16) are
orthogonal (but not orthonormal) over both the whole sphere Ω and the region R:∫

Ω
hαhβ dΩ =

∫
R

hαhβ dΩ = λαδαβ .(4.17)

The relation hlm =
∑L
l′=0
∑l′

m′=−l′ Dlm,l′m′gl′m′ expresses the coefficients hlm, where
0 ≤ l ≤ ∞, in terms of the coefficients glm, with 0 ≤ l ≤ L. By (4.9), this amounts
to hlm = λglm when 0 ≤ l ≤ L. In addition to the (L + 1)2 eigenfunctions with
nonzero eigenvalues λ1, λ2, . . . , λ(L+1)2 , (4.15) has an infinite-dimensional null space
of eigenfunctions with associated eigenvalue λ = 0. Every function h(r̂) that vanishes
in Ω−R and has no power in the interval 0 ≤ l ≤ L is a member of this null space.

4.3. Significant and Insignificant Eigenvalues. The sum of the eigenvalues of
the matrix D defined in (4.4) is given by

N =
(L+1)2∑
α=1

λα = tr D =
L∑
l=0

l∑
m=−l

Dlm,lm =
∫
R

D(r̂, r̂) dΩ = (L+ 1)2 A

4π
,(4.18)

where we have substituted for the diagonal matrix elements Dlm,lm from (4.3) and
used (4.11) and the identity Pl(1) = 1. The quantity N in (4.18) is the spherical
analogue of the Shannon number (2.7) in Slepian’s one-dimensional concentration
problem. Eigenfunctions gα(r̂) that are well concentrated within the region R will
have eigenvalues λα near unity, whereas those that are poorly concentrated will have
eigenvalues λα near zero. If, as in the one-dimensional problem, the spectrum of
eigenvalues λ1, λ2, . . . , λ(L+1)2 has a relatively narrow transition band from values
near unity to values near zero [60], then the total number of significant (λα ≈ 1)
eigenvalues will be well approximated by the rounded sum (4.18). For this reason,
we expect N to be a good estimate of the number of significant eigenvalues. Roughly
speaking, the spherical Shannon number (4.18) is the dimension of the space of two-
dimensional functions f(r̂) that are both approximately limited in the spectral domain
to spherical harmonic degrees 0 ≤ l ≤ L and approximately limited in the spatial
domain to an arbitrarily shaped region R of area A [33, 34].

Rather than seeking a bandlimited function g(r̂) ∈ SL that is optimally concen-
trated within a spatial region R, we could have decided to seek one that is optimally
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excluded from R, i.e., one that is optimally concentrated within the complementary
region Ω−R. In that case, we would have sought to minimize rather than maximize
the Rayleigh quotient (4.1). In fact, all that we have found are the bandlimited func-
tions g(r̂) ∈ SL that render the eigenvalue λ stationary, so we have actually solved
the concentration and exclusion problems simultaneously. The optimally concentrated
eigenfunctions and the optimally excluded eigenfunctions are identical, but with the
ordering indices reversed, i.e., the bandlimited function that is most excluded from R
is g(L+1)2 , the next most excluded is g(L+1)2−1, and so on. Since λα is the fractional
power of the stationary eigenfunction gα within R, its fractional power within Ω−R
is 1− λα. Whenever the area A of the region R is a small fraction of the area of the
sphere, A � 4π, there will be many more well-excluded eigenfunctions with insig-
nificant (λα ≈ 0) eigenvalues than well-concentrated eigenfunctions with significant
(λα ≈ 1) eigenvalues, i.e., N � (L+ 1)2.

The kernel D(r̂, r̂′) in the integral eigenvalue equation (4.10) can be expressed in
terms of the spatial-domain eigenfunctions g1, g2, . . . , g(L+1)2 in the form

D(r̂, r̂′) =
(L+1)2∑
α=1

gα(r̂)gα(r̂′).(4.19)

To verify that (4.19) is equivalent to the original representation (4.11), it suffices to
note that both Ylm, 0 ≤ l ≤ L, −l ≤ m ≤ l, and gα, α = 1, 2, . . . , (L+1)2, are (L+1)2-
dimensional orthonormal bases for SL. The transformed representation (4.19) is the
spherical version of Mercer’s theorem [17, 31, 72]. Upon setting r̂′ = r̂ in (4.19), we
deduce that the sum of the squares of the (L+ 1)2 bandlimited eigenfunctions gα(r̂)
is a constant, independent of position r̂ on the sphere Ω; in fact,

(L+1)2∑
α=1

g2
α(r̂) = D(r̂, r̂) =

(L+ 1)2

4π
=
N

A
.(4.20)

If the first N eigenfunctions g1, g2, . . . , gN have eigenvalues near unity and lie mostly
within R, and the remainder gN+1, gN+2, . . . , g(L+1)2 have eigenvalues near zero and
lie mostly in Ω−R, then we expect the eigenvalue-weighted sum of squares to be

(L+1)2∑
α=1

λαg
2
α(r̂) ≈

N∑
α=1

λαg
2
α(r̂) ≈

{
N/A if r̂ ∈ R,
0 otherwise.(4.21)

The terms with N + 1 ≤ α ≤ (L + 1)2 should be negligible, so it is immaterial
whether they are included in the sum (4.21) or not. Taken together, the first N
orthogonal eigenfunctions gα, α = 1, 2, . . . , N , with significant eigenvalues λα ≈ 1,
provide an essentially uniform coverage of the region R. This is really the essence of
the spatiospectral concentration problem: the number of degrees of freedom is reduced
from dimSL = (L+ 1)2 to the Shannon number N = (L+ 1)2A/(4π).

4.4. Abstract Operator Formulation. We conclude this section on the con-
centration problem for an arbitrarily shaped region by reiterating the above results
using an abstract operator notation. We use H to denote the operator that acts
upon square-integrable functions f(r̂) in the spatial domain to produce the associ-
ated infinite-dimensional column vectors f of spherical harmonic coefficients flm in
the spectral domain, and we use H−1 to denote its inverse, so that Hf = f and
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H−1f = f . We introduce two operators, R and L, which project onto the space SR of
spacelimited functions and the space SL of bandlimited functions, respectively. The
first of these acts to spatially restrict functions f(r̂) in the spatial domain,

Rf(r̂) =
{
f(r̂) if r̂ ∈ R,
0 otherwise,(4.22)

whereas the second acts to bandlimit column vectors f in the spectral domain,

L f = L




f00
...

f∞∞


 =




f00
...

fLL


 .(4.23)

The operator product H−1LH acts to bandlimit an arbitrary function f(r̂). In nu-
merical analysis [4, 28, 46, 62], this operation is referred to as spherical or uniform-
resolution filtering or as triangular truncation. We denote the inner products in the
two domains by 〈f, f ′〉Ω =

∫
Ω ff

′ dΩ and 〈f, f ′〉∞ = fTf ′. The spatial and spectral
norms introduced in (3.12) are given by ‖f‖2Ω = 〈f, f〉Ω and ‖f‖2∞ = 〈f, f 〉∞.

The spatial concentration variational problem (4.1) and the spectral concentration
variational problem (4.12) can be written using this operator notation in the form

λ =
〈RH−1L f,RH−1L f 〉Ω
〈H−1L f,H−1L f 〉Ω

=
〈LHRf,LHRf〉∞
〈HRf,HRf〉∞

= maximum.(4.24)

The associated spectral-domain and spatial-domain eigenvalue equations are

(LHRH−1L)(L f ) = λ(L f ), (RH−1LHR)(Rf) = λ(Rf),(4.25)

where we have made use of the facts that H and H−1 are each others’ adjoints, that
both R and L are self-adjoint, and that R2 = R and L2 = L. The equations (4.25)
are the operator equivalents of the algebraic eigenvalue equation (4.6) and the integral
eigenvalue equation (4.15). Any solution of (4.24) is a bandlimited column vector of
the form g = L f, whereas any solution of (4.25) is a spacelimited function of the
form h = Rf . Both the spectral-domain operator LHRH−1L and the spatial-domain
operator RH−1LHR are symmetric by inspection.

5. Concentration within an Axisymmetric Polar Cap. We turn our attention
next to the special but important case in which the region of concentration is a
circularly symmetric cap of colatitudinal radius Θ, centered on the north pole, as
illustrated in the lower right of Figure 3.1. In practical applications, the eigenfunctions
that are optimally concentrated within such a polar cap R =

{
θ : 0 ≤ θ ≤ Θ

}
can

be rotated to an arbitrarily positioned circular cap on the unit sphere using standard
spherical harmonic rotation formulae [3, 10, 15].

5.1. Decomposition of the Spectral-Domain Eigenvalue Problem. The matrix
elements (4.3) in this axisymmetric case reduce to

Dlm,l′m′ = 2π δmm′
∫ Θ

0
XlmXl′m sin θ dθ.(5.1)

The Kronecker delta δmm′ renders the (L + 1)2 × (L + 1)2 matrix D of (4.4) block
diagonal: D = diag (D0,D1,D1, . . . ,DL,DL), where every submatrix Dm �= D0 occurs
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twice as a result of the doublet degeneracy associated with ±m. Rather than solving
the full eigenvalue equation (4.6), we solve a series of (L − m + 1) × (L − m + 1)
spectral-domain algebraic eigenvalue problems, Dmgm = λmgm, one for each non-
negative order m. In the remainder of this section, we drop the identifying subscript
m and write each fixed-order eigenvalue problem as, simply,

Dg = λg.(5.2)

The matrix D and the column vector g in (5.2) are of the form

D =




Dmm · · · DmL

...
...

DLm · · · DLL


 , g =




gm
...
gL,


 ,(5.3)

where, for a particular order 0 ≤ m ≤ L and m ≤ l ≤ L,

Dll′ = 2π
∫ Θ

0
XlmXl′m sin θ dθ.(5.4)

A simple analytical expression for this integral exists when m = 0 and l �= l′ [76];
more generally, (5.4) can be evaluated with the aid of (3.6)–(3.7):

Dll′ = (−1)m
√

(2l + 1)(2l′ + 1)
2

l+l′∑
n=|l−l′|

(
l n l′

0 0 0

)(
l n l′

m 0 −m

)

×
[
Pn−1(cos Θ)− Pn+1(cos Θ)

]
.(5.5)

We rank order the distinct L−m+ 1 eigenvalues obtained by solving each of the
fixed-order eigenvalue problems (5.2) so that 1 > λ1 > λ2 > · · · > λL−m+1 > 0, and
we orthonormalize the associated eigenvectors g1, g2, . . . , gL−m+1 as in (4.7) so that

gT
αgβ = δαβ , gT

αDgβ = λαδαβ .(5.6)

The associated bandlimited eigenfunctions g1(θ), g2(θ), . . . , gL−m+1(θ), defined by

g =
L∑
l=m

g lXlm,(5.7)

then satisfy the colatitudinal orthogonality relations

2π
∫ π

0
gαgβ sin θ dθ = δαβ , 2π

∫ Θ

0
gαgβ sin θ dθ = λαδαβ .(5.8)

The optimally concentrated spatial eigenfunctions g(r̂) for a given −L ≤ m ≤ L are
expressed in terms of the fixed-order colatitudinal eigenfunctions (5.7) by

g(θ, φ) =



√

2 g(θ) cosmφ if −L ≤ m < 0,

g(θ) if m = 0,
√

2 g(θ) sinmφ if 0 < m ≤ L.

(5.9)
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Fig. 5.1 Colatitudinal dependence of the first four bandlimited eigenfunctions gα(θ), α = 1, 2, 3, 4,
of fixed order m = 0 (top) to m = 4 (bottom). The radius of the polar cap is Θ = 40◦, and
the bandwidth is L = 18. Black curves show the concentration within the cap 0◦ ≤ θ ≤ 40◦;
gray curves show the leakage into the rest of the sphere, 40◦ < θ ≤ 180◦. Labels show the
eigenvalues λα, which express the quality of the spatial concentration. The corresponding
spacelimited spectral-domain eigenfunctions are shown in Figure 5.2.

The four most optimally concentrated eigenfunctions g1(θ), g2(θ), g3(θ), g4(θ) for
orders 0 ≤ m ≤ 4 are plotted in Figure 5.1. The associated eigenvalues λ1, λ2, λ3, λ4
are listed to six-figure accuracy. The radius of the polar cap in this example is Θ = 40◦,
the bandwidth is L = 18, and the rounded Shannon number is N = 42. The first zonal
(m = 0) eigenfunction, g1(θ), has no nodes within the cap 0◦ ≤ θ ≤ 40◦; the second,
g2(θ), has one node; and so on. The nonzonal (m > 0) eigenfunctions all vanish at
the north pole, θ = 0◦. The first four zonal eigenfunctions, the first three m = 1 and
m = 2 eigenfunctions, and the first two m = 3 and m = 4 eigenfunctions are all very
well concentrated (λ > 0.9), whereas the fourth m = 3 and m = 4 eigenfunctions
exhibit significant leakage (λ < 0.1).

5.2. Decomposition of the Spatial-Domain Eigenvalue Problem. The integral
eigenvalue problem (4.10) in the spatial domain likewise decomposes into a series of
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fixed-order, one-dimensional Fredholm eigenvalue equations,∫ Θ

0
D(θ, θ′) g(θ′) sin θ′ dθ′ = λg(θ), 0 ≤ θ ≤ π,(5.10)

each with an m-dependent, separable, symmetric kernel

D(θ, θ′) = 2π
L∑
l=m

Xlm(θ)Xlm(θ′).(5.11)

The results (5.10)–(5.11) can be obtained either by multiplying
∑L
l′=mDll′g l′ = λg l,

the index form of (5.2), by Xlm(θ) and summing over m ≤ l ≤ L, or by substitut-
ing the representation (5.9) into (4.10) and using the orthogonality of the longitudi-
nal functions . . . ,

√
2 cosmφ, . . . , 1, . . . ,

√
2 sinmφ, . . . over 0 ≤ φ < 2π. The matrix

eigenvalue problem (5.2) can in turn be derived starting from the separable Fredholm
equation (5.10), so that the fixed-order spectral and spatial eigenvalue problems are
completely equivalent. The fixed-order spacelimited eigenfunctions

h(θ) =
{
g(θ) if 0 ≤ θ ≤ Θ,
0 otherwise(5.12)

satisfy an equation identical to (5.10), but only within the polar cap itself:

∫ Θ

0
D(θ, θ′)h(θ′) sin θ′ dθ′ = λh(θ), 0 ≤ θ ≤ Θ.(5.13)

The eigenvalue λ is a measure of both the spatial concentration of g(θ) ∈ SL within
the cap 0 ≤ θ ≤ Θ and the spectral concentration of h(θ) ∈ SR within the interval
0 ≤ l ≤ L. The substitution µ = cos θ converts (5.10) and (5.13) into

∫ 1

cos Θ
D(µ, µ′) g(µ′) dµ′ = λg(µ), −1 ≤ µ ≤ 1,(5.14a)

∫ 1

cos Θ
D(µ, µ′)h(µ′) dµ′ = λh(µ), cos Θ ≤ µ ≤ 1.(5.14b)

The kernel D(µ, µ′) can be simplified using the Christoffel–Darboux identity (3.10):

D(µ, µ′) =
1
2

L∑
l=m

(2l + 1)
(l −m)!
(l +m)!

Plm(µ)Plm(µ′)

=
(L−m+ 1)!
2(L+m)!

[
PL+1m(µ)PLm(µ′)− PLm(µ)PL+1m(µ′)

µ− µ′
]
,(5.15)

with L’Hôpital’s rule for µ = µ′. Equation (5.15) generalizes the m = 0 result of [20].
The squared spherical harmonic coefficients h2

l of the four best concentrated space-
limited eigenfunctions h1(θ), h2(θ), h3(θ), h4(θ) for 0 ≤ m ≤ 4 are plotted versus
spherical harmonic degree l in Figure 5.2. The cap radius Θ = 40◦, spectral concen-
tration interval L = 18, and layout are the same as in Figure 5.1. The maximum
contribution to the αth zonal (m = 0) eigenfunction comes from the degree l satisfy-
ing 2πα/

√
l(l + 1) ≈ 2Θ; physically, this corresponds to fitting an integral number of

asymptotic wavelengths within the cap of diameter 2Θ.
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Fig. 5.2 Squared spherical harmonic coefficients h2
l of the first four spacelimited eigenfunctions

hα(θ), α = 1, 2, 3, 4, of fixed order m = 0 (top) to m = 4 (bottom). The radius of the polar
cap is Θ = 40◦, and the spectral concentration interval is L = 18. Black curves show the
power within the interval 0 ≤ l ≤ 18; gray curves show the power leaked to 19 ≤ l ≤ 127.
Values of h2

l are in decibels, normalized to zero at the individual maxima. Labels show the
eigenvalues λα, which express the quality of the spectral concentration. The corresponding
bandlimited spatial-domain eigenfunctions are shown in Figure 5.1.

5.3. EigenvalueSpectrumandEigenfunctions. For each of the fixed-order eigen-
value problems (5.2), (5.10), (5.13), and (5.14), the number of significant eigenvalues,
or partial Shannon number, can be computed using any of the formulae

Nm =
L−m+1∑
α=1

λα =
L∑
l=m

Dll =
∫ Θ

0
D(θ, θ) dθ.(5.16)

We can write the final relation in (5.16) using (5.15) in the form

Nm =
(L−m+ 1)!
2(L+m)!

∫ 1

cos Θ

[
P ′L+1mPLm − P ′LmPL+1m

]
dµ,(5.17)

where the prime denotes differentiation with respect to µ.
Once the L+1 sequences of fixed-order eigenvalues have been found, they can be

re-sorted to exhibit an overall mixed-order ranking. The total number of significant
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Fig. 5.3 Reordered eigenvalue spectra (λα versus rank α) for axisymmetric polar caps of colatitudi-
nal radii Θ = 10◦, 20◦, 30◦, 40◦ and a common maximal spherical harmonic degree L = 18.
The total number of eigenvalues is (L+ 1)2 = 381; only λ1 through λ60 are shown. Differ-
ent symbols are used to plot the various orders −11 ≤ m ≤ 11; juxtaposed identical symbols
are ±m doublets. Vertical gridlines and top labels specify the rounded Shannon numbers
N = 3, 11, 24, 42.

eigenvalues (4.18) is then N = N0 + 2
∑L
m=1Nm, where the factor of two accounts

for the ±m degeneracy. In Figure 5.3, we show the reordered, mixed-m eigenvalue
spectra for four different polar caps, with colatitudinal radii Θ = 10◦, 20◦, 30◦, 40◦;
the maximal spherical harmonic degree is L = 18. The spectra have a character-
istic step shape [33, 49, 60], showing significant (λ ≈ 1) and insignificant (λ ≈ 0)
eigenvalues separated by a narrow transition band. The rounded Shannon numbers
N = 3, 11, 24, 42 roughly separate the reasonably well concentrated eigensolutions
(λ ≥ 0.5) from the more poorly concentrated ones (λ < 0.5) in all four cases.

Figure 5.4 shows a polar plot of the first 32 eigenfunctions g(θ, φ) concentrated
within a cap of radius Θ = 40◦, defined by (5.9). The maximal spherical harmonic de-
gree is L = 18 and the Shannon number is N = 42, as in Figure 5.1. The eigenvalue
ranking is mixed order, as in Figure 5.3, and all degenerate

√
2 cosmφ,

√
2 sinmφ

doublets are shown. The concentration factors 1 < λ ≤ 0.849 and orders m of each
eigenfunction are indicated. Blue and red colors represent positive and negative val-
ues, respectively; however, all signs could be reversed without violating the quadratic
concentration criteria (4.1) and (4.12).

Finally, in Figure 5.5, we illustrate the eigenvalue-weighted pointwise sums of
squares

∑
α λαg

2
α(θ, φ) for polar caps of radii Θ = 10◦, 20◦, 30◦, 40◦ and bandwidth

L = 18. The sums are concentrated within the polar cap 0 ≤ θ ≤ Θ; solid lines of
differing shades of gray distinguish the sums carried up to the first N or all (L+ 1)2
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Fig. 5.4 Bandlimited eigenfunctions g(θ, φ) that are optimally concentrated within a circular cap
of colatitudinal radius Θ = 40◦. Dashed circles denote the cap boundary. The bandwidth
is L = 18, and the rounded Shannon number is N = 42. Subscripts on the eigenvalues
λα specify the fixed-order rank. The eigenvalues have been re-sorted into a mixed-order
ranking, with the best concentrated eigenfunction plotted on the top left and the 32nd best
on the lower right. Blue is positive and red is negative; regions in which the absolute value
is less than one hundredth of the maximum value on the sphere are left white.

possible terms. Our heuristic expectation (4.21) is confirmed: inside the cap, the
weighted sums rapidly approachN/A = (L+1)2/(4π). In contrast, the full unweighted
sum

∑
α g

2
α(θ, φ) of (L+1)2 terms (dashed lines) is exactly N/A over the entire sphere

in accordance with (4.20).
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Fig. 5.5 Cumulative energy of the eigenfunctions concentrated within circularly symmetric polar
caps of colatitudinal radii Θ = 10◦, 20◦, 30◦, 40◦. The maximal spherical harmonic degree
is L = 18; the rounded Shannon numbers are N = 3, 11, 24, 42. The sums of squares
g2
1(θ, φ) + g2

2(θ, φ) + · · · and λ1g2
1(θ, φ) + λ2g2

2(θ, φ) + · · · are plotted versus colatitude θ
along a fixed arbitrary meridian φ. Dashed lines show the full unweighted sums of (L+1)2

terms, which attain the constant value N/A over the entire sphere 0 ≤ θ ≤ π. Solid lines
show the eigenvalue-weighted partial sums of N terms and the full sums of (L+ 1)2 terms,
which are very nearly equal and concentrated within 0 ≤ θ ≤ Θ.

5.4. Commuting Differential Operator. The analysis of the time-frequency
concentration problem was advanced considerably by Slepian’s discovery of commut-
ing prolate spheroidal differential operator. Remarkably, there is also a differential op-
erator that commutes with the integral operator in (5.13) and (5.14b) [20]. Grünbaum,
Longhi, and Perlstadt [21] show that, for any 0 ≤ m ≤ L, it is of the form

G = (cos Θ− cos θ)∇2
m + sin θ

d

dθ
− L(L+ 2) cos θ,(5.18)

where ∇2
m = d2/dθ2 + cot θ (d/dθ)−m2(sin θ)−2 is the fixed-order Laplace–Beltrami

operator. Rewritten in terms of µ = cos θ, the Grünbaum operator (5.18) is

G =
d

dµ

[
(cos Θ− µ)(1− µ2)

d

dµ

]
− L(L+ 2)µ− m2(cos Θ− µ)

1− µ2 .(5.19)

Since commuting operators have the same eigenfunctions, we can find the spacelim-
ited, fixed-order eigenfunctions h(θ) or h(µ) by solving the differential eigenvalue
equation Gh = χh, where χ �= λ is the associated Grünbaum eigenvalue.
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To confirm that the differential operator G in (5.19) commutes with the integral
operator acting on h(µ′) in (5.14b), we are required to show that

∫ 1

cos Θ
D(µ, µ′)Gµ′h(µ′) dµ′ =

∫ 1

cos Θ
GµD(µ, µ′)h(µ′) dµ′(5.20)

for an arbitrary spacelimited function h(µ′). Following Grünbaum, Longhi, and Perl-
stadt [21], we first show that the left side of (5.20) can be rewritten as

∫ 1

cos Θ
D(µ, µ′)Gµ′h(µ′) dµ′ =

∫ 1

cos Θ
Gµ′D(µ, µ′)h(µ′) dµ′,(5.21)

and then we verify that

GµD(µ, µ′) = Gµ′D(µ, µ′).(5.22)

The first result (5.21) is a straightforward exercise in integration by parts: for any
two functions ζ(µ) and η(µ), it may be easily shown that

∫ 1

cos Θ
ζ (Gη) dµ = −

∫ 1

cos Θ

[
(cos Θ− µ)(1− µ2)

dζ

dµ

dη

dµ
+ L(L+ 2)µ ζη

+ m2(cos Θ− µ)(1− µ2)−1ζη
]
dµ =

∫ 1

cos Θ
(Gζ) η du.(5.23)

Although it is not needed to prove (5.20), we note for future reference that (5.23) is
also valid if the integrations are carried out over the full interval −1 ≤ µ ≤ 1. To
verify the second result (5.22) we use the definition (5.15) of D(µ, µ′), the identity
∇2
mPlm = −l(l + 1)Plm, and the notation Alm = (2l + 1)(l −m)!/(l +m)! to write

(Gµ − Gµ′)D(µ, µ′) =
1
2
(µ− µ′)

L∑
l=m

AlmPlm(µ)Plm(µ′)
[
l(l + 1)− L(L+ 2)

]

− 1
2
(1− µ2)

L∑
l=m

Alm
d

dµ
Plm(µ)Plm(µ′)

+
1
2
(1− µ′2)

L∑
l=m

AlmPlm(µ)
d

dµ′
Plm(µ′).(5.24)

An application of the Legendre derivative identity (3.8b) transforms (5.24) into

(Gµ − Gµ′)D(µ, µ′) =
1
2
(µ− µ′)

L∑
l=m

AlmPlm(µ)Plm(µ′)
[
l2 − (L+ 1)2]

+
1
2

L∑
l=m

Alm(l −m+ 1)
[
Pl+1m(µ)Plm(µ′)− Plm(µ)Pl+1m(µ′)

]
,(5.25)

and the Christoffel–Darboux identity (3.10) transforms (5.25) into
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(Gµ − Gµ′)D(µ, µ′) =
1
2
(µ− µ′)

L∑
l=m

AlmPlm(µ)Plm(µ′)
[
l2 − (L+ 1)2]

+
1
2
(µ− µ′)

L∑
l=m

(2l + 1)
l∑

n=m

AnmPnm(µ)Pnm(µ′)

=
1
2
(µ− µ′)

L∑
l=m

AlmPlm(µ)Plm(µ′)

[
l2 − (L+ 1)2 +

L∑
n=l

(2n+ 1)

]
,(5.26)

where we obtained the last equality by interchanging the order of summation and
relabeling the sums. The final sum over n is equal to −l2 + (L + 1)2; therefore,
(Gµ − Gµ′)D(µ, µ′) = 0, and the commutation relation (5.20) is confirmed.

5.5. Grünbaum’s Equation. The above argument shows that we can compute
the fixed-order, spacelimited, colatitudinal eigenfunctions h1(θ), h2(θ), . . . , hL−m+1(θ)
by solving either the integral equation (5.13) or the differential equation

(cos Θ− cos θ)∇2
mh+ sin θ

dh

dθ
− L(L+ 2) cos θ h = χh, 0 ≤ θ ≤ Θ.(5.27)

The equivalent equation in terms of µ = cos θ is in standard Sturm–Liouville form [8]:

(ph′)′ − qh+ χρh = 0, cos Θ ≤ µ ≤ 1,(5.28)

where p(µ) = (µ − cos Θ)(1 − µ2), q(µ) = m2(1 − µ2)−1(µ − cos Θ) − L(L + 2)µ,
ρ(µ) = 1, and the prime denotes differentiation with respect to µ. Equation (5.28)
must be solved subject to the requirement that h(µ) remain finite at the endpoints
µ = cos Θ and µ = 1. The associated variational problem is [8]

χ =

∫ 1

cos Θ

(
ph′2 + qh2) dµ∫ 1

cos Θ
ρh2 dµ

= minimum.(5.29)

All of the familiar Sturm–Liouville theorems apply. In particular, we know that (5.28)
has a simple spectrum, with an infinite number of distinct eigenvalues χ1 < χ2 < · · · ,
having an accumulation point at infinity. The rank orderings of the eigenvalues
χ1, χ2, . . . and the spatiospectral concentration factors λ1, λ2, . . . , λL−m+1 are re-
versed, so that the eigenfunction h1(θ) associated with the numerically smallest eigen-
value χ1, which has no nodes in the polar cap 0 ≤ θ ≤ Θ, is the best concentrated
fixed-order eigenfunction; h2(θ), which has exactly one node, is the next best concen-
trated; and so on. Only the first L−m+1 eigenfunctions h1(θ), h2(θ), . . . , hL−m+1(θ)
with nonzero eigenvalues λ1, λ2, . . . , λL−m+1 are of interest in most applications. The
remaining eigenfunctions hL−m+2(θ), hL−m+3(θ), . . . are in the null space of the inte-
gral equation (5.13) [42].

5.6. Commuting Tridiagonal Matrix. As in the case of (5.10) and (5.13), we are
free to extend the domain of (5.27) to the entire domain 0 ≤ θ ≤ π; in that case, the
unknown function must be bandlimited rather than spacelimited:

(cos Θ− cos θ)∇2
mg + sin θ

dg

dθ
− L(L+ 2) cos θ g = χg, 0 ≤ θ ≤ π.(5.30)
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Upon substituting the harmonic representation (5.7) of g(θ) into (5.30), multiplying
both sides by 2π sin θXlm(θ), integrating over 0 ≤ θ ≤ π, and invoking the orthogo-
nality relation (3.5), we obtain the algebraic eigenvalue equation

Gg = χg, where G =




Gmm · · · GmL
...

...
GLm · · · GLL


(5.31)

is the (L−m+ 1)× (L−m+ 1) matrix with elements

Gll′ = 2π
∫ π

0
Xlm(GXl′m) sin θ dθ.(5.32)

Equation (5.31) is the spectral-domain version of the differential eigenvalue equa-
tion (5.30) just as (5.2) is the spectral equivalent of the integral equation (5.10).

The symmetry relation (5.23) is valid even if the interval of integration is extended
to 0 ≤ θ ≤ π, as in (5.32). This shows that the Grünbaum matrix G is symmetric:
G = GT. In addition, the matrices D and G commute, DG = GD, so they have
identical eigenvectors. The index version of the commutation relation is

L∑
n=m

DlnGnl′ = 2π
∫ Θ

0
Xlm(GXl′m) sin θ dθ =

L∑
n=m

GlnDnl′ .(5.33)

The interior expression involving both the operator G and integration over the region
of concentration 0 ≤ θ ≤ Θ is the ll′ or l′l element of the symmetric matrix product
DG = (DG)T. Verification of the intermediate steps requires the use of the orthogonal-
ity relation (3.5), the operator identity (5.22), and both the symmetry relation (5.23)
and its extension to the interval 0 ≤ θ ≤ π.

There are a number of ways to evaluate the matrix elements (5.32), perhaps the
most straightforward of which is to make use of the relation ∇2

mXlm = −l(l + 1)Xlm

and the Legendre identities (3.8). In fact, the Grünbaum matrix G is tridiagonal:

Gll = −l(l + 1) cos Θ,(5.34a)

Gl l+1 = Gl+1 l =
[
l(l + 2)− L(L+ 2)

]√ (l + 1)2 −m2

(2l + 1)(2l + 3)
,(5.34b)

Gll′ = 0 otherwise.(5.34c)

The solution of equation (5.31) offers a particularly attractive means of computing
the (L−m+1)-dimensional eigenvectors g and thus the optimally concentrated polar
cap eigenfunctions g(θ) ∈ SL, because it only requires the numerical diagonalization
of a tridiagonal matrix G with analytically prescribed elements (5.34) and a spectrum
of eigenvalues χ that is guaranteed to be simple.

Among other things, Grünbaum’s procedure enables the stable computation of
bandlimited functions that are optimally concentrated in a large rather than a small
region of Ω. To illustrate this, we show in Figure 5.6 the first four (g1, g2, g3, g4) and
the last four (g16, g17, g18, g19) zonal (m = 0) eigenfunctions for a polar cap of radius
Θ = 40◦ and a maximal harmonic degree L = 18. As noted in section 4.3, the eigen-
functions g16, g17, g18, g19 that are optimally excluded from the polar cap Θ = 40◦ are
optimally concentrated within the much larger antipodal cap Θ = 140◦. The actual
eigenvalues λ16, λ17, λ18, λ19 are many orders of magnitude smaller than the listed
values, which simply represent the noise floor of our double-precision computations.
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Fig. 5.6 Optimally concentrated (top row) and optimally excluded (bottom row) zonal (m = 0)
eigenfunctions for a circular polar cap of colatitudinal radius Θ = 40◦ and a maximal
spherical harmonic degree L = 18. The optimally excluded eigenfunctions cannot be ac-
curately computed by double-precision diagonalization of the matrix D. Solution of the
concentration problem for a polar cap of radius Θ = 140◦ gives rise to the same eigenfunc-
tions g1(θ), g2(θ), g3(θ), g4(θ), . . . , g16(θ), g17(θ), g18(θ), g19(θ), but in reverse order.

5.7. Abstract Operator Formulation. The spatial-domain commutation rela-
tion (5.20) can be expressed using the operator notation of section 4.4 as

(RH−1LHR)G = G(RH−1LHR).(5.35)

Upon premultiplying (5.35) by LH, postmultiplying it by H−1L, and making use of
the relations G = GR = RG and the fact that L2 = L, we obtain

(LHRH−1L)(LHGH−1L) = (LHGH−1L)(LHRH−1L).(5.36)

Equation (5.36) is the abstract operator formulation of the spectral-domain matrix
commutation relation DG = GD. The operator equivalents of the spectral-domain
eigenvalue equation (5.31) and the spatial-domain eigenvalue equation (5.27) are

(LHGH−1L)(L f) = χ(L f), G(Rf) = χ(Rf),(5.37)

where f(θ) is an arbitrary colatitudinal function that is neither bandlimited nor space-
limited. Because of the commutation relations (5.35) and (5.36), we are free to solve
(5.37) rather than the fixed-order version of (4.25) to find the bandlimited eigenvectors
g = L f and the spacelimited eigenfunctions h(θ) = Rf(θ).

6. Continental Concentration. To illustrate the theory for irregularly shaped
regions, we consider the spatiospectral concentration in six of Earth’s continental
regions, listed in Table 6.1 with their rounded Shannon numbers N = (L+1)2A/(4π)
for different bandwidths. The spherical Slepian functions should be ideally suited to
the spectral analysis of data within either Earth’s continents or oceans, as required
in geodesy, geophysics, and oceanography, e.g., [26, 27, 47, 52].
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Table 6.1 Fractional areas, Shannon numbers, and bandwidths for the continental concentration
problem.

Fractional area Shannon number N
Continental region A/(4π) in % L = 6 L = 12 L = 18 L = 24
Greenland 0.44 0 1 2 3
Australia 1.50 1 3 5 9
South America 3.50 2 6 13 22
North America 3.98 2 7 14 25
Africa 5.78 3 10 21 36
Eurasia 9.98 5 17 36 62
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Fig. 6.1 Eigenvalue spectra for Greenland, Australia, North America, Africa, and Eurasia. From
upper left to lower right, four different bandwidths, L = 6, 12, 18, 24, are considered. The
horizontal axis in each panel is truncated; the total number of eigenvalues (L + 1)2 =
49, 169, 361, 625 appears to the right of the arrow. Vertical gridlines and the five leftmost
ordinate labels specify the rounded Shannon numbers N .

Figure 6.1 shows the eigenvalue spectra for five of the six regions (Greenland,
Australia, North America, Africa, and Eurasia) and four maximal spherical har-
monic degrees, L = 6, 12, 18, 24, corresponding to (L + 1)2 = 49, 169, 391, 625 eigen-
functions each. The minimum wavelength associated with a bandwidth limit L is
2π/
√
L(L+ 1)/ ≈ 2π/(L + 1/2) multiplied by Earth’s radius [29]. The cutoff wave-

lengths corresponding to the choices L = 6, 12, 18, and 24 are 6200, 3200, 2200, and
1600 km, respectively. Only the largest continent, Eurasia, is sizable enough to exhibit
at least one nearly perfectly concentrated eigenfunction for the smallest bandwidth,
L = 6, and the smallest region considered, Greenland, is too tiny to exhibit even a sin-
gle eigenfunction with a concentration factor λ near unity for the largest bandwidth,
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Fig. 6.2 Bandlimited L = 18 eigenfunctions g1, g2, . . . , g12 that are optimally concentrated within
Australia. The concentration factors λ1, λ2, . . . , λ12 are indicated; the rounded Shannon
number is N = 5. Order of concentration is left to right, top to bottom, as with Flemish
text. Positive values are blue and negative values are red (though, as we have noted, these
could be reversed, since the sign of an eigenfunction is arbitrary). Regions in which the
absolute value is less than one hundredth of the maximum value on the sphere are left
white.

L = 24. As in the case of a polar cap (Figure 5.3), the rounded Shannon numbers
N roughly separate the well-concentrated eigenfunctions with associated eigenvalues
λ ≥ 0.5 from the poorly concentrated ones with eigenvalues λ < 0.5.

In Figures 6.2 and 6.3 we show map views of the first twelve L = 18 eigenfunctions
g1(r̂), g2(r̂), . . . , g12(r̂) that are optimally concentrated within the continents Australia
and Africa. In the case of Australia (Figure 6.2) the first five eigenfunctions are
reasonably well concentrated within the continental boundaries (λ5 = 0.607); however,
the concentration factors λ diminish rapidly thereafter, so that g12 is far more excluded
than concentrated (λ12 = 0.049). With a limiting bandwidth L = 18, and thus a
cutoff wavelength of 2200 km, it is only possible to concentrate N = 5 orthogonal
bandlimited eigenfunctions g1, g2, g3, g4, g5 into a continent which, across its north-
south waist, is only about 1500 km wide. This situation is improved in the case of
Africa (Figure 6.3), which has an area that is 3.9 times larger than that of Australia. In
fact, Africa has N = 21 reasonably well concentrated L = 18 eigenfunctions, of which
only the first twelve (λ12 = 0.887) are shown. The first eigenfunction, g1, is a roughly
circular dome centered in the middle of the continent, as in the case of Australia.
Subsequent orthogonal eigenfunctions g2, g3, . . . exhibit lobes in previously uncovered
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Fig. 6.3 Bandlimited L = 18 eigenfunctions g1, g2, . . . , g12 that are optimally concentrated within
Africa. The concentration factors λ1, λ2, . . . , λ12 are indicated; the rounded Shannon num-
ber is N = 21. Format is identical to that in Figure 6.2.

regions. West Africa is uncovered by g1 and g2, but becomes reasonably well covered
by g3 and g5; likewise, Southern Africa is uncovered until g4 and g5. Other, smaller,
geographical features successively become well covered by the increasingly oscillatory
orthogonal eigenfunctions (e.g., Egypt by g7 and g12).

Finally, Figure 6.4 shows the eigenvalue-weighted sum of squares
∑
α λαg

2
α(r̂) of

the bandlimited L = 18 eigenfunctions of all six of Earth’s landmasses (excluding
Antarctica). We find the eigenfunctions g1(r̂), g2(r̂), . . . , g(L+1)2(r̂) by diagonalizing
the (L+ 1)2 × (L+ 1)2 matrix (4.4) formed by summing the corresponding matrices
DEurasia + DAfrica + · · · of each of the regions. The combined fractional area of all six
regions is A/(4π) = 25.2%, and the rounded Shannon number is N = 91; the partial
sums of the first N/4, N/2, and N terms, as well as the full sum of all (L+ 1)2 = 361
terms, are shown. The ability of the first N eigenfunctions to uniformly cover the
target region is evident; as in Figure 5.5, the coverage is only marginally improved by
adding the remaining, poorly concentrated, (L+ 1)2 −N = 250 terms. Due to their
small size, Australia and Greenland do not appear until the 1 → N/2 and 1 → N
partial sums, respectively. Even then, the coverage of Greenland is imperfect, an
expected consequence of its small Shannon number (N = 2 for a bandwidth L = 18).
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Fig. 6.4 Cumulative eigenvalue-weighted energy of the first N/4, N/2, N and all (L + 1)2 eigen-
functions that are optimally concentrated within the ensemble of Eurasia, Africa, North
America, South America, Australia, and Greenland. The bandwidth is L = 18; the cumu-
lative fractional area is A/(4π) = 25.2%; the rounded Shannon number is N = 91. The
darkest blue on the color bar corresponds to the expected value (4.21) of the sum, as shown.
Regions where the value is smaller than one hundredth of the maximum value on the sphere
are left white.

7. Asymptotic Scaling. As we have noted, the eigenvalues λ1, λ2, . . . and suit-
ably scaled eigenfunctions ψ1(x), ψ(2)x, . . . of the original Slepian concentration prob-
lem (2.6) depend only upon the Shannon number N = 2TW/π. This scaling is the
only important feature of the one-dimensional problem that does not carry over to the
spatiospectral concentration problem on a sphere. Fundamentally, this lack of scaling
is a consequence of the fact that it is not possible to shrink or magnify a region, such
as Africa, on a sphere Ω of fixed radius ‖r̂‖ = 1, while keeping the angular relation-
ships among all of the interior points the same. Shannon-number scaling on a sphere
is exhibited only asymptotically in the limit

A→ 0, L→∞, with N = (L+ 1)2 A

4π
held fixed.(7.1)

In that limit of a small concentration area A and a large bandwidth L, the curvature
of the sphere becomes negligible and the spherical concentration problem becomes
identical to the two-dimensional concentration problem in the plane [56].

7.1. Hilb Approximation and Poisson Sum Formula. Two results underlie the
consideration of the “flat-Earth” limit (7.1), which we undertake in this section. The
first is Hilb’s asymptotic approximation for the Legendre functions [2, 9, 24, 65],

Xlm(θ) ≈ (−1)m
√
l + 1/2

2π

√
θ

sin θ
Jm
[
(l + 1/2)θ

]
, 0 ≤ θ � π,(7.2)
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where Jm(x) is the Bessel function of the first kind, and the second is the truncated
Poisson sum formula, valid for an arbitrary 2π-periodic function f(x):

L∑
l=0

f(l + 1/2) =
∞∑

s=−∞
(−1)s

∫ L+1

0
f(k)e−2πisk dk.(7.3)

7.2. Scaled Integral Equation for an Arbitrary Region. Making use of (7.2)
and (7.3), we can approximate the kernel D(r̂, r̂′) in (4.11) by

D(∆) ≈ 1
2π

√
∆

sin ∆

∞∑
s=−∞

(−1)s
∫ L+1

0
J0(k∆)e−2πiskk dk.(7.4)

Upon substituting k = (L+1)p and taking the limit L→∞,∆→ 0, with the product
L∆ held fixed, (7.4) reduces to

D(∆) ≈ (L+ 1)2

2π

∫ 1

0
J0
[
(L+ 1)p∆

]
p dp =

(L+ 1)J1
[
(L+ 1)∆

]
2π∆

,(7.5)

where we have made the approximation ∆/sin ∆ ≈ 1 and used the Riemann–Lebesgue
lemma [45] to eliminate the s �= 0 terms involving the highly oscillatory factors
e−2πis(L+1)p. In the limit x → 0, the ratio J1(x)/x → 1/2, so the ∆ → 0 limit
of the kernel (7.5) is D(0) = (L+ 1)2/(4π), guaranteeing that the Shannon number,
or sum of the eigenvalues (4.18), is still given in this asymptotic approximation by

N =
∫
R

D(0) dΩ = (L+ 1)2 A

4π
.(7.6)

To obtain a scaled version of (4.10) dependent only upon the Shannon number
N , we introduce the independent and dependent variable transformations

x =

√
4π
A

r̂, x′ =

√
4π
A

r̂′, ψ(x) = g(r̂), ψ(x′) = g(r̂′).(7.7)

The scaled coordinates x,x′ are the projections of the points r̂, r̂′ ∈ Ω onto a large
sphere Ω∗ of squared radius ‖x‖2 = 4π/A. The geodesic distance between the scaled
points x,x′ ∈ Ω∗ and the differential surface area on Ω∗ are

‖x− x′‖ =

√
4π
A

∆, dΩ∗ =
4π
A
dΩ.(7.8)

Upon making the substitutions (7.7)–(7.8), equations (4.10) and (7.5) reduce to∫
R∗

D∗(x,x′)ψ(x′) dΩ′∗ = λψ(x),(7.9)

where R∗, of area 4π, is the projection of the region R onto the scaled sphere Ω∗, and

D∗(x,x′) =

√
N

2π
J1
(√

N ‖x− x′‖
)

‖x− x′‖(7.10)

is the symmetric, N -dependent Fredholm kernel. Equations (7.9)–(7.10) are the two-
dimensional planar analogue of the one-dimensional scaled eigenvalue equation (2.6).
The flat-Earth eigenvalues λ1, λ2, . . . and scaled eigenfunctions ψ1(x), ψ2(x), . . . de-
pend upon the maximal degree L and the area A only through the Shannon number
N = (L + 1)2A/(4π). As in the case of (4.10) and (4.15), we are free to solve equa-
tions (7.9)–(7.10) either on all of Ω∗, in which case the eigenfunctions are bandlimited,
or only in the region of concentration R∗, in which case they are spacelimited.
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7.3. Scaled Eigenvalue Equation for an Axisymmetric Polar Cap. The flat-
Earth asymptotic version of the fixed-order colatitudinal eigenvalue problem (5.10)
can be obtained in two different ways: either by an application of the Hilb approxi-
mation (7.2) and the Poisson sum formula (7.3) to the kernel D(θ, θ′) given in (5.11),
or by using the addition theorem for Bessel functions [30],

J0(k∆) = J0(kθ)J0(kθ′) + 2
∞∑
m=1

Jm(kθ)Jm(kθ′) cosm(φ− φ′),(7.11)

together with the representation (5.9); the orthonormality of the longitudinal factors
. . . ,
√

2 cosmφ, . . . , 1, . . . ,
√

2 sinmφ, . . . over the interval 0 ≤ φ < 2π; and the first
expression for the asymptotic kernel of (7.5) to decompose (4.10) into a series of
individual eigenvalue problems, one for each order 0 ≤ m ≤ L. Using either method,
we find that (5.10) can be approximated in the limit (7.1) by

∫ Θ

0
D(θ, θ′) g(θ′) θ′ dθ′ = λg(θ),(7.12)

where we have approximated sin θ′ dθ′ ≈ θ′ dθ′, and where

D(θ, θ′) = (L+ 1)2
∫ 1

0
Jm
[
(L+ 1)pθ

]
Jm
[
(L+ 1)pθ′

]
p dp.(7.13)

It is convenient in the present instance to approximate the area of the small polar cap
by A ≈ πΘ2, such that N ≈ (L+ 1)2Θ2/4, and to introduce scaled coordinates that
are slightly different from those in (7.7), namely, x = θ/Θ, x′ = θ′/Θ, and ψ(x) = g(θ),
ψ(x′) = g(θ′). This leads to a scaled, fixed-order eigenvalue problem,

∫ 1

0
D∗(x, x′)ψ(x′)x′dx′ = λψ(x),(7.14)

with an associated kernel

D∗(x, x′) = 4N
∫ 1

0
Jm
(
2
√
N px

)
Jm
(
2
√
N px′

)
p dp,(7.15)

whose eigenvalues λ1, λ2, . . . and scaled eigenfunctions ψ1(x), ψ2(x), . . . depend upon
the maximal spherical harmonic degree L and the cap radius Θ only through the
small polar-cap Shannon number N . Slepian [56] has noted that (7.14)–(7.15) are an
iterated version of the equivalent “square root” equation

2
√
N

∫ 1

0
Jm
(
2
√
N xx′

)
ψ(x′)x′dx′ =

√
λψ(x).(7.16)

In principle, these asymptotic results would enable the determination of approximate
polar cap eigenfunctions g(θ) for varying values of L and Θ by scaling a precomputed
catalog of fixed-N eigenfunctions. In practice, the construction and diagonalization of
the tridiagonal Grünbaum matrix (5.34) is so straightforward and efficient that it is
preferable to simply compute the optimally concentrated eigenfunctions g(θ) exactly.
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7.4. Asymptotic Fixed-Order Shannon Number. The asymptotic approxima-
tion to the number of significant eigenvalues associated with a given order m is

Nm =
∫ 1

0
D∗(x, x)x dx = 4N

∫ 1

0

∫ 1

0
J2
m

(
2
√
N px

)
p dp x dx

= 2N
[
J2
m

(
2
√
N
)

+ J2
m+1
(
2
√
N
)]
− (2m+ 1)

√
NJm

(
2
√
N
)
Jm+1

(
2
√
N
)

− m

2

[
1− J2

0
(
2
√
N
)
− 2

m∑
n=1

J2
n

(
2
√
N
)]
.(7.17)

The relationship N = N0 +2
∑∞
m=1Nm between the total number of significant eigen-

values and the number associated with each order m is preserved in this asymptotic
approximation by virtue of the identity J2

0 (x) + 2
∑∞
m=1 J

2
m(x) = 1. The number of

significant m = 0 eigenvalues can be even more simply approximated by the relation
N0 ≈ 2

√
N/π ≈ (L + 1)Θ/π (see [76]), which can be derived from (7.17) using the

large-argument asymptotic expansion of the Bessel function [30, 45]. The lengthier
result (7.17) is exact in the case of concentration within a two-dimensional plane.

8. Conclusion. An orthogonal family of bandlimited spherical harmonic expan-
sions that are optimally concentrated within a finite region R of the unit sphere can
be computed by solving either a symmetric matrix eigenvalue problem in the spectral
domain or an equivalent Fredholm integral eigenvalue problem in the spatial domain.
Every eigenvalue 0 < λ < 1 is a measure of both the spatial concentration of the
bandlimited eigenfunction g(r̂) and the spectral concentration of the spacelimited
eigenfunction h(r̂) that coincides with g(r̂) inside the region of concentration. The
number of well-concentrated eigenfunctions is N = (L + 1)2A/(4π), where L is the
bandwidth and A is the area of the region of concentration. Roughly speaking, this
Shannon number N is the dimension of the space of functions f(r̂) that can be con-
centrated both within a finite region R of the sphere and within a spectral interval
0 ≤ l ≤ L. For a small region A � 4π and a moderate maximal spherical harmonic
degree L, the optimally concentrated bandlimited eigenfunctions g(r̂) and associated
spacelimited eigenfunctions h(r̂) can be computed accurately, even for an irregularly
shaped region R. In the special, but important, case of a circular polar cap, every
eigenfunction can be computed accurately by numerical diagonalization of a com-
muting tridiagonal matrix, which has a simple Sturm–Liouville spectrum. Just as
Slepian’s prolate spheroidal eigentapers have proven to be extremely useful for spec-
tral analysis in Cartesian geometry, we expect the spherical eigenfunctions developed
here to have a wide variety of spatiospectral data analysis applications in fields such
as geophysics, planetary science, and cosmology.
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