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S U M M A R Y
It is often advantageous to investigate the relationship between two geophysical data sets in the
spectral domain by calculating admittance and coherence functions. While there exist powerful
Cartesian windowing techniques to estimate spatially localized (cross-)spectral properties, the
inherent sphericity of planetary bodies sometimes necessitates an approach based in spherical
coordinates. Direct localized spectral estimates on the sphere can be obtained by tapering, or
multiplying the data by a suitable windowing function, and expanding the resultant field in
spherical harmonics. The localization of a window in space and its spectral bandlimitation
jointly determine the quality of the spatiospectral estimation. Two kinds of axisymmetric
windows are here constructed that are ideally suited to this purpose: bandlimited functions that
maximize their spatial energy within a cap of angular radius θ 0, and spacelimited functions that
maximize their spectral power within a spherical harmonic bandwidth L. Both concentration
criteria yield an eigenvalue problem that is solved by an orthogonal family of data tapers, and
the properties of these windows depend almost entirely upon the space–bandwidth product
N 0 = (L + 1) θ 0/π . The first N 0 − 1 windows are near perfectly concentrated, and the best-
concentrated window approaches a lower bound imposed by a spherical uncertainty principle.
In order to make robust localized estimates of the admittance and coherence spectra between
two fields on the sphere, we propose a method analogous to Cartesian multitaper spectral
analysis that uses our optimally concentrated data tapers. We show that the expectation of
localized (cross-)power spectra calculated using our data tapers is nearly unbiased for stochastic
processes when the input spectrum is white and when averages are made over all possible
realizations of the random variables. In physical situations, only one realization of such a
process will be available, but in this case, a weighted average of the spectra obtained using
multiple data tapers well approximates the expected spectrum. While developed primarily to
solve problems in planetary science, our method has applications in all areas of science that
investigate spatiospectral relationships between data fields defined on a sphere.

Key words: Slepian concentration problem, spatiospectral localization, spectral estimation,
spherical harmonics.

1 I N T RO D U C T I O N

It is common in geophysics to work with vector fields via the gradient
of a scalar function. By expressing this function as a sum of spectral
components, many mathematical operators such as the Laplacian
and the radial derivative can be considerably simplified. It further
arises that the relationship between two fields (such as gravity and
topography) is linear in the spectral domain, and that the admittance
or transfer function can be inverted for geophysical parameters (e.g.
Turcotte et al. 1981). Moreover, for some geophysical observables,
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such as satellite-derived gravity, the primary data are expressed in
the spectral domain (e.g. Lemoine et al. 1998).

The spectral properties of data distributed on the sphere often
vary as as function of position, and it is not uncommon that the data
might also be only locally known. For these reasons, it is important
to be able to obtain reliable spectral and cross-spectral estimates of
data localized to specific geographic regions of interest. To this end,
many powerful techniques have been developed in the Cartesian
domain which generally consist of multiplying the data by a selec-
tive window, or taper, before performing the spectral expansion. The
question thus naturally arises: What is the best form of this localizing
window function? Slepian and coworkers (for a review, see Slepian
1983) posed and solved this problem in one dimension by finding
a family of orthogonal functions that are optimally concentrated in
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the time or spectral domain. These were subsequently employed
by Thomson (1982) to estimate the power spectrum of time-series
data (for a comprehensive discussion, see Percival & Walden 1993).
Solutions in two dimensions were given by Bronez (1988), Liu &
van Veen (1992) and Hanssen (1997), and, in more general settings,
by Daubechies (1988) and Daubechies & Paul (1988). Multidimen-
sional multitaper methods have been applied in geophysics by Si-
mons et al. (2000, 2003), among others.

On the Earth, the assumption of Cartesian geometry is often lo-
cally valid. However, on small bodies such as the Moon and Mars,
the effects of curvature cannot be neglected and this necessitates an
approach developed in spherical geometry. In this study, therefore,
we solve Slepian’s concentration problem on the surface of a sphere
and obtain two classes of windows that are optimally concentrated:
one spatially, within an angular radius θ 0, the other spectrally, within
a spherical harmonic bandwidth L. Here, we limit ourselves to axi-
symmetric windows and we refer to Simons et al. (2005) for exten-
sions to arbitrary domains and non-zonal windows. Our results share
many features with their Cartesian counterparts: the coefficients of
the windows are solutions to an eigenvalue problem, their proper-
ties depend almost exclusively upon a space–bandwidth product,
N 0 = (L + 1) θ 0/π , and the number of near perfectly concentrated
windows is well approximated by N 0 − 1.

When the input data are governed by a stationary stochastic pro-
cess, a simple analytic expression exists that relates the input spec-
trum to the localized spectrum averaged over all possible realizations
of the random variables. In the case where the power spectrum of
the data is white, the localized spectral estimates using our windows
have a quantifiably small bias away from the true power spectrum of
the data. If, as in most physical situations, only one realization of the
process is available for analysis (such as the gravity or topography
field of a planet), then the true power spectrum is well approxi-
mated by a weighted average of spectra obtained from individual
orthogonal data tapers. Such multitaper power spectral estimates
display smaller estimation variance as N 0 and the number of em-
ployed tapers increase. What needs to be specified by the analyst is
the size of the concentration region, θ 0, and the spectral bandwidth,
L, which together determine the quality of the spatiospectral local-
ization, and the bias and variance of the resulting estimates. From
these, localized admittance and coherence spectra can be readily
calculated.

Our windows solve an optimization criterion for spatiospectral
localization. As they outperform any other non-optimized window
design, we expect our method to be immediately applicable for the
analysis of planetary gravity and topography fields (e.g. Freeden
& Windheuser 1997; Simons et al. 1997; McGovern et al. 2002;
Lawrence & Phillips 2003; Smrekar et al. 2003; Hoogenboom et al.
2004), planetary magnetic fields (e.g. Voorhies et al. 2002), geodesy
(e.g. Albertella et al. 1999), hydrology (e.g. Swenson & Wahr 2002;
Swenson et al. 2003), but also cosmology (e.g. Hivon et al. 2002;
Efstathiou 2004), medical imaging (e.g. Polyakov 2002) and nu-
merical analysis (Ould Kaber 1996; Jakob-Chien & Alpert 1997;
Swarztrauber & Spotz 2000). Since our primary motivation is to
analyse geophysical data fields, we concentrate our comparisons on
the widely used method of Simons et al. (1997) which uses truncated
spherical harmonic expansions of boxcar polar caps. An extension
of our method to irregularly shaped concentration regions, as well
as proofs of certain asymptotic features of our zonal windows, is
given by Simons et al. (2005). A study of Martian lithospheric prop-
erties using localized estimates of gravity–topography admittance
and coherence spectra using our method is described by Belleguic
et al. (2005).

This paper is organized as follows. First, we give an overview
of spherical harmonics and describe how windowing modifies the
spectral coefficients of an input data field. Next, we derive new
windows that are optimally concentrated in the space and spectral
domain, respectively. Following this, we discuss the properties of
these windows, quantify their performance in terms of a spherical
uncertainty relationship, and compare their merits with those of a
spectrally truncated spherical cap. We next derive the relationship
between localized power spectra and the global spectra of stationary
stochastic processes, quantify the bias and variance of the spectral
estimates, and describe a practical multitaper method that uses the
new optimized data tapers to obtain localized admittance, coherence
and power spectra. Finally, we present an example of our method
by estimating the localized free-air gravity power spectrum of the
Earth, we discuss the practical issues that arise when analysing low-
resolution finite bandwidth data sets, and we describe the necessary
steps involved in a typical localized multitaper analysis in recipe
form.

2 E S T I M AT I N G L O C A L S P E C T R A
O N T H E S P H E R E

Any square-integrable function on the unit sphere can be expressed
by a linear combination of spherical harmonics as (e.g. Dahlen &
Tromp 1998, Appendix B)

f (�) =
∞∑

l=0

l∑
m=−l

flmYlm(�), (1)

where Y lm is a spherical harmonic of degree l and order m, f lm

is the corresponding spherical harmonic expansion coefficient, and
� = (θ , φ) represents position on the sphere in terms of colat-
itude, θ , and longitude, φ. (See Table 1 for a description of the
most often used symbols in this paper.) The wavelength λ on the
surface of a sphere of radius R that is asymptotically equivalent
to a spherical harmonic degree l is given by the Jeans relation
λ = 2π R/

√
l(l + 1) ≈ 2π R/(l + 1/2). We define real spherical

harmonics as

Ylm(�) =
{

P̄lm(cos θ ) cos mφ if m ≥ 0

P̄l|m|(cos θ ) sin |m|φ if m < 0,
(2)

with

P̄lm(x) = (−1)m

√
(2 − δ0m)(2l + 1)

(l − m)!

(l + m)!
Plm(x). (3)

Here, δ i j is the Kronecker delta function, and P lm is an associated
Legendre function (e.g. Masters & Richards-Dinger 1998; Press
et al. 1992, pp. 246–248). These spherical harmonics are orthogonal
over the sphere according to∫

�

Ylm(�)Yl ′m′ (�) d� = 4π δll ′δmm′ , (4)

where d� = sin θ dθ dφ, and with this relationship, the individual
spherical harmonic coefficients of eq. (1) can be shown to be

flm = 1

4π

∫
�

f (�)Ylm(�) d�. (5)

It is straightforward to verify Parsival’s theorem on the sphere: the
total power in the space and spectral domains is related via

1

4π

∫
�

f 2(�) d� =
∞∑

l=0

l∑
m=−l

f 2
lm =

∞∑
l=0

S f f (l), (6)
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Table 1. Essential notation and mathematical symbols used in this paper.

Symbol Definition

Y lm (�) Real spherical harmonic of degree l and order m whose inner product over the unit sphere is 4π

� The unit sphere, or the position on the unit sphere in terms of colatitude, θ , and longitude, φ

P lm (x) Associated Legendre function of degree l and order m
P̄lm (x) Semi-normalized associated Legendre function of degree l and order m whose inner product over [− 1, 1] is (4 − 2 δ0m )

f (�), g(�) Arbitrary square-integrable real-valued functions defined on the sphere
f lm , glm Spherical harmonic expansion coefficients of f (�) and g(�)

h(θ ) Arbitrary axisymmetric (zonal) windowing function
h(k) (θ ) kth axisymmetric windowing function from an orthogonal family satisfying a spatiospectral optimization criterion

hl Spherical harmonic expansion coefficients of the zonal windowing function h(θ )
Lh, Lf , Lg Maximum spherical harmonic degrees of h(θ ), f (�) and g(�)

L Bandwidth (for bandlimited functions), or effective bandwidth (for spacelimited functions) of the window h(θ )
θ 0 Colatitude of a spherical cap centred at θ = 0
N 0 Axisymmetric space–bandwidth product, or Shannon number, (L + 1) θ 0/π

λk Spatial, or spectral, concentration factor of the window h(k) (θ )
� (�), � (�) Windowed fields corresponding to h(θ ) f (�) and h(θ ) g(�)

�lm , � lm Spherical harmonic coefficients of � (�) and � (�)
S f f (l) Spectral power of the function f (�) for degree l
S f g (l) Cross-spectral power of the functions f (�) and g(�) for degree l
S�� (l) Cross-spectral power of � (�) and � (�) for degree l

S(k)
�� (l) Cross-spectral power of f (�) and g(�) each windowed by h(k) (θ ) for degree l

S(mt)
�� (l) Multitaper cross-spectral power estimate of f (�) and g(�) for degree l

S( j,k)
�� (l, m) Cross-spectral power for degree l and order m of f (�) and g(�) windowed by h( j) (θ ) and h(k) (θ ), respectively

〈· · ·〉, cov {· · ·}, var {· · ·} Expectation, covariance, and variance operators

where we define S f f (l) to be the power spectrum of the function f .
Analogously, the total cross-power of two functions f and g can be
written as

1

4π

∫
�

f (�)g(�) d� =
∞∑

l=0

l∑
m=−l

flm glm =
∞∑

l=0

S fg(l), (7)

where S f g(l) is the cross-power spectrum. (For a zero-mean process,
S f f (l) and S f g(l) are commonly referred to as the degree variance
and covariance, respectively.) Power spectra, since they contain a
sum over all orders m, are invariant under a rotation of the coordi-
nate system (e.g. Kaula 1967; Lowes 1974). Some authors prefer to
work with the average power per degree, or power spectral density,
S(l)/(2l + 1), as this ensures that the spectral coefficients of a spher-
ical Dirac delta function are constant, independent of degree (e.g.
Chevrot et al. 1998; Dahlen & Tromp 1998; Hipkin 2001; Simons
et al. 2005).

Our 4π -normalization of the spherical harmonics in eq. (4)
is commonly used in the geodesy community (e.g. Kaula 2000),
and with these definitions each individual harmonic possesses unit
power. Orthonormal (or unit energy) harmonics are commonly used
in seismology (e.g. Dahlen & Tromp 1998), whereas Schmidt-
normalized harmonics, whose power is 1/(2l + 1), are generally
used in the geomagnetic community (e.g. Lowes 1966; Blakely
1995).

Let us now consider an axisymmetric (zonal) windowing func-
tion, h(θ ), that is expanded in spherical harmonics up to a maximum
degree Lh:

h(θ ) =
Lh∑
j=0

h j Y j0(�) =
Lh∑
j=0

h j P̄j (cos θ ). (8)

The total cross-power of two arbitrary functions f (�) and g(�),
each multiplied by such a window, is given by

1

4π

∫
�

[h(θ ) f (�)][h(θ )g(�)] d�

=
∞∑

l=0

l∑
m=−l

�lm �lm =
∞∑

l=0

S��(l). (9)

Here, �lm and � lm represent the coefficients of the two windowed
fields, �(�) = h(θ ) f (�) and �(�) = h(θ ) g(�). Using eq. (5),
these can be calculated according to

�lm = 1

4π

∫
�

[
h(θ ) f (�)

]
Ylm(�) d�

=
Lh∑
j=0

l+ j∑
i=|l− j |

h j fim

√
(2i + 1)(2 j + 1)(2l + 1)

× (−1)m

(
i j l
0 0 0

) (
i j l
m 0 −m

)
, (10)

where the matrix symbols in parentheses are Wigner 3-j functions,
and the second equality follows from a well-known result quoted as
eq. (C10) in Appendix C. We henceforth refer to the (cross-)power
spectrum of the windowed field(s) in eq. (9) as a localized (cross-)
power spectrum estimate. Since no assumption has been made as to
the form of the global power spectrum, this localized power spectrum
is a direct spectrum estimate.

We note that if the spherical harmonic coefficients of f (�) are
unknown beyond a maximum spherical harmonic degree Lf , then
only the first Lf − Lh coefficients of the windowed field are reli-
able. This fact is a simple consequence of the limits of the second
summation in eq. (10) and poses a major limitation in obtaining
localized spectral estimates of finite-resolution data (Simons et al.
1997). Eq. (10) further demonstrates that each windowed coefficient
of degree l receives contributions from the data coefficients over the
range |l − Lh| ≤ l ≤ l + Lh. Thus, the windowed coefficients are
spectrally smoothed versions of the data coefficients. The amount
of smoothing depends on the maximum degree of the window, Lh,
and on the shape of its power spectrum within this bandwidth.

Although we postpone to Section 5 a detailed analysis of the
statistical relation of the spectrum of a windowed field to its global
spectrum, it is obvious that a key requirement to obtaining reliable
localized spectral estimates on the sphere is to apply a windowing
function that maximizes its spatial concentration inside the region
of interest. At the same time, as a result of eq. (10), the windowing
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Figure 1. (a) Spatial rendition of a spacelimited axisymmetric polar cap of
colatitudinal radius θ 0 = 20◦ (grey), and the bandlimited version obtained
by truncating its spectral coefficients beyond L = 10 (black). (b) Normal-
ized power spectra of the perfect (grey) and truncated (black) caps in (a).
(c) Localized power spectra of a spatial field defined by a single harmonic
Y 40,0 obtained after tapering with the windows in (a). While the spectral
leakage is confined to the interval l ± L for the spectrally truncated window
(black), it is omnipresent for the perfect spherical cap window (grey).

coefficients must possess the smallest possible spectral bandwidth
in order to limit the spectral smoothing.

We demonstrate the drawbacks of a poor window design by con-
sidering a spherical cap that is sharply localized in space, having a
constant value for θ ≤ 20◦ and vanishing elsewhere, as shown in
Fig. 1 (grey lines). The spatial (Fig. 1a) and spectral (Fig. 1b) rep-
resentations (expanded to Lh = 90) of this naive localizing window
show that perfect spatial localization is achieved at the expense of
an infinite spectral bandwidth (e.g. Mallat 1998). In particular, the
window possesses spectral sidelobes beyond its main lobe at L =
10, and the magnitude of the sidelobes decays only slowly with in-
creasing spherical harmonic degree. The power spectrum (Fig. 1c)
of a single zonal (m = 0) harmonic of degree l = 40 windowed with
this function displays leakage across all adjacent degrees, as per
eq. (10). Thus, by using windows that are sharply localized, each
value of the windowed spectrum at a particular degree will depend
on every degree of the input data. The higher the dynamic range
of the input spectrum, the more significantly this contamination af-
fects the windowed spectrum (see Percival & Walden 1993, Chap. 6).
Nevertheless, with an effective bandwidth of L = 10, the majority of
the spectral leakage in this example is confined to the degree range
40 − L ≤ l ≤ 40 + L .

The undesirable qualities of the above example can be improved
somewhat by reducing the magnitude of the spectral sidelobes of
the windowing function, or eliminating them altogether. The latter

approach has been advocated by Simons et al. (1997), and forms
the basis of a method of spatiospectral concentration widely used
in planetary science (e.g. Simons & Hager 1997; McGovern et al.
2002; Lawrence & Phillips 2003; Smrekar et al. 2003; Hoogenboom
et al. 2004). In this procedure, the spherical harmonic coefficients
of a sharply localized spherical cap are truncated beyond a degree
close to the edge of the main lobe. This bandlimitation, here to
L = 10, however, comes at the expense of spatial sidelobes exterior
to the region of interest. While the absence of spectral sidelobes in
the window confines the spectral leakage to the interval 40 − L ≤
l ≤ 40 + L , the localized spectrum now contains information from
data outside the target region in space.

3 T H E Z O N A L C O N C E N T R AT I O N
P RO B L E M

In the preceding section, we showed that windows with sharp spatial
cut-offs, or those whose spectrum has been sharply truncated, make
for poor localizing windows. In this section, we use an optimiza-
tion criterion to construct two classes of functions with better spa-
tiospectral localization properties: the first bandlimited (zero power
outside of a bandwidth L, but optimally concentrated in space),
the second spacelimited (zero energy outside of a radius θ 0, but
optimally concentrated spectrally). A linear combination of both
would possess intermediate spatial and spectral concentration prop-
erties (Landau & Pollak 1960). For simplicity, we consider only
axisymmetric polar windows (given by zonal spherical harmonics
with order m = 0). Standard algorithms can then be used to rotate
these to an arbitrary location on the unit sphere (e.g. Blanco et al.
1997).

Our optimization of spatiospectral localization to a zonal polar
cap is the spherical analogue to what is known as Slepian’s problem
in time-series analysis (e.g. Slepian 1983; Percival & Walden 1993).
It has received attention previously from Grünbaum et al. (1982),
whose results we will use to calculate efficiently the spherical har-
monic coefficients of the data tapers. A related problem of finding
bandlimited functions optimally concentrated within a latitudinal
belt was investigated by Albertella et al. (1999). The extension of
our procedure to concentration regions of arbitrary shape is devel-
oped by Simons et al. (2005).

3.1 Space concentration of a bandlimited function

Consider a bandlimited axisymmetric data taper, h(θ ), expressed
in spherical harmonics up to a maximum degree L (as in eq. 8, but
dropping the distinction between Lh and L). We seek those functions
that are optimally concentrated within a spherical cap extending over
the colatitudes 0 ≤ θ ≤ θ 0. The quality of spatial concentration will
be quantified by the parameter λ, defined to be the ratio of the energy
of the function within the region 0 ≤ θ ≤ θ 0 to the energy over the
entire sphere:

λ =
∫ 2π

0

∫ θ0

0
h2(θ ) sin θ dθ dφ

/∫ 2π

0

∫ π

0
h2(θ ) sin θ dθ dφ. (11)

Using eq. (6), along with the definition of h(θ ) from eq. (8), we may
show that

λ =
L∑

l=0

L∑
l ′=0

hl Dll ′ (θ0) hl ′

/
L∑

l=0

h2
l , (12)

where the elements of the square symmetric localization kernel D
are given by
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Dll ′ (θ0) = 1

2

∫ 1

cos θ0

P̄l (x)P̄l ′ (x) dx, (13)

with P̄l = P̄l0, and x = cos θ . Eq. (12) can be concisely written in
matrix notation as

λ = hT Dh/hT h, (14)

where h represents an array of the L + 1 window coefficients hl.
The solution that maximizes λ also maximizes the matrix equation

λh = Dh, (15)

which is a standard eigenvalue equation that is solved by an orthogo-
nal family of functions. The spherical harmonic coefficients of these
functions are given by the L + 1 eigenvectors labelled h(k), and the
corresponding eigenvalues λk represent the quality of their spatial
concentration. We will refer to k as the taper number, and h(k) as the
kth eigentaper, ordered such that

1 > λ1 > λ2 > · · · > λL+1 > 0. (16)

The eigenvector h(1) by definition maximizes λ. The eigenvectors of
eq. (15) are most easily found by diagonalizing a tridiagonal matrix
that commutes with D (see Grünbaum et al. 1982, and Appendix A),
and the eigenvalues can then be obtained by either eqs (11) or (14).
Exact expressions for the elements of the kernel D are derived in
Appendix B.

The above results can be interpreted in an analogous way in the
space domain. We may start with eq. (15) written in indicial notation

λ hl =
L∑

l ′=0

Dll ′ hl ′ (17)

and then multiply both sides by P̄l and sum over all l:

λ h(θ ) = λ

L∑
l=0

hl P̄l (cos θ )

=
L∑

l=0

L∑
l ′=0

(
1

2

∫ 1

cosθ0

P̄l (x
′)P̄l ′ (x

′) dx ′
)

P̄l (x) hl ′

= 1

2

∫ 1

cosθ0

(
L∑

l=0

P̄l (x
′)P̄l (x)

) (
L∑

l ′=0

hl ′ P̄l ′ (x
′)

)
dx ′. (18)

Defining the symmetric localization kernel

DL (θ, θ ′) = 1

2

L∑
l=0

P̄l (cos θ )P̄l (cos θ ′), (19)

and using the expansion formula for h(θ ), eq. (18) reduces to

λ h(θ ) =
∫ θ0

0
DL (θ, θ ′)h(θ ′) sin θ ′ dθ ′, 0 ≤ θ ≤ π. (20)

Thus, the solutions to the space-concentration problem are also so-
lutions of a Fredholm integral equation of the second kind (e.g.
Tricomi 1970). We note that the kernel DL(θ , θ ′) can be easily
computed using the Christoffel–Darboux identity (e.g. Szegö 1975;
Swarztrauber & Spotz 2000)

L∑
l=0

(2l + 1)Pl (x)Pl (x
′)

=



L + 1

x − x ′
[
PL+1(x)PL (x ′) − PL (x)PL+1(x ′)

]
if x �= x ′

(L + 1)
[
P ′

L+1(x)PL (x) − P ′
L (x)PL+1(x)

]
if x = x ′, (21)

where P ′
l represents the first derivative of the degree l Legendre

polynomial with respect to x.

3.2 Spectral concentration of a spacelimited function

As an alternative to the space-concentration problem of bandlimited
functions, we now seek spacelimited functions, defined to be zero
at colatitudes θ > θ 0, that are optimally concentrated within an
effective spherical harmonic bandwidth L. Perfectly spacelimited
functions of this kind will posses an infinite number of spherical
harmonic coefficients (see again Fig. 1), and we here minimize the
power associated with degrees greater than L. In practice, these
windows will only be calculated up to a finite degree Lh ≥ L .

The quality of spectral concentration λ is now defined as the ratio
of the power in the degree range 0 ≤ l ≤ L to the power over the
entire spectral band:

λ =
L∑

l=0

h2
l

/ ∞∑
l=0

h2
l . (22)

Using eqs (5) and (6), this can be written as

λ =

∫ θ0

0

∫ θ0

0
h(θ )DL (θ, θ ′)h(θ ′) sin θ sin θ ′ dθ dθ ′

∫ θ0

0
h2(θ ) sin θ dθ

, (23)

where we have used the property that h(θ ) is by definition zero
exterior to θ 0, and DL(θ , θ ′) is the kernel previously defined by
eq. (19). Maximizing λ is thus readily shown to be equivalent to
solving the following Fredholm integral equation of the second kind:

λ h(θ ) =
∫ θ0

0
DL (θ, θ ′)h(θ ′) sin θ ′ dθ ′, 0 ≤ θ ≤ θ0. (24)

We remark that the integrals on the right hand side of eqs (20) and
(24) are identical. The sole exception with these equations is that in
the first, the function h(θ ) is valid for all θ , whereas in the second,
it is valid only for 0 ≤ θ ≤ θ 0. Hence, the first L + 1 solutions
of the space and spectral concentration problems are identical on
the interval 0 ≤ θ ≤ θ 0, and the first L + 1 eigenvalues of the two
problems are equivalent. While eq. (24) has an infinite number of
eigensolutions, only the first L + 1 eigenvalues are non-zero (see
Simons et al. 2005). Eq. (24) can be solved numerically (e.g. Simons
et al. 2005; Press et al. 1992, pp. 782–785), but in practice it is more
convenient to solve eq. (15) and to then set the obtained functions
equal to zero outside of θ 0.

4 E I G E N S O L U T I O N S O F T H E Z O N A L
C O N C E N T R AT I O N P RO B L E M

The eigenfunctions and eigenvalues of Slepian’s Cartesian concen-
tration operator depend exclusively on the product of the window
length and its spectral bandwidth (Slepian 1983), a parameter often
referred to as the Shannon number (Percival & Walden 1993). Be-
cause of the finite size of the sphere, an exact scaling of our spherical
eigensolutions cannot be expected. Nonetheless, we show that the
properties of these are well described by the spherical analogue of
the Cartesian Shannon number,

N0 = (L + 1)
θ0

π
. (25)

The subscript of N 0 is used to distinguish between our case of axi-
symmetry, when m = 0, and the more general concentration problem
that involves non-zero values of m. As shown by Simons et al.
(2005), this space–bandwidth product is asymptotically equivalent
to the Cartesian Shannon number in the limit L → ∞ and θ 0 → 0.
The following subsections illustrate the properties of the spherical
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Figure 2. Eigenvalue spectra of the localization kernels. (a) Eigenvalues of the first four tapers with θ 0 = 30◦ for increasing L. Whenever L increases by
π/θ 0, one additional eigenfunction is seen to be near perfectly concentrated. (b) Eigenvalue spectra for θ 0 = 30◦ and varying space–bandwidth product N 0 =
(L + 1)θ 0/π . Each time N 0 increases by one, another eigenvalue attains a value of unity; N 0 − 1 tapers are always near perfectly concentrated. (c) Eigenvalue
spectra for N 0 = 4 and different concentration regions θ 0 and bandwidths L. At constant N 0, the individual spectra are nearly indistinguishable.

eigenvalues and eigenfunctions, quantify their performance using a
spherical uncertainty principle, and contrast their behaviour to the
spectrally truncated spherical cap windowing function developed by
Simons et al. (1997).

4.1 Eigenvalues of the localization kernels

The eigenvalues of the kernels Dll
′(θ 0) and DL(θ , θ ′) are measures

of the concentration of the data tapers in the space and spectral do-
mains, respectively. Fig. 2 illustrates their dependence on L and θ 0,
and their asymptotic scaling with N 0. In Fig. 2(a), the eigenvalues of
the first four space-concentrated tapers are plotted as a function of
their spectral bandwidth L, when θ 0 = 30◦. As expected, each taper
possesses a near-zero concentration factor for small window band-
widths, and as L increases, so does its corresponding concentration.
The form of the λ –L curve is similar for each taper, with each curve
being offset from its neighbors by a nearly constant value of π/θ 0.
The entire eigenvalue spectrum for θ 0 = 30◦ is plotted in Fig. 2(b) for
several values of the space–bandwidth product N 0. Each time N 0 is
increased by an integer value, one additional near-unity eigenvalue
is obtained. In Fig. 2(c) we plot the eigenvalue spectra for several
combinations of L and θ 0 that have a constant value of N 0 = 4. In
each case, the first N 0 − 1 eigenvalues are nearly unity, the subse-
quent two eigenvalues are intermediate in value, and the remaining
eigenvalues are nearly zero. Regardless of the values chosen for L
and θ 0, the first N 0 − 1 eigenfunctions are always near perfectly
concentrated.

The eigenvalue spectra shown in Fig. 2 display a steep transition
between near-unity and near-zero values. As a result of this be-
haviour, the number of near perfectly concentrated eigenfunctions
of the localization kernel is to a good approximation equal to the sum
of its eigenvalues, which is well approximated by N 0 (see Simons
et al. 2005). Thus, the space–bandwidth product N 0 is a practical
approximation for the number of well-concentrated eigenfunctions
obtained from the concentration problem.

4.2 Data tapers: the localization eigenfunctions

The spherical harmonic coefficients of the space-concentrated ta-
pers are given by the eigenfunctions of the kernel D. From these
coefficients, the windows can be reconstructed in the space domain
by use of eq. (1), and the spacelimited windows can be obtained sim-
ply by setting them to zero exterior to θ 0. We normalize our windows
such that they have unit power over the sphere, which guarantees

that the gain associated with the windowing process is close to unity
(see Appendix C). Arbitrarily, we choose h(θ = 0) > 0.

In Fig. 3, we plot the first four space-concentrated (grey) and
spacelimited (black) tapers, in the space domain (top row), and in
the spectral domain (bottom row). We recall that both classes of
functions are identical for θ ≤ θ 0 (see Section 3.2). The ringing
of the space-concentrated tapers beyond θ 0 is a reflection of their
eigenvalues being smaller than unity, and since the eigenvalue of
each additional taper is smaller than the previous, this phenomenon
becomes progressively more prominent for higher taper numbers.

By construction, the space-concentrated tapers are orthogonal
over the entire sphere, whereas the spacelimited tapers are orthog-
onal over the region 0 ≤ θ ≤ θ 0. Since both function classes are
identical over the concentration region, it follows that the space-
concentrated tapers are orthogonal over this restricted interval as
well. In order to maintain orthogonality, each additional taper must
have one additional zero-crossing within the interval 0 ≤ θ ≤ θ 0.

The bottom row of Fig. 3 also shows the power spectra of the
first four space-concentrated (grey) and spacelimited (black) ta-
pers. By definition, the space-concentrated tapers are bandlimited
within L, whereas for the spacelimited functions, the spectral power
is maximized inside of, though not confined to, this bandwidth. The
magnitude of the spectral power in the sidelobes beyond L in the
latter functions is quantified by their non-unity eigenvalues. Since
each additional eigenvalue is by definition smaller than the previous,
the spectral sidelobes become more prominent as the taper number
increases.

Finally, Fig. 3 demonstrates that the spectral power becomes more
evenly distributed within the main spectral lobe as the taper number
increases. Thus, even though the spectral smoothing associated with
the windowing process is principally restricted to a bandwidth L, this
smoothing effect will be somewhat greater for larger taper numbers.
The power spectra for l ≤ L of both classes of functions differ only
by a factor equal to their corresponding eigenvalue (Simons et al.
2005), and as these are near unity in this example, their spectra are
nearly identical over this interval. The small differences that exist
arise from our having calculated the window coefficients for the
spacelimited tapers using a discrete implementation of eq. (24) (see
Simons et al. 2005).

The asymptotic result that our windows and their associated power
spectra are close to being scaled versions of each other when the
space–bandwidth product N 0 is held constant (Simons et al. 2005) is
illustrated in Fig. 4. There, the first four space-concentrated windows
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Figure 4. Scaling behaviour of the localization eigenfunctions. Plotted are
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combinations of θ 0 and L are plotted, in grey when θ 0 > 70◦, and in black
when θ 0 < 70◦. At constant N 0, and as L → ∞ and θ 0 → 0, the individual
eigenfunctions become asymptotically indistinguishable.

are plotted as a function of scaled colatitude, θ/θ 0, for several values
of θ 0 and L corresponding to N 0 = 4. As is seen, when θ 0 is less than
about 70◦, the scaling is quite good, whereas for larger sized win-
dows, the scaling becomes progressively worse. This should come
as no surprise as the sphere is finite in size and functions cannot be
scaled beyond the interval 0 ≤ θ ≤ π . However, when θ 0 is much
smaller than π , the finite size of the sphere is of lesser importance,
and the scaling is nearly perfect. A similar scaling applies to the

power spectra of our windows as a function of spherical harmonic
degree scaled by the bandwidth. Our results imply that if a single
scalable function were to be chosen as a data window on the sphere
(e.g. Kido et al. 2003), the concentration properties of that window
would become progressively worse upon scaling to larger and larger
sizes.

4.3 A spherical uncertainty principle

In Section 3, we constructed two classes of functions that were
perfectly limited in the spatial or spectral domain, and optimally
concentrated in the other. It is natural to inquire whether a class of
functions exists that are jointly concentrated in both domains. In the
Cartesian plane, weighted Hermite polynomials possess this prop-
erty, and a single parameter determines the trade-off between spatial
and spectral concentration (see Simons et al. 2003, and references
therein). While we do not derive such a class of functions here, we
note that an uncertainty principle exists that relates the trade-off
between a function’s localization in space and its average Laplacian
(Narcowich & Ward 1996). As the latter quantity is a second-order
moment of the power spectrum (see below), this uncertainty prin-
ciple is an alternative criterion that can be used for quantifying the
quality of a window’s spatio-spectral localization.

In deriving the uncertainty relationship, it is necessary to interpret
h2(�) as a probability density. As such, in this section, we require
the windowing function h(θ ) to be normalized to unit energy. All
other sections in this paper employ a unit–power normalization (see
Section 2). We first quote expressions for the variance of the posi-
tion and average Laplacian of a function defined on the sphere (see
Narcowich & Ward 1996 for further details). The average position
of an axisymmetric function h(θ ) is given by

µ = ẑ 2π

∫ 1

−1
h2(cos−1 x) x dx, (26)
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where x = cos θ , and its variance is readily shown to be

σ 2
µ = 1 − |µ|2. (27)

The Laplace-Beltrami operator on the surface of a sphere obeys the
eigenvalue equation (e.g. Dahlen & Tromp 1998, Appendix B)

∇2
� Ylm(�) = −l(l + 1)Ylm(�). (28)

Since h(�) is periodic in the longitudinal coordinate φ, the expec-
tation of this operator can be shown to be the zero vector, and its
variance is thus

σ 2
L =

∫
�

h(θ )
[−∇2

� h(θ )
]

d� = 4π

∞∑
l=0

l(l + 1) h2
l . (29)

By using an identity derived from quantum mechanics, as well as
the Schwarz inequality, Narcowich & Ward (1996) show that the
following inequality holds:

σzσL =
(

1 − |µ|2
|µ|2

)1/2
(

4π

∞∑
l=0

l(l + 1) h2
l

)1/2

≥ 1, (30)

where σz = σµ/|µ|. This equation differs from theirs only by a
constant that is related to our use of 4π-normalized spherical har-
monics.

The spherical uncertainty principle of eq. (30) states that the prod-
uct of the variance of a function in the space domain and the vari-
ance of its Laplacian will always exceed a certain constant value.
As shown by eq. (29), the variance of the Laplacian of a function is
a second-order moment of its power spectrum. For the purposes of
spatio-spectral localization, both terms in the uncertainty product
should be as small as possible; the bound of unity for their product
represents a theoretical lower limit.

We next use the uncertainty product σ zσ L as a criterion to eval-
uate the performance of our windows. This quantity is plotted in
Fig. 5 for the first five space-concentrated tapers as a function of
the space–bandwidth product, N 0, demonstrating that the uncer-
tainty product depends almost exclusively upon the taper number k
and N 0. In particular, regardless of the values chosen for θ 0 and L,
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Figure 5. Spherical uncertainty product of the first five space-concentrated
eigentapers of the localization problem for a variety of concentration regions
θ 0 and bandwidths L, shown as a function of the space–bandwidth product,
N 0. The uncertainty product of the kth taper is seen to tend to an asymptotic
value of 2k − 1. The first taper in every sequence closely approaches the
lower limit of unity.

the uncertainty product is empirically seen to rapidly approach an
asymptotic value of 2k − 1 for N 0 ≥ k + 1. In addition, we note
that only the first space-concentrated taper approaches, and nearly
attains, the lower limit of unity imposed by eq. (30). The uncertainty
product for the spacelimited tapers is similar to that of the space-
concentrated tapers and shows the same asymptotic behaviour.

While neither the first nor the second class of eigenfunctions were
designed with the uncertainty product of eq. (30) as a minimization
criterion (cf. Carruthers & Nieto 1968; Bluhm et al. 1995; Tegmark
1995; Kowalski et al. 1996; Tegmark 1996; González & del Olmo
1998; Kowalski & Rembieliński 2000, 2002), it is apparent from
Fig. 5 that our best concentrated windows, optimized relative to eqs
(11) and (22), perform extremely well with regard to this measure.
The increasingly poor performance that is seen to occur with in-
creasing taper number is a result of the fact that the power spectrum
of our orthogonal data tapers becomes increasingly uniform within
the bandwidth L with increasing taper number (see Fig. 3).

4.4 Performance comparisons with other windows

We noted in Section 2 that a simple way to obtain localized direct
spectral estimates on the sphere was to multiply a data set by a
perfectly localized spherical cap. However, because of the sharp
boundaries associated with this naive window, such an operation
was shown to possess unfavourable spectral leakage characteristics.
In particular, as a result of the infinite bandwidth of this window,
power from every input spherical harmonic was seen to leak into all
of the harmonics of the windowed field. Thus, if the power spectrum
of the input field possessed a high dynamic range, the windowed
spectrum could be significantly biased.

We also showed that some of the unfavourable aspects of win-
dowing with a perfect spherical cap could be ameliorated by trun-
cating the window coefficients beyond a certain degree. One ap-
proach developed by Simons et al. (1997), and subsequently used by
McGovern et al. (2002), Lawrence & Phillips (2003), Smrekar et al.
(2003), and Hoogenboom et al. (2004), is to truncate the spherical
cap coefficients exterior to a degree close to the edge of the main
spectral lobe. Using our definition of the space–bandwidth product,
their truncated windows can be described as having N 0 = 1. As
the first spectral lobe of a spherical cap corresponds to N0 ≈ 1.2,
these windows are truncated within the main spectral lobe. Armed
with the definition of the space-concentration factor λ of eq. (11),
and with the uncertainty relationship of eq. (30), we are now in
a position to formally contrast the performance of such spectrally
truncated spherical-cap windows with our own space-concentrated
bandlimited tapers.

In the upper portion of Fig. 6 we plot the concentration factor
as a function of the space–bandwidth product for the two types
of windows. As noted in Section 4.1, the first space-concentrated
taper is near perfectly concentrated for all values of N 0 ≥ 2. In
contrast, the spectrally truncated spherical-cap windows are less
well concentrated, and only slowly approach unity. Indeed, even for
N 0 = 5, the concentration factor of this latter window is only ∼0.98.
For the particular case of N 0 = 1, both types of windows are seen
to be poorly concentrated, and only possess a concentration factor
between 0.90 and 0.92. Thus, if these windows were to be used to
spatially localize a geographic region on the sphere, up to 10 per cent
of the signal could originate from outside the concentration region.

In the lower portion of Fig. 6 we plot the spherical uncer-
tainty product, σzσL , as a function of the space–bandwidth prod-
uct, N 0, for both types of windows. As noted in Section 4.3, the
first space-concentrated taper nearly attains the lower limit imposed
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Figure 6. Comparison of the first space-concentrated tapers (solid lines)
with those of a spectrally truncated spherical cap (dashed lines). (a) Con-
centration factor plotted as a function of the space–bandwidth product for
several values of θ 0 and L. (b) Spherical uncertainty product plotted as a
function of the space–bandwidth product N 0.

by the uncertainty product for all values of N 0 ≥ 2. In contrast,
for the spectrally truncated spherical-cap windows, the uncertainty
product at first decreases, but then becomes progressively worse for
all values of the space–bandwidth product greater than about 1.2.
While the spectrally truncated spherical cap does perform better
than our windows in a small interval near this minimum value, it is
always inferior in terms of its spatial concentration factor.

5 M U LT I TA P E R ( C RO S S - ) S P E C T R A L
A N A LY S I S

It is well known in Cartesian analysis that the periodogram of a
function, the squared Fourier coefficients of an unwindowed time-
limited signal, does not yield a robust representation of its power
spectrum (Percival & Walden 1993, Chap. 6). The drawbacks as-
sociated with a finite data length can be alleviated by forming a
modified periodogram of the data tapered with a suitable window
function. Thomson (1982) has also shown that it is often preferable
to average the results obtained from several orthogonal tapers. His
multitaper technique has many attractive attributes (e.g. Percival &
Walden 1993, Chap. 7) and is directly applicable to our problem of
localized spectral estimation on the sphere.

One benefit of an analysis with multiple orthogonal tapers is re-
lated to the fact that the combined energy of all data tapers is more
evenly spread across the concentration region than that of any sin-
gle window. As the energy of a single window is distributed non-
uniformly over the data, the single-taper direct spectral estimates
will never be completely representative of the region of interest;
wherever the window energy approaches zero, the corresponding
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Figure 7. Cumulative energy density distribution of K band limited ax-
isymmetric data windows with θ 0 = 40◦, L = 18 and N 0 = 4. More tapers
ensure a more uniform energy density over the concentration region.

data will be downweighted and ultimately discarded. If, however,
an average is formed of several direct spectral estimates from or-
thogonal tapers, then the energy coverage of the data will be more
uniform (Walden 1990).

We illustrate the spatial coverage of our bandlimited axi-
symmetric data windows in Fig. 7 by plotting the normalized cu-
mulative energy density as a function of colatitude θ of a set of K
tapers:

d E(θ, K ) = 2π

K∑
k=1

λk

[
h(k)(θ )

]2
sin θ

/
K∑

k=1

λk . (31)

Here, the energy of each taper is weighted by its corresponding
eigenvalue in order to minimize the contribution of the poorly con-
centrated tapers. An alternative weighting scheme would be to av-
erage only the first N 0 − 1 data tapers that are always near perfectly
concentrated. When the first window is used alone (K = 1), we
notice a heavily downweighted energy density near the pole and
near the rim of the polar cap at θ 0. However, as more data tapers
are included (K > 1), the energy distribution progressively cov-
ers the concentration region more evenly (see also Simons et al.
2005). Thus, as in the Cartesian case, it is reasonable to expect that
the average of multiple direct spectral estimates from an entire set
of orthogonal tapers would be more representative of the desired
concentration region than any given single taper.

In this section, we extend the Thomson (1982) technique of mul-
titaper spectral analysis to the sphere using our newly constructed
windows. First, for the case where the spectral coefficients of a
global field are governed by a stationary stochastic process, we will
quantify how windowed direct spectral estimates relate to the global
power spectrum. Second, we show that the direct spectral estimates
based on individual orthogonal tapers are approximately uncorre-
lated, and that the multitaper estimate of a single realization of a
stochastic process approaches its theoretical value as more tapers
are included (by increasing N 0). Third, we discuss ways to remove
the bias present in the localized spectrum. Finally, we describe how
to obtain estimates of the spectral admittance and coherence between
two data sets.

5.1 Bias of a localized (cross-)spectral estimate

In Cartesian multitaper spectral analysis the true spectral power
of a field is estimated by averaging windowed spectral estimates
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from several orthogonal tapers (Thomson 1982). This is possible
because the individual spectral estimates are asymptotically unbi-
ased when the input signal is a smoothly varying stochastic process
(e.g. Percival & Walden 1993, Chap. 6). Our understanding of spec-
tral analysis in the Fourier domain is facilitated because the win-
dowed power relates to the coefficients of data and windows by a
convolution in the spectral domain. Here, we show that on the sphere,
the power spectrum of a function windowed by our axisymmetric
tapers is a nearly unbiased estimate of the global spectrum when the
spectral coefficients of the data are governed by a white stochastic
process. The bias can be significant when the spectrum of the data
is red, but it is easily quantifiable as the effect of an operation that
is reminiscent of a spectral convolution.

To show this, consider two functions on the sphere, f (�) and
g(�), each multiplied by an axisymmetric window h(θ ). The product
of the coefficients of the windowed fields at degree l and order m is
given by

�lm�lm = 1

4π

∫
�

[h(θ ) f (�)] Ylm(�) d�

× 1

4π

∫
�

[h(θ ) g(�)] Ylm(�) d�, (32)

and the cross-power spectrum of these windowed fields is, as previ-
ously defined in eq. (9), equal to

S��(l) =
l∑

m=−l

�lm�lm . (33)

Before proceeding any further, it is useful to comment on the
meaning of the above equation. By definition, S�� is the global
cross-power spectrum (expressed in global spherical harmonic
basis functions) of the windowed fields �(�) = h(θ ) f (�) and
�(�) = h(θ )g(�). However, as a result of the windowing procedure,
this power spectrum is based almost exclusively on data within the
concentration region. For this reason, we refer to S�� as a localized
direct power spectral estimate. When the global fields f (�) and
g(�) are stationary, it is intuitive to expect that the localized power
spectrum S�� will be a function of, and approximate, the true global
power spectrum S f g ,

S�� ≈ S fg, (34)

in a yet to be determined way. In essence, a local subset of the data is
used to estimate the global (cross-)power spectrum of the stochastic
process that generated them. When f (�) and g(�) are not stationary,
we may think of eq. (34) as approximating the global power spectrum
as if the data within the concentration region were representative of
the entire sphere, thus enabling non-stationary analysis by assuming
local stationarity over the concentration region.

If global data are to be regarded as governed by an underlying
stochastic process, we must for the moment assume that many real-
izations of such a process are available for analysis. This will enable
us to calculate the theoretically expected values of the localized
spectra by averaging over all possible realizations of the random
variables. How well a single realization of a stochastic process can
be approximated by these expectation values will be illustrated in
Section 5.2.

In order to obtain an analytic expression for the expected value
of the localized power spectrum, we will make three simplifying
assumptions. First, we will assume that f (�) and g(�) are fields
generated by globally uniform and isotropic processes. This implies
that their localized power spectra are invariant under a rotation of
the spatial coordinates, and as such, the centring of our windows

on θ = 0◦ is by no means restrictive. Second, we will assume that
the coefficients f lm are random variables with zero mean and with
a variance that only depends upon the spherical harmonic degree l.
Finally, we will assume that the spectral coefficients of f (�) and
g(�) are linearly related by an isotropic admittance function glm =
Zl f lm . Using these assumptions, we show in Appendix C that the
expectation of the localized spectrum S�� , or its average value over
all possible realizations of the random variable f lm , is related to the
true global spectrum S f g as follows:

〈S��(l)〉 = (2l + 1)
Lh∑
j=0

h2
j

l+ j∑
i=|l− j |

S fg(i)

(
i j l
0 0 0

)2

. (35)

For our spacelimited tapers, Lh is much greater than L. However,
given the shape of their spectra, the sum over j can in practice be
truncated at the effective bandwidth L.

Eq. (35) is valid for any arbitrary axisymmetric windowing func-
tion h(θ ), and shows that the expected cross-power spectrum of the
windowed fields is related to the global cross-power spectrum by
an operation acting like a convolution in the spectral domain. The
original spectrum S f g is smoothed to yield the localized spectrum
S�� , and the windowed cross-spectral estimate at degree l receives
contributions from the global spectrum over the range |l − Lh| ≤
l ≤ l + Lh.

Independently from our work, the smoothing of the global power
spectrum that occurs when a non-global data set is expanded in
spherical harmonics has been studied by Peebles (1973) and Hauser
& Peebles (1973) for astronomical purposes. Wandelt et al. (2001)
and Hivon et al. (2002) have additionally given expressions analo-
gous to our eq. (35) applicable to arbitrary non-axisymmetric win-
dows for applications in cosmology.

We emphasize that since the global fields to be analysed were
assumed to be stationary, eq. (35) cannot be used to obtain localized
spectral estimates of an arbitrary non-stationary field. Nevertheless,
this equation has two important uses. First, if one has a theoretical
expression for the global (cross-)power spectrum that is based upon
a stationary model, it can be used to obtain the theoretical windowed
power spectrum. This spectrum can then be compared with localized
spectral estimates of real observations. Second, given a localized
(cross-)power spectrum of data on the sphere, it can be used to
invert for a global power spectrum by assuming the localized region
is representative of the whole sphere (see Section 5.3 for further
details).

As demonstrated in the introduction of this section, the energy
coverage of the concentration region becomes cumulatively more
uniform when an increasing number of orthogonal data tapers is
averaged. It is thus reasonable to suspect that a weighted average of
spectra obtained by windowing with different tapers will be statisti-
cally more representative of the data than a localized direct spectrum
obtained after windowing with a single taper. With this in mind, we
define a multitaper spectral estimate as the average of K ≤ L + 1
direct spectral estimates,

S (mt)
�� (l) =

K∑
k=1

ak S(k)
��(l), (36)

where ak is a generic weighting function, and S(k) is the spectrum
obtained after windowing the data with the kth eigentaper h(k). In
general, the optimal form of the weights will be dependent upon
several factors including the spherical harmonic degree, the spectral
bandwidth of the window, and the actual spectrum of the localized
data (Thomson 1982; Percival & Walden 1993). Nevertheless, a

C© 2005 RAS, GJI, 162, 655–675

D
ow

nloaded from
 https://academ

ic.oup.com
/gji/article-abstract/162/3/655/2097585 by guest on 30 July 2020



Localized spectral analysis on the sphere 665

minimal requirement will be that poorly concentrated tapers are
given near-zero weights.

In Appendix C, we derive expressions for the multitaper spectral
estimates using our bandlimited tapers, when, as in eq. (31), the
weights given to each individual spectrum are proportional to the
eigenvalue of the eigentaper:

ak = λk∑L+1
i=1 λi

. (37)

For the case of our family of bandlimited tapers, the expectation of
the multitaper spectral estimate of eq. (36) is given by the expression

〈S (mt)
�� (l)〉 = (2l + 1)

tr D

L∑
j=0

D j j

l+ j∑
i=|l− j |

S fg(i)

(
i j l
0 0 0

)2

, (38)

where we have denoted the sum of the eigenvalues by the trace of the
kernel D (eq. 13). While eq. (38) is convenient for computational
purposes and will be used throughout this subsection, a more con-
servative weighting scheme would be to equally weight only those
eigenspectra that possess eigenvalues near unity (see Section 5.4).

Fig. 8 shows the relationship between the globally known power
spectrum and the expectation of the localized individual and mul-
titaper spectral estimates of eqs (35) and (38). We consider global
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Figure 8. The expectation of individual and multitaper localized spectral estimates of power-law (∼lβ ) stationary stochastic processes. (a) Windowed spectrum
using each of the first three bandlimited tapers (grey lines) and multitaper spectral estimate (solid black line), compared to the known global input spectrum
(dashed black line). Here, β = 0, θ 0 = 30◦, L = 17, and N 0 = 3. (b) Multitaper spectral estimates plotted as a function of l/L for several values of N 0 obtained
by varying θ 0 with L = 17, for β = 0. (c–e) Same as (a) except for β = 0, −1 and −2, on a logarithmic scale. (f–h) Same as (b), except for β = 0, −1 and −2,
on a logarithmic scale.

power spectra given by a power law

S f f (l) ∼ lβ, (39)

and illustrate the theoretical effect of windowing the data with band-
limited tapers, L = 17, spatially concentrated within θ 0 = 30◦, and
thus characterized by a Shannon number N 0 = 3. For our first exam-
ple, plotted in Fig. 8(a), we assume that this power spectrum is white
(β = 0) and bandlimited (Lf = 100). We show the expectation of the
localized estimates using each of the first three tapers, according to
eq. (35), and the expectation of the multitaper estimates of eq. (38).
In the wavelength range l < L , the windowed spectral estimates are
seen to be heavily biased. Between L ≤ l ≤ Lf − L , the spectral esti-
mates approach their globally known value as l increases, and here,
the maximum spectral bias is always less than 50 per cent. Finally,
for Lf − L < l ≤ Lf + L , the spectral estimates approach zero.
This is simply a result of the fact that this wavelength range receives
increasing contributions from the input power spectrum beyond the
bandwidth of the input data, Lf , which is here assumed to be zero. If
the input data were not bandlimited to Lf , but were simply truncated
at this degree, then the spectral estimates for l > Lf − L would be
unreliable.

Fig. 8(b) shows multitaper spectral estimates of the same white
stochastic process using windows with several different values of
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N 0. Here, we varied the spatial concentration θ 0 but kept the band-
width L = 17 unchanged. The results are shown as a function of
l/L , the spherical harmonic degree scaled by the spectral bandwidth
of the window. Regardless of the value of N 0, all curves are nearly
identical. Around the bandwidth of the window at l = L , the spectral
bias is approximately 20 per cent, but this decreases to less than 3
per cent when l = 2L .

The remaining panels of Fig. 8 show that the situation is consider-
ably different when the input spectra are red (β < 0). Figs 8(c)–(e)
show plots analogous to Fig. 8(a) on a logarithmic scale for β =
0, −1 and −2. The spectral bias can be significant for 0 < l �
L , and the localized spectral estimates of non-white processes are
seen to approach the global values with increasing l more slowly.
Indeed, for β = −2, the spectral bias close to l = L is about two
orders of magnitude. This is simply a result of eq. (35) which shows
that the windowed power spectrum is the result of smoothing the
known global spectrum with the window coefficients: the more the
input spectrum is red, the greater is the contribution of the low-
degree high-power terms to the windowed spectrum. This results
everywhere in a positive bias. Figs 8(f)–(h) illustrate this effect for
varying values of N 0, as in Fig. 8(b), but on a logarithmic power
scale.

We must emphasize that, when using axisymmetric windowing
functions, it is only possible to estimate isotropic (cross-)power spec-
tra as a function of the degree l, but not the order m. Eq. (C13) in
the Appendix can be used to show that the expected values of the
windowed power as a function of both l and m are drastically dif-
ferent from the global values for individual harmonics. This can be
interpreted as being due to the fact that while the cumulative energy
density coverage of the concentration region, as defined in eq. (31),
is nearly uniform as a function of θ for our axisymmetric windows
(see Fig. 7), the energy per unit area within the region is not. Non-
zonal windows are required to obtain a uniform energy coverage
per unit area (see Simons et al. 2005), and with these, it should be
possible to obtain spectral estimates for individual harmonics, thus
allowing the estimation of (cross-)power spectral anisotropy (e.g.
Simons et al. 2003).

5.2 Variance of a localized (cross-)spectral estimate

The results derived in Section 5.1 apply to ensemble averages:
eqs (35) and (38) are applicable only to the case when the (cross-
) spectral estimates are averaged over all possible realizations of
the random variables f lm . In most data applications, such as in
planetary gravity and topography analysis, only a single realization
will be available. The question thus arises as to whether the win-
dowed spectral and cross-spectral estimates of a single realization
of a stochastic process will be well approximated by the theoretical
expectation values of the previous section. Here, we will first show
that the spectral estimates obtained from our individual orthogonal
tapers are approximately uncorrelated. By treating these individual
spectral estimates as separate realizations of the data, we then show
that the multitaper estimate approaches the theoretical value as the
number of tapers used increases.

The variance of the multitaper estimate as a function of degree l
and the number of employed tapers K can be calculated in a man-
ner analogous to the Cartesian case (see Walden et al. 1994). The
derivations are relegated to Appendix D, and here we only quote the
result for the variance of the multitaper power-spectral estimate of
a single field, f (�). While the equations in Appendix D are valid
for any arbitrarily weighted multitaper estimate, here we focus on
a multitaper estimate that is the unweighted average of K ≤ L + 1

individual eigenspectra, that is,

S (mt)
�� (l) =

K∑
k=1

ak S(k)
��(l) and ak = 1/K . (40)

In this case, the variance of the multitaper estimate is

var
{

S (mt)
�� (l)

}
= 2

K 2

K∑
j=1

K∑
k=1

l∑
m=−l

〈
S ( j,k)

�� (l, m)
〉2
, (41)

where

〈
S ( j,k)

�� (l, m)
〉 =

Lh∑
l1

h( j)
l1

Lh∑
l2

h(k)
l2

imax∑
i=imin

S f f (i)

×
√

(2l1 + 1)(2l2 + 1)

2l + 1
Cl0

i0l10 Cl0
i0l20 Clm

iml10 Clm
iml20,

(42)

with i min = max (|m|, |l − l 1|, |l − l 2|) and i max = min (l + l 1, l
+ l 2). We use Clebsch–Gordan coefficients instead of Wigner 3-j
symbols for compactness, and made the assumption that the win-
dowed coefficients follow a Gaussian distribution (see Appendix D
for more details).

Fig. 9 shows the behaviour of the variance of the multitaper spec-
tral estimates of a white stochastic process (β = 0). Again, this is
illustrated with our bandlimited windows for θ 0 = 30◦, L = 29, and
N 0 = 5. Fig. 9(a) shows the standard deviation of the multitaper
estimate as a function of the degree, l, and the number of tapers,
K. It is immediately seen that the uncertainty of the estimates for
l ≤ L is generally much larger than for l > L , and that the standard
deviation of the spectral estimates decreases with increasing l. In
particular, for K = 1, when l = L , the standard deviation of the
power spectral estimate is about 46 per cent of the known global
value, whereas when l = 2L , the uncertainty decreases to 32 per
cent. This reduction relates to the fact that the number of equivalent
wavelengths covering the concentration region increases with the
degree l.

Cross-sections through Fig. 9(a) are plotted in Fig. 9(b) for the
degree multiples l = 29, 58 and 87 (solid black lines), along with the
standard deviations that would arise if the spectral estimates from
our orthogonal tapers were completely uncorrelated, calculated by
setting the cross-terms j �= k in eq. (41) to zero (dashed black lines).
Both sets of curves are slightly different, implying that the spectral
estimates are not perfectly uncorrelated. Nevertheless, given their
similarity in magnitude and form, to a good approximation we can
think of the spectral estimates obtained from our orthogonal tapers
as approximately uncorrelated, as in the Cartesian case (Walden
et al. 1994). Fig. 9(b) also shows that the decrease in the standard
deviation is roughly proportional to 1/

√
K when the number of

utilized tapers is smaller than N 0 (grey lines). The uncertainty would
decrease exactly as 1/

√
K if the individual spectral estimates were

both uncorrelated and possessed the same variance.
In Fig. 9(c), we plot the total covariance matrix of the individ-

ually tapered direct spectral estimates for one spherical harmonic
degree, l = 2L . It is roughly diagonal, which supports our above
assertion that the power spectral estimates associated with individ-
ual orthogonal tapers are approximately uncorrelated. We further
observe that the variance of the power spectral estimates is largest
for the best concentrated taper, at first decreases as the taper num-
ber increases, and increases again towards the worst concentrated
tapers. In essence, by employing our best (worst) concentrated win-
dows as data tapers, the associated spectral estimates are based upon
only that limited portion of the data which resides within (outside
of) the concentration region. In contrast, the energy distribution of
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Figure 9. (a) Standard deviation at degree l of localized multitaper spectral
estimates of a β = 0 power-law process, as a function of the number of tapers
used, K, when θ 0 = 30◦, L = 29 and N 0 = 5. Values less than 1/30 of the
maximum are in white. (b) Standard deviations as a function of K at the
degree multiples l = 29, 57 and 87 (solid lines), the uncertainty that would
arise if the individual estimates were uncorrelated (dashed lines), and the
curve for uncorrelated estimates of constant variance, 1/

√
K (grey lines),

scaled by the variance at K = 1. (c) Entire covariance matrix of tapered
direct spectral estimates for l = 2L . Values below 1/100 of the maximum
are in white.

the intermediate tapers more evenly covers the entire sphere, which
bases these estimates on a relatively larger quantity of data. If the
input data were stationary, any data taper could be used for obtain-
ing spectral estimates. However, for non-stationary data only those
tapers that are near perfectly concentrated should be employed. We
have confirmed that the basic properties of Fig. 9 hold when the
input spectra are red (β < 0). In particular, if the standard deviation
is scaled by the input power spectrum, we have confirmed that it is
approximately independent of the spectral slope β when l �L .

Finally, in Fig. 10, we address the question as to whether the
windowed spectrum of a single realization of a stochastic process
approximates its theoretical expectation. We plot the eigenvalue-
weighted multitaper (thick solid lines) and first four windowed (thin
solid lines) spectrum estimates and compare these to the theory of
eqs. (35) and (38) (dashed lines), for a single realization of a white
Gaussian stochastic process with θ 0 = 30◦, L = 29 and N 0 = 4.
The individual spectral estimates for a single taper vary by almost
±50 per cent about the expected value and only slightly improve as l
increases, consistent with the theoretical results presented in Fig. 9.
However, since we have shown that the spectra are approximately
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Figure 10. Individual and multitapered power spectra for a single real-
ization of a β = 0 power-law stochastic processes (solid lines), and their
theoretical expectations (dashed lines), for θ 0 = 30◦, L = 23, and N 0 =
4. From bottom to top, spectra are for the first three tapers (thin lines) and
multitaper estimate (thick lines). The input power spectrum is defined to be
unity for Lf ≤ 157, and all curves are offset for clarity.

uncorrelated, they can be thought of as each representing a different
realization of the underlying stochastic process. For l > L the the-
oretical expectation values for each taper are nearly identical, and
thus we should expect the multitaper estimate of these spectra to
resemble its theoretical expectation value (which is obtained by av-
eraging over all possible realizations of the random variables) more
closely than any of the individual estimates. This is indeed seen to
be the case for the multitaper estimate of the example plotted in
Fig. 10.

5.3 Inverting for the global power spectrum

We showed in Section 5.1 that the expectation of the windowed
power spectrum of stationary data relates to the global spectrum
by a simple smoothing operation. Here we address the question
of whether it is possible to invert for the global spectrum from
a knowledge of the smoothing operation and the expectation of a
measured windowed spectrum. We emphasize that (geophysical)
data distributed on a sphere are in general non-stationary. Never-
theless, in that case, the inverted global power spectrum could be
interpreted as the spectrum that would arise if the localized data
were representative of the entire sphere.

Since the smoothing operations of eqs (35) and (38) are linear, it
will be useful to proceed using matrix notation. We define S(k)

�� to
be a vector of the windowed cross-spectral estimates measured up
to a maximum degree L �� , which thus has a dimension of L �� +
1. These windowed cross-spectral estimates depend upon the first
L �� + L degrees of the unknown global cross-power spectrum
which we collect in the vector Sfg of dimension L �� + L + 1. After
relabeling indices and using the symmetry properties of the Wigner
3-j symbols, eq. (35) can be written as〈
S(k)

��

〉 = M(k) S fg, (43)

where the elements of the (L �� + 1) × (L �� + L + 1) matrix M(k)

are given by

M (k)
i j = (2i + 1)

L∑
l=0

(
h(k)

l

)2
(

i j l
0 0 0

)2

, (44)

with indices i and j starting at 0. Eq. (43) is simply the matrix version
of eq. (35). Analogously, the expectation of the multitaper spectral
estimate is related to the global spectrum by〈
S(mt)

��

〉 = M(mt) S fg, (45)
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where

M(mt) =
K∑

k=1

ak M(k). (46)

Eq. (45) is the matrix version of eq. (38). As there are always fewer
windowed power spectral coefficients than global coefficients in eqs
(43) and (45), it is fundamentally impossible to uniquely invert for
the true global spectrum without imposing additional constraints,
such as positivity or a minimum norm. Methods for solving the non-
negative least squares problem can be found in Lawson & Hanson
(1995, Chap. 23).

Independently from our work, in cosmology, M is known as a
mode coupling matrix (e.g. Wandelt et al. 2001; Hivon et al. 2002).
Truncating this matrix to be square, it is possible under some condi-
tions to obtain a deconvolved unbiased estimate of the power spec-
trum by simple matrix inversion (Efstathiou 2004). For a binary
window masking contaminating sky sources, this approach has been
followed by Hinshaw et al. (2003).

5.4 Localized admittance and coherence estimation

If the spectral coefficients of a function on the sphere are realizations
of a white Gaussian process, we have seen that the localized multita-
per spectral estimate of eq. (36) obtained by windowing with several
orthogonal tapers is approximately unbiased. While the spectral es-
timate can be significantly biased when the global spectrum is red,
this bias is easily quantifiable via eqs (35) and (38), and can po-
tentially be removed by inversion. Here, we describe how localized
spectral and cross-spectral estimates of two fields defined on the
sphere can be used to estimate their localized spectral admittance
and coherence functions.

In the foregoing we have generally defined the multitaper spec-
tral estimate as a weighted sum of spectra from windowed data, the
weight given by the eigenvalue of the window (eqs 36–37). The ex-
plicit assumption of stationary input fields renders the exact manner
in which tapered estimates are weighted unimportant: employing a
taper with poor concentration properties has little impact when the
data are governed by the same process everywhere. In geophysical
applications this is unlikely to ever be the case, and we thus advo-
cate a stricter definition of the multitaper estimate in which only
those tapers that are near perfectly concentrated are used (λk ≈ 1).
In particular, we suggest an average of only the first K = N 0 − 1
tapers:

S (mt)
�� (l) = 1

K

K∑
k=1

S(k)
�� = 1

K

K∑
k=1

l∑
m=−l

�
(k)
lm �

(k)
lm . (47)

While the theoretical uncertainties associated with these estimates
can be calculated via eqs (41) and (42), depending upon the chosen
parameters, this can be somewhat computationally expensive. It is
thus more practical to estimate the uncertainties from the multitaper
sample variance (see also Thomson & Chave 1991):

var
{

S (mt)
�� (l)

}
= 1

K − 1

K∑
k=1

(
l∑

m=−l

�
(k)
lm �

(k)
lm − S (mt)

�� (l)

)2

. (48)

As was shown in Section 5.2, when the spherical harmonic degree
is greater than the bandwidth L of the tapers, the variance decreases
approximately as 1/K for K < N 0.

Next, consider that the spectral components of two fields are
linearly related by an equation of the form

glm = Z (l) flm + Ilm, (49)

where Zl is an isotropic admittance function, and I lm is either some
form of measurement noise, or that portion of the signal that is not
described by the admittance model. Multiplying both sides by f lm ,
summing over all m, and rearranging yields the following expression
for the admittance:

Z (l) = S fg(l)

S f f (l)
− SI f (l)

S f f (l)
. (50)

If the spectral coefficients of the noise, I , and the data, f are uncor-
related, which we will henceforth assume, the expectation of the last
term is zero. The phase consistency between both fields is contained
in the coherence function

γ (l) = S fg(l)√
S f f (l) Sgg(l)

, (51)

whose extreme values of 1 and −1 represent correlated and anti-
correlated data sets, respectively. (Note that there are several naming
conventions related to eq. (51). Whereas some use the term ‘coher-
ence’ or ‘complex coherence’, others refer to the ‘coherence’ as
the absolute magnitude of this equation. Alternatively, some use the
term ‘correlation’ and reserve the word ‘coherence’ for the correla-
tion squared. In any case, we emphasize that squaring or taking the
absolute value of this equation discards information.)

The admittance and coherence localized to a given concentra-
tion region can be calculated by replacing the global power and
cross-power spectra with their localized equivalents. These can be
estimated in multitaper fashion by eq. (47), which gives rise to the
following localized admittance and coherence estimates

Z (mt)
�� (l) = S (mt)

�� (l)

S (mt)
�� (l)

, (52)

γ
(mt)
�� (l) = S (mt)

�� (l)√
S (mt)

�� (l) S (mt)
�� (l)

. (53)

We emphasize that, since the localized spectral and cross-spectral
estimates could be severely biased when the global power spectrum
is red, the corresponding localized estimates of the admittance and
coherence could be similarly biased as well (see Pérez-Gussinyé
et al. 2004, for a Cartesian example of this phenomenon).

For modeling purposes, there are three ways in which the po-
tential bias in the multitaper admittance and coherence estimates
could be accounted for. First, if a simple analytic formula for the
admittance function exists, synthetic coefficients of glm could be
generated by use of eq. (49), and synthetic localized admittance and
coherence estimates could be computed using eqs (52) and (53).
Any inherent bias that might be associated with the windowing pro-
cedure would thus similarly affect the model and data. Indeed, for
this case, it is irrelevant whether or not f lm is a random variable
as was assumed previously. If the theoretical admittance function
depends upon one or more model parameters, then these could be
inverted for by comparing the goodness-of-fit between the synthetic
and real-data estimates. This approach has been employed in several
studies (e.g. Simons et al. 1997; McGovern et al. 2002; Kido et al.
2003; Lawrence & Phillips 2003; Smrekar et al. 2003; Hoogenboom
et al. 2004).

For certain theoretical models, however, the relationship between
two fields is statistical in nature, and no deterministic admittance
function exists that relates the coefficients f lm and glm . For instance,
in the Cartesian admittance and coherence model of Forsyth (1985),
a statistical model was used to obtain analytic expressions for the
expectation value of the power and cross-power spectra of the two
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fields as a function of wavelength. Using these relationships, an
isotropic admittance function was then calculated using the Carte-
sian analogues to eqs (52) and (53). If analytic expressions for the
power and cross-power spectra are available in the spherical har-
monic domain, then eq. (35) can be used to calculate the expected
windowed spectra, and from these, the windowed admittance and
coherence via eqs (52) and (53).

Finally, if windowed (cross-)power spectra have been calculated
using the multitaper method, one can attempt to invert the windowed
spectrum for the global spectrum, as discussed in Section 5.3. This
would in principle yield unbiased (cross-)power spectral estimates
which could then be compared directly to a theoretical stationary
model.

6 D I S C U S S I O N

6.1 An example

As a demonstration of the benefits of using our optimally concen-
trated data tapers for the purpose of localized spectral estimation,
we apply a multitaper spectral analysis to the Earth’s free-air gravity
field. Differences and similarities between our approach and that
using the single window of Simons et al. (1997) highlight several
key factors that must be carefully considered when performing such
an analysis.

The data set used here is the free-air gravity model EGM96
(Lemoine et al. 1998), from which we have removed the degree-
2 zonal term that is dominated by the rotational flattening of the
Earth. As shown in Fig. 11, we concentrate on two distinct geo-
graphic regions: Hudson Bay, which was previously analysed by
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Figure 11. Localized spectral analyses of the Earth’s free-air gravity field for two geographically distinct areas using the spectrally truncated spherical cap
window of Simons et al. (1997) and the multitaper spectral analysis approach. For the spectrally truncated spherical cap (thin grey lines), θ 0 = 20◦ and L =
8, corresponding to N 0 = 1, whereas for the multitaper analysis (thick black lines), θ 0 = 20◦ and L = 35, corresponding to N 0 = 4. Spatial renditions of the
windowed fields (scaled from −1 to 1, and with absolute values less than 1/200 set to zero) are shown for the spectrally truncated spherical cap (left column),
and our first optimally concentrated bandlimited window (centre column). The multitaper spectrum estimate (right column) is obtained by averaging the first
three eigenspectra, and the corresponding sample variance is plotted in light grey. While the windowed power spectrum based on the spectrally truncated boxcar
window is similar to the multitaper estimate for the region of Hudson Bay for degrees larger than the window bandwidth of L = 35, it differs by almost an
order of magnitude for a typical region in the South Pacific.

Simons & Hager (1997), and a typical locale in the South Pacific.
These regions were chosen because of their contrasting gravity sig-
natures; in the first, a large negative anomaly is present that is the
result of incomplete post-glacial rebound, whereas in the second, the
gravity field is relatively nondescript, lacking any apparent short- or
long-wavelength structure.

For the multitaper analyses, we use our bandlimited tapers with
a concentration region of θ 0 = 20◦ and a spectral bandwidth of
L = 35, corresponding to N 0 = 4. For the analyses using the sin-
gle window of Simons et al. (1997), the same concentration re-
gion is used, but the spectral bandwidth of the window is equal to
L = 8, corresponding to N 0 = 1. We plot in the upper-left panel
of Fig. 11 the gravity field localized to Hudson Bay using the spec-
trally truncated spherical cap window of Simons et al. (1997), and
in the upper-centre panel, the same field is plotted windowed by
our first optimally concentrated taper. As the former window is
concentrated only at ∼90 per cent in the region of interest, sig-
nificant spatial leakage is observed. The localized spectrum esti-
mates of these two approaches are plotted in the upper-right panel.
For the multitaper spectrum estimate, we average the first three
eigenspectra and plot the corresponding sample variance (see Sec-
tion 5.4). Since the variance of the spectral estimates is predicted to
be large for degrees less than the bandwidth of the localizing win-
dow (see Section 5.2), a direct comparison of the two spectra is only
valid for degrees greater than L = 35. For these degrees, the spec-
trum estimate based on the single window of Simons et al. (1997)
is seen to lie generally within the error bounds of our multitaper
estimate.

In contrast to the case of Hudson Bay, a significant discrepancy
between the two methods is observed for the region in the South
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Pacific. We first remark that the multitaper power spectral estimates
for the South Pacific region are about two orders of magnitude less
at all degrees than the corresponding values for Hudson Bay. This is
simply a result of the lack of any large-amplitude gravity anomalies
in the concentration region. In comparing the multitaper spectrum
estimate with that from the single window of Simons et al. (1997),
it is readily apparent that the two spectra differ significantly, by
almost an order of magnitude. This discrepancy is a result of both the
poor localizing properties of the single window, as well as the small
amplitude of the signal within the region of interest. In particular,
in the example of Hudson Bay, the large signal amplitude within the
concentration region partially mitigates against the poor localization
properties of the single window. In contrast, for the area in the South
Pacific, the signal within the concentration region is very low, and
this gives greater importance to the down-weighted features exterior
to the concentration region, such as the subduction-zone signature
of western South America.

This example illustrates the two main advantages of our multi-
taper spectral analysis approach. First, as a consequence of using
multiple orthogonal localizing windows, it is possible to obtain an
estimate of the uncertainty of the localized spectral estimates. Sec-
ond, the near perfect concentration properties of the data windows
ensure that the spectral estimates are not influenced by data exterior
to the concentration region. However, as is discussed in the fol-
lowing section, the large spectral bandwidths that are required for
a multitaper analysis can sometimes place restrictive limits on the
number of useful spectral estimates that can be analysed.

6.2 Working with low resolution data

To apply a localized multitaper spectral analysis on the sphere, sev-
eral well-localized windows are desired. As a result of the definition
of the space–bandwidth product in eq. (25), if the concentration re-
gion, θ 0, remains fixed in size, then the spectral bandwidth of the
windows must increase with the number of near perfectly localized
data tapers. As an example, consider the case of θ 0 = 20◦. If only one
near perfectly concentrated taper was needed, the space–bandwidth
product N 0 must be chosen to be about 2 and the corresponding
spectral bandwidth would be L = 17. However, if three tapers were
desired, N 0 must be around 4, with a corresponding spectral band-
width of L = 35.

Such large bandwidths pose a fundamental problem when work-
ing with low-resolution data sets. While models of a global gravity
field may only be expressed up to a maximum degree Lf , this does
not imply that the gravity coefficients beyond this degree are zero—
they are just not known. After windowing such a field by a taper of
bandwidth L, the resultant coefficients are only reliable up to Lf −
L (see eq. 10), and the first L coefficients exhibit large uncertainties
(see Section 5.2). In practice, the first L + 2 windowed coefficients
of a planetary gravity and topography field will be biased by the con-
tribution resulting from its rotational flattening (i.e. the coefficient
of the Y 2,0 harmonic). Thus, using the above example of θ 0 = 20◦

with three tapers, for an input field expressed up to Lf = 85, as is
the case for the Martian gravity field (e.g. Yuan et al. 2001), only the
restricted wavelength range 35 ≤ l ≤ 50 could be analysed robustly.
If four tapers were desired, none of the windowed coefficients would
be usable.

6.3 Localized spherical spectral analysis: A recipe

Our method of estimating localized (cross-)power spectra on the
sphere is straightforward and can be summarized in the following

steps that are applicable to a typical application in planetary gravity–
topography analysis.

(1) Select the class of localizing windows. If the data set is only
locally known on the sphere, the spacelimited windows are most
appropriate. Conversely, if the data set is globally known, the band-
limited space-concentrated tapers will minimize the effects of spec-
tral leakage when the input spectrum is red.

(2) For a given cap size θ 0, choose the bandwidth, L. If only
one taper is desired, this can be chosen such that a specified con-
centration factor is obtained (say, 99 per cent). Alternatively, if K
well-concentrated tapers are desired to reduce the multitaper vari-
ance, take L = (K + 1) π/θ 0 − 1.

(3) Calculate the coefficients of the tridiagonal matrix T in Ap-
pendix A and diagonalize it: its eigenvectors are the spherical har-
monic coefficients of the bandlimited space-concentrated tapers
whose concentration factors λ can be computed from eqs (11) or
(14).

(4) Rotate the window to the region of interest. This can be ef-
ficiently performed in the spherical harmonic domain by use of
Wigner rotation matrices which can be calculated by standard re-
cursion relations (e.g. Blanco et al. 1997).

(5) Expand the windows to the space domain and multiply them
with the data. If spacelimited tapers are desired, set the windowed
fields to zero outside of the concentration region at this time.

(6) Expand the windowed fields in spherical harmonics. This
is easily performed by Fourier transformation over longitude and
(Gauss–Legendre) integration over latitude (e.g. Driscoll & Healy
1994; Sneeuw 1994).

(7) For multitaper analysis, repeat the above steps for each of
the K tapers. Multitaper spectral and cross-spectral estimates are
computed by simple averaging.

(8) Calculate localized estimates of the (cross-)power spectra
by eq. (33), and admittance and coherence by eqs (52) and (53).
These can be compared with theoretical models in one of three
ways. First, synthetic fields can be generated from the theoretical
model and then windowed in the same manner as the data. Second, if
a theoretical model is available only for the power and cross-power
spectra of the two fields, localized admittance and coherence mod-
els can be computed by use of eq. (35). Finally, one could invert
the windowed spectra for the global spectra, subject to positivity
constraints (e.g. Lawson & Hanson 1995), to calculate unbiased
admittance and coherence functions unaffected by the windowing
procedure.

7 C O N C L U S I O N S

Localized spectral estimates on the sphere can be obtained by mul-
tiplying data by a suitable windowing function. The ideal windows
for this purpose are concentrated within θ 0 in the spatial and within
L in the spectral domain. We have obtained such windows by solving
Slepian’s concentration problem on the sphere. Two classes of win-
dows exist: bandlimited functions that are optimally concentrated
in space, and spacelimited functions that are optimally concen-
trated within a spherical harmonic bandwidth. Their spherical har-
monic coefficients and corresponding concentration factors solve a
simple eigenvalue equation. Each class yields a family of orthogonal
windows, allowing for multitaper analysis.

The spatial and spectral concentration problems are complemen-
tary: they give rise to identical functions within the concentration
domain, they posses identical eigenvalue spectra, and the spectral
coefficients of the windows within the prescribed bandwidth differ
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only by a multiplicative factor corresponding to their eigenvalue.
The properties of the windows are almost entirely described by
their space–bandwidth product, N 0 = (L + 1) θ 0/π , and only the
first N 0 − 1 windows are near perfectly concentrated. In addition,
the first taper nearly attains a lower bound imposed by a spherical
uncertainty relationship.

If the data sets to be localized are stationary and stochastic, it is
possible to quantify the relationship between the global spectrum
and the localized direct spectral estimates. In particular, if the input
spectrum is white, the expectation of the localized spectral estimates
(averaged over all realizations of the random variables) is nearly un-
biased for all degrees greater than L. In contrast, when the input
spectrum is red, the spectral estimates close to L can be severely
biased, but this bias is easily quantifiable. Averaging the spectra ob-
tained from several orthogonal tapers reduces the estimation vari-
ance, and the multitaper spectral estimate is more representative of
the concentration region than any single individual taper as a result
of its more even energy coverage.

In many situations, such as planetary gravity and topography
analysis, only one realization of a stochastic process is available. As
the individual spectral estimates obtained from orthogonal tapers
are nearly uncorrelated, each spectral estimate can be thought of as
an individual realization of the underlying stochastic process. While
a single taper underperforms at estimating the localized spectrum,
when several estimates from orthogonal tapers are averaged, the
resulting multitaper estimate approaches the expected spectrum as
the number of tapers used increases.

Finally, model parameters can be found by analysing the
goodness-of-fit between a localized spectral estimate of a data set
with a similarly localized theoretical model. A classic application
in geophysics is the calculation of localized admittance and coher-
ence spectra between gravity anomalies and topography, which is a
primary source of information on planetary lithospheres.
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Bluhm, R., Kostelecký, V.A. & Tudose, B., 1995. Elliptical squeezed states
and Rydberg wave packets, Phys. Rev. A, 52, 2234–2244.

Bronez, T.P., 1988. Spectral estimation of irregularly sampled multidimen-
sional processes by generalized prolate spheroidal sequences, IEEE Trans.
Acoust. Speech Signal Process., 36, 1862–1873.

Byerly, W.E., 1893. An Elementary Treatise on Fourier’s Series and Spheri-
cal, Cylindrical, and Ellipsoidal Harmonics, Ginn & Co., Boston, Mass.

Carruthers, P. & Nieto, M.M., 1968. Phase and angle variables in quantum
mechanics, Rev. Mod. Phys., 40, 411–440.

Chevrot, S., Montagner, J.-P. & Snieder, R.K., 1998. The spectrum of tomo-
graphic Earth models, Geophys. J. Int., 133, 783–788.

Dahlen, F.A. & Tromp, J., 1998. Theoretical Global Seismology, Princeton
Univ. Press, Princeton, N. J.

Daubechies, I., 1988. Time-frequency localization operators: A geometric
phase space approach, IEEE Trans. Inform. Theory, 34, 605–612.

Daubechies, I. & Paul, T., 1988. Time-frequency localisation operators—a
geometric phase space approach: II. The use of dilations, Inv. Probl., 4,
661–680.

Driscoll, J.R. & Healy, D.M., 1994. Computing Fourier transforms and con-
volutions on the 2-sphere, Adv. Appl. Math., 15, 202–250.

Efstathiou, G., 2004. Myths and truths concerning estimation of power spec-
tra: the case for a hybrid estimator, Mon. Not. R. Astron. Soc., 349, 603–
626.

Feller, W., 1971. An Introduction to Probability Theory and Its Applications,
Vol. 2, 3 edn, Wiley, New York, NY.

Forsyth, D.W., 1985. Subsurface loading and estimates of the flexural rigidity
of continental lithosphere, J. geophys. Res., 90, 12 623–12 632.

Freeden, W. & Windheuser, U., 1997. Combined spherical harmonic and
wavelet expansion—a future concept in Earth’s gravitational determina-
tion, Appl. Comput. Harm. Anal., 4, 1–37.
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A P P E N D I X A : D I A G O N A L I Z AT I O N
M A D E S I M P L E

Grünbaum et al. (1982) found a differential operator that com-
mutes with the convolution integral of eq. (20), and a simple
tridiagonal matrix, T, that commutes with the kernel D of eq. (13).
For a concentration region θ 0 and a bandwidth L, the elements of T
are given by

Ti,i = αi cos θ0 for i = 1 → L + 1 (A1)

Ti−1,i = Ti,i−1 = γi−1 for i = 2 → L + 1, (A2)

where

αi = i(i − 1) and γi = i(L + 1)2 − i3

√
4i2 − 1

. (A3)
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The sign of T differs from that quoted in Grünbaum et al. (1982)
to ensure that its eigenvalues have the same ordering as those of
D. Both T and D possess the same eigenfunctions, and although
their eigenvalues differ, the concentration factors of the latter can
be simply calculated from eq. (14). Alternatively, the eigenvalues
can be computed by numerical integration of eq. (11), which avoids
the construction of D altogether.

In addition to computation speed, calculating the localization
eigenfunctions from T has the advantage that it has a monotonic
and well-spaced spectrum of eigenvalues (Simons et al. 2005).
The best concentrated eigenfunctions of D, on the other hand, can-
not be reliably calculated for N 0 ≥ 7 as many of the eigenvalues
would be indistinguishable from unity in double machine preci-
sion. While the worst concentrated tapers will not be needed for
typical applications, they can be calculated only from T as the
smallest eigenvalues of D would be all equal to zero to machine
precision.

A P P E N D I X B : A N A LY T I C A L K E R N E L
E L E M E N T S

In addition to by the procedure outlined in Appendix A, the solution
of the space-concentration problem may be obtained by diagonaliz-
ing the kernel D whose elements are (see eq. 13)

Dll ′ =
√

(2l + 1)(2l ′ + 1)

2

∫ 1

cos θ0

Pl (x)Pl ′ (x) dx . (B1)

As its integrand is a terminating polynomial of degree l + l ′, it
can be computed exactly using Gauss–Legendre quadrature (e.g.
Press et al. 1992, pp. 140–155). Here, we develop exact expressions
that are computationally faster and less affected by finite-precision
round-off errors.

For the off-diagonal terms, we use an expression from Byerly
(1893, p. 172) for the integral of two Legendre polynomials over the
interval [x , 1], namely∫ 1

x
Pl Pl ′ dx = (1 − x2)(Pl ′ P ′

l − Pl P ′
l ′ )

l(l + 1) − l ′(l ′ + 1)
, l �= l ′, (B2)

where P ′
l (x) is the first derivative of the Legendre polynomial with

respect to x as given by the identity

P ′
l (x) = −lx Pl (x) + l Pl−1(x)

(1 − x2)
. (B3)

Eq. (B2) is not valid for the diagonal terms, and we develop an
expression for this case by expanding its integrand in a Legendre
series. We first note that the integrand, f = P2

l , is a polynomial
of degree 2l. It can thus be expressed as a finite sum of Legendre
polynomials

f (x) =
2l∑

j=0

al
j Pj (x) with (B4)

al
j = (2 j + 1)

2

∫ 1

−1
f (x)Pj (x) dx . (B5)

The coefficients al
j can be written in analytic form using the Wigner

3- j functions as

al
j = (2 j + 1)

(
l l j
0 0 0

)2

, (B6)

noting that the coefficients are zero for j = odd (e.g. Dahlen &
Tromp 1998, Appendix C). The diagonal terms of the kernel are

now given by

Dll (θ0) = (2l + 1)

2

2l∑
j=0

al
j

∫ 1

cos θ0

Pj (x) dx, (B7)

where the integral can be evaluated analytically using a variant of
eq. (B2),∫ 1

x
Pl (x

′)dx ′ = (1 − x2)P ′
l (x)

l(l + 1)
, l �= 0. (B8)

Finally, using eq. (B3), the diagonal elements of B1 have the fol-
lowing expression:

Dll (θ0) = (2l + 1)

2

2l∑
j=0

(2 j + 1)

( j + 1)

(
l l j
0 0 0

)2

×[Pj−1(x0) − x0 Pj (x0)], (B9)

where we define P −1 (x) to be 1.
While analytical formulas exist for the Wigner 3- j symbols with

arbitrary values as arguments, it is more convenient computationally
to calculate these via recursion relationships. For our case, where j
increases by 2, it can be shown that (e.g. Varshalovich et al. 1988,
p. 248, 255)(

l l 0
0 0 0

)
= (−1)l

(2l + 1)1/2
(B10)

(
l l j
0 0 0

)
= (1 − j)

j

(
l l j − 2
0 0 0

)

×
(

4l2 + 4l − j2 + 2 j

4l2 + 4l − j2 + 1

)1/2

. (B11)

A P P E N D I X C : L O C A L I Z AT I O N B I A S

Consider two functions f (�) and g(�), each multiplied by an axi-
symmetric (zonal) data taper h(θ ). We derive expressions for the
expectation of the windowed cross-spectral power when the coef-
ficients f lm are governed by a stochastic process, and when the
coefficients glm are linearly related to the latter by the isotropic
admittance equation

glm = Zl flm . (C1)

We start with the definition of the cross-spectral power of two
windowed fields (see eqs 9 and 32):

�lm�lm = 1

4π

∫
�

[h(θ ) f (�)]Ylm(�) d�

× 1

4π

∫
�

[h(θ ) g(�)]Ylm(�) d�. (C2)

After expanding the functions in spherical harmonics by way of
eq. (5), and using the shorthand notation

∞∑
i j

=
∞∑

i=0

i∑
j=−i

and
L∑
l

=
L∑

l=0

(C3)

this can be written as

�lm�lm = 1

(4π )2

Lh∑
l1

hl1

Lh∑
l2

hl2

∞∑
i j

fi j

∞∑
i ′ j ′

gi ′ j ′

×
∫

�

Yi j Yl10 Ylm d�

∫
�

Yi ′ j ′ Yl20 Ylm d�. (C4)
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We make the assumption that the coefficients f i j are random vari-
ables with zero mean, and that the coefficients gi j are proportional
to these via eq. (C1). The expectation of eq. (C4) is equivalent to
the average over all possible realizations of f lm and is given by

〈�lm�lm〉 = 1

(4π )2

Lh∑
l1

hl1

Lh∑
l2

hl2

∞∑
i j

∞∑
i ′ j ′

〈 fi j gi ′ j ′ 〉

×
∫

�

Yi j Yl10 Ylm d�

∫
�′

Yi ′ j ′ Yl20 Ylm d�′, (C5)

where 〈· · ·〉 is the expectation operator. Using the identity

cov{X1, X2} = 〈X1 X2〉 − 〈X1〉 〈X2〉, (C6)

where cov {· · ·} is the covariance operator, we remark that

〈 fi j gi ′ j ′ 〉 = cov{ fi j , gi j } δi i ′ δ j j ′ , (C7)

since the random variables are by definition uncorrelated and have
zero mean. If we further assume that the covariance of f i j and gi j

is only dependent upon the spherical harmonic degree, and not on
the order, then

〈 fi j gi ′ j ′ 〉 = S fg(i)

(2i + 1)
δi i ′ δ j j ′ (C8)

where S f g (i) is the cross-spectral power of the two fields for degree
i (cf. eq. 7). The expectation of the cross-spectral power of the
windowed field can thus be written as

〈�lm�lm〉 = 1

(4π )2

Lh∑
l1

hl1

Lh∑
l2

hl2

∞∑
i j

S fg(i)

(2i + 1)

×
∫

�

Yi j Yl10 Ylm d�

∫
�′

Yi j Yl20 Ylm d�′. (C9)

The next step is to express the integral of three real spherical
harmonics as products of Wigner 3− j or Clebsch-Gordan symbols.
When one or more of the angular orders is equal to zero, we have
the equality∫

�

Yl1m1 Yl20 Ylm d�

= (−1)m 4π
√

(2ll + 1)(2l2 + 1)(2l + 1)

×
(

l1 l2 l
0 0 0

) (
l1 l2 l
m1 0 −m

)

= 4π

[
(2l1 + 1)(2l2 + 1)

2l + 1

]1/2

Cl0
l10l20 Clm

l1m1l20,
(C10)

which, in order to be non-zero, must satisfy the following selection
rules (e.g. Dahlen & Tromp 1998, Appendix C):

m = m1

|m| ≤ l1, l

|l1 − l2| ≤ l ≤ l1 + l2

|l − l1| ≤ l2 ≤ l + l1

|l2 − l| ≤ l1 ≤ l2 + l

l1 + l2 + l = even.

(C11)

Wigner 3- j symbols are invariant under cyclic column permutation
and are related to the Clebsch-Gordan coefficients by

Clm
l1m1l2m2

= (−1)l1−l2+m

(2l + 1)−1/2

(
l1 l2 l
m1 m2 −m

)
. (C12)

These can be calculated using algorithms discussed by Schulten
& Gordon (1975) and Luscombe & Luban (1998). Eq. (C10) is

most easily verified by noting that the integral of real harmonics is
equivalent to the integral of complex harmonics Yl1m1 Yl20Y ∗

lm , for
which the expansion is well known (e.g. Varshalovich et al. 1988,
p. 148). This, however, is not generally true for non-zero orders
(Homeier & Steinborn 1996).

The expectation of the cross-spectral power for a given spherical
harmonic is obtained by inserting eq. (C10) into (C9)

〈S��(l, m)〉 = 〈�lm�lm〉

=
Lh∑
l1

hl1

Lh∑
l2

hl2

∞∑
i

S fg(i)

√
(2l1 + 1)(2l2 + 1)

2l + 1

× Cl0
i0l10 Cl0

i0l20 Clm
iml10 Clm

iml20, (C13)

where we have used the selection rule that j must equal m. This
equation is unchanged by replacing m with −m.

We estimate the total cross-power for a given degree from these
expectation values by summing over all orders m

〈S��(l)〉 =
l∑

m=−l

〈S��(l, m)〉

=
Lh∑
l1

hl1

Lh∑
l2

hl2

∞∑
i

S fg(i)

√
(2l1 + 1)(2l2 + 1)

2l + 1

× Cl0
i0l10 Cl0

i0l20

l∑
m=−l

Clm
iml10 Clm

iml20. (C14)

This expression can be considerably simplified by use of the identity
(e.g. Varshalovich et al. 1988, p. 259)

c∑
α=−c

c∑
γ=−c

Ccγ
aαbβ Ccγ

aαb′β ′ = (2c + 1)

(2b + 1)
δbb′ δββ ′ , (C15)

which reduces the sum over m to
l∑

m=−l

Clm
iml10 Clm

iml20 =
l∑

m=−l

l∑
j=−l

Clm
i jl10 Clm

i jl20 = (2l + 1)

(2l1 + 1)
δl1l2 . (C16)

Finally, after taking into account the selection rules, and relabeling
the index l1 to j, the expectation of the total windowed power for a
given degree can be written as

〈S��(l)〉 =
Lh∑
j

h2
j

l+ j∑
i=|l− j |

S fg(i)
(
Cl0

i0 j0

)2
, (C17)

which appeared as eq. (35) in the main text. When Lh = 0,
this reduces to the input power spectrum multiplied by h2

0, as
(Cl0

l000)2 = 1 for all l. Thus, if the windows are normalized to unit
power, windowing with a constant everywhere recovers the input
spectrum without gain. The expectation operators used in this sec-
tion average over all possible realizations of the random variables
f i j . Any single realization would of course differ from its theoretical
expectation.

Eqs (C13) and (17) are valid for any axisymmetric windowing
function h(θ ), and we next consider windowed spectrum estimates
using our family of orthogonal bandlimited tapers. In particular, we
will define a localized multitaper spectrum estimate as a weighted
average of all windowed cross-power spectra. When the weights
correspond to the eigenvalues of the data tapers, we have

S (mt)
�� (l, m) = 1

tr D

L+1∑
k=1

λk S(k)
��(l, m), (C18)

S (mt)
�� (l) = 1

tr D

L+1∑
k=1

λk S(k)
��(l), (C19)
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where the sum of the eigenvalues has been denoted by the trace of
the kernel D. Since the kernel D can always be decomposed into a
product of three matrices

D = H Λ HT, (C20)

where H contains its eigenvectors as column vectors and Λ is a diag-
onal matrix containing the corresponding eigenvalues (e.g. Strang
1986), the elements of the kernel can be written as

Di j =
L+1∑
k=1

λk h(k)
i h(k)

j . (C21)

With this expression, the multitaper cross-spectral estimate for a
single harmonic, eq. (18), weighted over all orthogonal tapers is
equal to

〈S (mt)
�� (l, m)〉 = 1

tr D

L∑
l1

L∑
l2

Dl1l2

imax∑
i=imin

S fg(i)

×
√

(2l1 + 1)(2l2 + 1)

2l + 1
Cl0

i0l10 Cl0
i0l20 Clm

iml10 Clm
iml20,

(C22)

where i min = max (|m|, |l − l 1|, |l − l 2|) and i max = min (l + l 1, l +
l 2). Similarly, the multitaper estimate of the total power for a single
degree, eq. (C19), can be written as

〈S (mt)
�� (l)〉 = 1

tr D

L∑
j

D j j

l+ j∑
i=|l− j |

S fg(i)
(
Cl0

i0 j0

)2
, (C23)

introduced as eq. (38) in the main text.

A P P E N D I X D : L O C A L I Z AT I O N
VA R I A N C E

We seek to determine the variance of the multitaper power spectral
estimate. We will use the following two identities:

var

{
N∑

i=1

ai Xi

}
=

N∑
j=1

N∑
k=1

a j ak cov{X j , Xk} (D1)

cov

{
N∑

i=1

Xi ,

M∑
j=1

X j

}
=

N∑
i=1

M∑
j=1

cov{Xi , X j }, (D2)

which follow from the definition of covariance of multiple variables
Xi, and Isserlis’ theorem (Walden et al. 1994)

cov{Z1 Z2, Z3 Z4} = cov{Z1, Z3} cov{Z2, Z4}
+ cov{Z1, Z4} cov{Z2, Z3}, (D3)

which is valid for random variables Zi that are Gaussian distributed
with zero mean. Using eq. (D1), the variance of the multitaper spec-
tral estimate

S (mt)
�� (l) =

K∑
k=1

ak S(k)
��(l), (D4)

where ak is a generic weight applied to the kth direct spectral estimate
S(k), is given by

var
{

S (mt)
�� (l)

}
=

K∑
j=1

K∑
k=1

a j ak cov
{

S( j)
��(l), S(k)

��(l)
}

. (D5)

Using eq. (D2) and the definition of the cross-power spectrum
(eq. 33) the covariance of the cross-power spectral estimates can
be expressed as

cov
{

S( j)
��(l), S(k)

��(l)
}

=
l∑

m=−l

l∑
m′=−l

cov
{
�

( j)
lm �

( j)
lm , �

(k)
lm′�

(k)
lm′

}
. (D6)

At this point, Isserlis’ theorem (eq. D3) can be used to simplify the
above expression if the coefficients �lm and � lm were known to
be Gaussian distributed with zero mean. It is evident from eq. (10)
that since the coefficients of the global fields f lm and glm have been
assumed to possess a zero mean, that the windowed coefficients will
as well. If we furthermore assume that each f lm and glm is Gaussian
distributed, then each of the ∼L2

h terms in eq. (10) will likewise be
Gaussian distributed. If the input fields additionally have a white
power spectrum, then it is likely as a result of the Lindeberg-Feller
central limit theorem (Feller 1971, pp. 256–258) that the windowed
coefficients will asymptotically approach a normal distribution with
increasing Lh. As this theorem requires that the variance of each term
in eq. (10) is small compared to the sum of all the terms’ variances,
it is probable that this asymptotic behaviour will not be attained for
small degrees when the global power spectrum is red. With these
caveats in mind, Isserlis’ theorem can be used to express eq. (D6) as

cov
{

S( j)
��(l), S(k)

��(l)
}

=
l∑

m=−l

l∑
m′=−l

(
cov

{
�

( j)
lm , �

(k)
lm′

}
cov

{
�

( j)
lm , �

(k)
lm′

}

+ cov
{
�

( j)
lm , �

(k)
lm′

}
cov

{
�

( j)
lm , �

(k)
lm′

})
. (D7)

For zero-mean localized spectral coefficients, it is evident from
eq. (C6) and a generalized form of eq. (C13) that

cov
{
�

( j)
lm , �

(k)
lm′

}
= 〈�( j)

lm �
(k)
lm′ 〉 = 〈S ( j,k)

�� (l, m)〉 δmm′

=
Lh∑
l1

h( j)
l1

Lh∑
l2

h(k)
l2

imax∑
i=imin

S fg(i)

√
(2l1 + 1)(2l2 + 1)

2l + 1

× Cl0
i0l10 Cl0

i0l20 Clm
iml10 Clm

iml20 δmm′ , (D8)

which is symmetric in j and k, with i min = max (|m|, |l − l 1|, |l −
l 2|) and i max = min (l + l 1, l + l 2). Together, eqs (D5)–(D8) yield

var
{

S (mt)
�� (l)

}

=
K∑

j=1

K∑
k=1

a j ak

l∑
m=−l

(〈
S ( j,k)

�� (l, m)
〉〈

S ( j,k)
�� (l, m)

〉

+
〈
S ( j,k)

�� (l, m)
〉〈

S ( j,k)
�� (l, m)

〉)
, (D9)

and, for single-field multitaper spectral estimates,

var
{

S (mt)
�� (l)

}
= 2

K∑
j=1

K∑
k=1

a j ak

l∑
m=−l

〈
S ( j,k)

�� (l, m)
〉2

. (D10)
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