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Abstract

A 3D fluid-structure coupling between Smoothed Particle Hydrodynamics (SPH) and Finite Element (FE) methods is proposed in
this paper, with its application to complex tire hydroplaning simulations on rough ground. The purpose of this work is to analyse
the SPH-FE coupling capabilities for modelling efficiently such a complex phenomenon. On the fluid side, the SPH method is
able to handle the three complex interfaces of the hydroplaning phenomenon: free-surface, ground/fluid and fluid/tire interfaces.
On the solid side, the FE method is used for its ability to treat tire-ground contact. A new algorithm dedicated to such SPH-FE
coupling strategies is proposed to optimize the computational efficiency through the use of differed time steps between fluid and
solid solvers. This way, the number of calls to the FE solver is minimized while maintaining the accuracy and stability of the
coupling. The ratio between these respective time steps relies on a control procedure based on pressure loading. The present 3D
SPH-FE model is first validated with different academic test cases and experimental data before considering the complex problem
of the 3D hydroplaning simulations. Hydroplaning simulations are performed and analyzed on 3D configurations involving both
smooth and rough grounds.

c© 2017 Published by Elsevier Ltd.
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1. Introduction

Hydroplaning phenomenon is well known for all drivers. This phenomenon stands as a challenging problem both
for tire and car industries. It strongly influences the tire grip properties on wet roads, especially for road braking and
turning. It corresponds actually to a loss of the contact surface between the tire and the road. A part of the water is
evacuated through the grooves while the other one is discharged in front of the tire, imposing a strong pressure on
the tread. When a critical velocity is reached, vertical fluid forces become too large to maintain the contact between
the tire and the road, affecting the available tire/road forces. A better understanding of the hydroplaning generating
mechanisms is therefore needed to design safer tires. The use of numerical tools is needed to answer this issue, in
view of predicting tire performances and complementing the difficult and expensive experimental tests. Simulations
can provide additional information which are still unavailable through experiments, while experiments are still critical
for validation purposes.
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The hydroplaning phenomenon such as many violent FSI problems involve some non-negligible coupling effects
due to the presence of strong reciprocal interactions. The growth of computational power has enabled their modelling,
resulting in the development of various numerical methods to model these coupled phenomena. In the last decades,
mesh-based methods were preferred on this topic. The Finite Element (FE) method is classically used for structure
modelling [7], while several methods can be used for fluid modelling such as Finite Volume (FV), Finite Difference
(FD) or FE methods. The hydroplaning problem has been the topic of simulation works since the 90’s [30] emphasiz-
ing its complexity (see [15, 64, 39]): fluid-structure interactions (FSI), highly deformable body, structure modelling
with complex materials involved, contact with asphalt and the complexity of the resulting fluid flow (extremely com-
plex interface, road dry up, ventilation, possible development of turbulence and cavitation). All these aspects lead to
challenging problems for the numerical simulations of both fluid and solid domains. Most of the literature related to
the hydroplaning problem is focused on the use of mesh-based methods using FD-FE ([57, 37]), FE-FE ([38]) and FV-
FE coupling strategies ([58, 52]). Each of these methods possess its own specifications concerning the viscous model,
the compressible fluid, etc. The presented hydroplaning configurations of these works considered high water height
values, from 4 to 10 mm. It seems that these models have some difficulties to consider smaller heights. Neverthe-
less the current regulatory wet braking tests imposed by the European regulation N2009/1222 deals with water depth
about 1 mm above the average roughness of the road. It also appears that these mesh-based approaches have some
difficulties to deal with the different complex interfaces of the phenomenon: the free-surface and the fluid-structure
interfaces. Especially large deformations of the fluid domain lead to the need for re-meshing tools and expensive
computational costs [3].

Furthermore, classical hydroplaning simulations [15, 64, 5] considered a smooth ground. Nevertheless, the ac-
tual road is not smooth but conversely presents large irregularities. The slope of the road, its structure and surface
roughness all contribute to water dispersal. However, these factors do not disperse all the water. When the road is
wet, water may creep in between the rubber and the road. The deeper the water and the greater the vehicle speed,
the more this effect is amplified, eventually impairing grip potential. Some studies focused on vehicle hydroplaning
on grooved pavements [3]. However, these studies were still far from considering a real rough ground. Zhu et al.
[70] and Li et al. [43] proposed aquaplaning simulations using a realistic rough ground within demonstrative test
cases. The use of meshless method such as for instance SPH [45, 27] or Moving Particle Semi-Implicit (MPS) [28]
for the fluid resolution is particularly meaningful. A mesh-based method would not be able to dry the road, especially
considering rough roads. The meshfree methods seem therefore perfectly adapted to introduce macro-roughness into
the model and to capture additional phenomena related to the combined presence of water and roughness (draining
mechanisms and fluid confinement inside the roughness of the ground for instance). Note that the dynamic treatment
of the contact between the tire and a dry rough ground is already a great challenge for the FE method. In this context,
the interest of the SPH method for modelling efficiently the hydroplaning flow has been demonstrated by Barcarolo et
al. [5] using a rigid body assumption, and more recently with fluid-structure interactions by El Gindy and El Sayegh
[22] and Qu et al. [60]. These last studies use smooth grounds in their simulation. The meshless methods naturally
avoid the problem of fluid/solid grid compatibility. The other significant advantage of these methods, in this context,
consists in its ability to be coupled with conventional FE solvers[25, 36, 68] as well as with particle-based solvers for
the structure [35, 32, 21, 2].

In this work, a partitioned coupling approach has been retained with the formalism introduced by Fourey et al.
[25]. This paper focuses on hydroplaning simulations through the combination of a Lagrangian particle method and
a classical meshed structure method as an extension of our previous works [25, 31]. The solid part is modelled with a
classical FE method. On the fluid side, the SPH method can efficiently handle the three complex interfaces present in
the hydroplaning phenomenon: the free-surface, the ground/fluid and the fluid/tire interfaces. It is perfectly suitable
for such simulations involving large deformations in both fluid and solid sub-domains.

Various SPH-FE coupling methods have already been proposed since the 90’s (see Johnson [34] and Attaway et
al. [4]). The majority of the strategies are based on a master-slave coupling, in which contact forces are computed
to prevent the penetration of SPH particles into the FE meshes. Each method proposed has its own specificity. For
instance, De Vuyst et al. [18] considered the FE nodes as SPH particles. Groenenboom and Cartwright [29] used
a master-slave scheme to compute a penalty force to prevent interface penetration and to satisfy the momentum
conservation. Furthermore, SPH-FE coupling can be used for FSI or solid impact problems [69, 11]. Nevertheless,
no contact algorithm dedicated to avoid material interpenetration is needed. No special treatment is prescribed for the
deformable body interface, as demonstrated by Fourey et al. [24, 25] and by Yang [66]. They showed the interest
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of SPH-FE coupling for complex FSI problem modelling without contact algorithms for free-surface flows using
elastic structures. Both validated their coupling strategy on several 2D FSI benchmarks with increasing complexity.
They showed the capability of such implementation to be easily coupled with different software. Nevertheless, in
their work on coupling algorithms Michler et al. and Degroote et al. [50, 19] underlined that partitioned algorithms
do not permit the exact satisfaction of interface conditions, contrary to monolithic schemes. Therefore Fourey et
al. [25] analysed the SPH-FE coupling robustness according to various coupling parameters, highlighting the need
for a sufficient dissipation on the high frequency domain to maintain stable calculations. This coupling strategy has
also been validated through an energetic point of view by Hermange et al. [31] ensuring the validity of such an
approach. Furthermore Li et al. [41, 43] proposed a SPH-FE coupling strategy (then improved by Nunez et al.
[53]) ensuring energy conservation through the fluid-structure interface. Nevertheless the latter technique is strongly
intricated with the FE model, and therefore implies hard-coding within the solid solver. It seems therefore more
costly and less flexible. Thereby the formalism developed in 2D by Fourey et al. [25] and Hermange et al. [31]
has been retained in this study. These previous works issue to a weak-coupling strategy which is flexible, easy to
implement and compatible with any kind of SPH schemes and boundary condition treatment [25]. No additional CPU
time is introduced as no interface treatment is required. The overall energy conservation is satisfied by the use of
fine spatial resolutions [31]. In this work, an extension of this approach to a 3D model is performed. The efficiency
of such simulations is also considered by proposing a new algorithm dedicated to SPH-FE coupling strategy and its
application to the hydroplaning phenomenon.

The present paper is organized as follows: Section 2 introduces the SPH model. Section 3 presents the SPH-FE
coupling strategy. Section 4 investigates a validation of the 3D FSI strategy on different experimental test cases.
Section 5 is dedicated to present the tire hydroplaning simulation model. Finally, numerical results are presented and
discussed in Section 6.

2. SPH model

A weakly-compressible and inviscid fluid is considered in this paper. Navier-Stokes equations are therefore re-
duced to the following Euler equations (written in a moving Lagrangian referential):

d~x
dt

= ~v, (1)

dρ
dt

= −ρ~∇.~v, (2)

d~v
dt

= ~g −
~∇P
ρ
, (3)

where ~x, ~v, ρ and P are respectively the position, velocity, density and pressure. This system is closed using the
following equation of state:

P =
ρ0C2

0

7

( ρρ0

)7

− 1

 , (4)

where ρ0 and C0 are respectively the reference density and speed of sound.
In the SPH formalism, the space differential operators in the above system are approximated using a convolution

based on a kernel function W [27]. Here the Wendland kernel [65] function is used. The fluid field is described by a
set of particles (elementary fluid volumes), carrying the discrete field values within the fluid domain. The simulations
discussed in this paper are performed using a Riemann-SPH scheme [63]. In the present work, we preferred a variant
of this formulation proposed by Leduc et al. [40], where the local mass conservation is ensured. It implies a purely
Lagrangian description of the medium. The scheme considered here is defined by the following system:

d~xi

dt
= ~vi, (5)

dωi

dt
= ωi

N∑
j=1

2(~ve − ~vi).~∇iWi jω j, (6)
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dmi

dt
= 0, (7)

dmi~vi

dt
= ωiρi~g −

N∑
j=1

2Pe~∇iWi jω jωi, (8)

where Pe and ~ve are the linearized Riemann problem solutions at interface i − j, and ρi, ωi, ~xi,~vi are respectively the
density, volume, position and velocity of the particle i. N represents the number of fluid particles inside the kernel
support.

The time advance is performed explicitly using a 4th Runge-Kutta scheme, with the following CFL condition on
time steps:

∆t < CFL
R

Co
, (9)

where R is the kernel radius and CFL is the Courant number taken as CFL = 0.375. This feature leads classically to
very small time steps. Theoretically a double convergence condition is required in the method SPH method (see for
instance Quinlan et al. [61] or Oger et al. [54]). The first one addresses the main spatial resolution parameter, and
refers directly to the measure of the kernel-based approximation, that is:

R→ 0, (10)

while the second one refers to the quadrature of the convolution integral, as:

R
∆x
→ ∞, (11)

where ∆x is the characteristic distance between two particles. Note that this latter condition cannot be satisfied in
practice. Instead, the values commonly adopted in the literature for R

∆x are in the range 2 < R
∆x < 4, which corresponds

to 20 to 60 neighbors in 2D. With such a high number of neighbors, the residual error on the second convergence
criterion is sufficiently low in practice for permitting to reach acceptable convergence saturation errors. For cases
involving violent fluid-structure interaction problems, we usually expect the fluid time step to remain smaller than the
solid one.

Effects of structure deformations onto the fluid are imposed through the boundary conditions exclusively which
are therefore a key point in the present coupling strategy. Boundary conditions are imposed through the use of ghost
particles [44, 16] or the Normal Flux Method (NFM) [47, 46, 17].
Ghost particle method The ghost particles are used to complete the kernel support of a particle located near a
boundary, in order to enforce the kinematic and dynamic boundary conditions. Theoretically, the ghost particle
pressure should take into account the local body acceleration [10, 49]:

∂P
∂n

= ρ

d~Vwall

dt
.~n − ~g.~n + (~Vwall − ~V).

dn
dt

 , (12)

where ~n and ~Vwall are respectively the local normal and the velocity. Nevertheless for the applications considered in
this work, we suppose that the contributions d~Vwall

dt .~n and (~Vwall − ~V) dn
dt are negligible compared to other components.

As a result, the ghost particle pressure PG(i) and velocity ~vG(i) are defined as:

PG(i) = Pi − ρi(~gi.~n)
[
(~xi − ~xG(i)).~n

]
, (13)

~vG(i) = ~vi + 2(~Vwall.~n − ~Vi.~n)~n. (14)

Normal flux method For complex geometries, the creation of ghost particles is not straightforward and results in a
possibly large algorithmic complexity. The Normal Flux Method (NFM) can be used to overcome this limitation. As
illustrated in Fig. 1, in this technique the kernel support of the particle is not completed. Instead the Normal Flux
Method introduces the calculation of the surfacic term in the SPH gradient approximation:

< ~∇~xφ(~x) >=

∫
D
φ(~y)~∇~xW(~x − ~y)dV~y +

∫
∂D
φ(~y)W(~x − ~y)~ndS ~y. (15)
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Figure 1. Normal flux method.

The main advantage of this method is a better handling of complex geometries. We refer the reader to [13, 47, 46,
17] for more details. The formalism presented in De Leffe [17] and Chiron et al. [13] is adopted in the present work.

3. SPH-FE coupling strategy

The same SPH-FE coupling strategy as Fourey et al. [25] is considered here, which is based on classical partitioned
approaches. Here the deformable body behaviour is modelled using the commercial software: Abaqus (developed by
Simulia). The fluid part is modelled using SPH-flow, jointly developed by Ecole Centrale Nantes and NEXTFLOW
Software [55, 56].

3.1. Coupling algorithm

According to Fourey et al. [25], a Conventional Parallel Staggered (CPS [23]) procedure is considered here. The
time step is the same for both fluid and solid solvers. As the maximum fluid time step allowed is expected to be smaller
than the solid one, SPH-flow imposes its time steps to the FE solver. This condition is always satisfied using an explicit
resolution in the fluid and an implicit one in the solid. In practice the fluid solver sends its time step value and pressure
loads to the FE solver and receives the body node positions and velocities. Then both solvers simultaneously evolve
from instant tn to tn+1 (see Fig. 2). The calculation time of fluid and solid solvers are overlapped by a synchronous
processing.

This CPS algorithm makes the assumptions that the fluid loading F f luid/body does not vary significantly between
instants tn and tn+1 (i.e. Fn+1

f luid/body ≈ Fn
f luid/body), which is acceptable since the weakly compressible approach imposes

very small time steps. Note that no sub-iterations are performed to ensure velocity and pressure agreements at the
fluid/solid interface. There is no convergence or stability control during the simulation, which differs from common
practice adopted with conventional mesh-based methods. Thus, it introduces a “natural” convergence in time which
helps in stabilizing the coupling.

Depending on the physics of the FSI problem, one of the two sub-domains needs smaller time steps. For the
present SPH-FE coupling, time steps are expected to be smaller within the fluid domain: the CFL condition imposes
small fluid time steps due to the fine spatial resolution. Furthermore, computational times are larger in the serial FE
solver given the parallel nature of SPH-flow [55]. Contact interactions between the tire and the road also require fine
solid spatial resolutions, inducing large CPU times for the FE simulation. Consequently, CPU times are mostly ruled
by the solid part.

This paper proposes an optimization consisting in authorizing several fluid time steps within each solid one.
Recently Nunez et al. [53] proposed such a coupling strategy able to integrate each domain with different time steps
by adapting the energy-conserving procedure proposed by Li et al. [43]. However a partitioned approach is still
considered in this work. As a consequence the CPS procedure used by Hermange et al. [31] and Fourey et al. [25]
should be adapted. Here we propose to introduce a ratio p between fluid and solid time steps (see Fig. 3). A linear
extrapolation of the structure coordinates is carried out for each fluid time step according to:

5
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Figure 2. CPS coupling algorithm. Figure 3. CPS Coupling algorithm with a time step ratio p between each
sub-domain.

~xtn+l

i = ~xtn

i + l∆t~vtn

i , for l = 1, ..., p (16)

where ~xi and ~vi are the positions and velocities of the node i.
In addition, a regulation of the ratio p is performed according to the variations of the fluid loads at the end of each

loop as: 
p = p − 1 if 0.075 <

∣∣∣∣∑k

∥∥∥∥ ~Fk,n+p
f luid/body

∥∥∥∥−∑k

∥∥∥∥ ~Fk,n
f luid/body

∥∥∥∥∣∣∣∣∑
k

∥∥∥∥ ~Fk,n
f luid/body

∥∥∥∥ ≤ 0.15 and p ≥ 2

p = p + 1 if

∣∣∣∣∑k

∥∥∥∥ ~Fk,n+p
f luid/body

∥∥∥∥−∑k

∥∥∥∥ ~Fk,n
f luid/body

∥∥∥∥∣∣∣∣∑
k

∥∥∥∥ ~Fk,n
f luid/body

∥∥∥∥ ≤ 0.075

p = 1 otherwise

, (17)

where ~Fk,n
f luid/body is the fluid loads on the wet FE face k at instant tn. Indeed, numerical experiments showed that the

assumption Fn+p
f luid/body ≈ Fn

f luid/body is no longer ensured when the force variations between two successive loops reach
7.5%. This procedure allows to increase the number of fluid-structure interactions when needed, and to correctly
capture all coupling effects. Furthermore if a variation exceeds 15%, the ratio p is directly reduced to 1 in order to
maintain the validity of the solution during violent fluid impacts on deformable structures characterized by abrupt
impact pressures. Otherwise the ratio p is increased by one, within a limit defined at the beginning of the simulation.

Furthermore, each loop should ensure:

∆tFE = p∆tS PH , (18)

Note that defining the SPH time step size beforehand (∆tn+1, ∆tn+2,...) is theoretically impossible since the CFL
condition involves the sound speed which varies at each instant, based on the particle densities. A prior estimation of
the time step is therefore used, by choosing ∆tn imposed by the CFL condition (9) and by limiting its size for safety
purpose as:

∆tn+i = 0.8∆tn, ∀i = 1, ..., p (19)

∆tFE = 0.8p∆tn. (20)

Note that it is necessary to preserve a solid time step in agreement with the physics (structural vibrations, etc.).
Concerning the computational costs, the speedup S p of this new algorithm is defined as:

S p =
CPUwithout p ratio

CPUwith p ratio
. (21)
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Calling tFE and tS PH the CPU times per time step respectively for the FE and SPH solvers, the speedup can be
expressed as:  S p =

ptFE

1
0.8 tFE = 0.8p if tFE > ptS PH

S p = tFE

1
0.8 tS PH otherwise

. (22)

Practically, both SPH and FE solvers are considered as black boxes exchanging fluid pressure loads and structure
node positions and velocities with a dedicated third program (coupling program) responsible for managing the data
exchanges needed (MPI communications), so that any SPH or FE software can actually be used (Fig. 4).

Figure 4. SPH-FE coupling strategy. Example involving 8 cores and 4 cores respectively for SPH and FE solvers. A single core is dedicated to the
coupling program.

3.2. Fluid loads on the deformable structure

From the SPH algorithmic point of view, a deformable body at instant t is considered as a rigid wall, but with
specific local deformation velocities (and node displacements) provided by the FE solver. It is possible to choose any
boundary conditions, ghost particle method or NFM. No other treatment is prescribed to treat the deformable body
interface. On the other hand, no contact algorithm dedicated to avoid material interpenetration is needed, contrary to
Groenenboom and Cartwright [29] for instance. The pressure loads Pk applied to the FE face k is computed using
reciprocal forces between fluid and solid media. When using the ghost particle method, this is achieved through the
summation of ghost particle interactions with fluid particles, as proposed for instance by Bouscasse et al. [10] and
Marrone et al.[48] for rigid bodies. The force can be expressed as:

~F f luid/body = − ~Fbody/ f luid = −

NFP∑
i=1

Ng∑
j=1

[−2PE]~∇iWi jωiω j, (23)

where Ng is the number of ghost particles
Obviously in the case of a deformable body this force should be decomposed on each panel k, so that:

~F f luid/body =

Np∑
k=1

~Fk
f luid/body, (24)

with

~Fk
f luid/body =

Nk∑
i=1

Ng∑
j=1

[−2PE]~∇iWi jωiω j, (25)

7
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where NP is the number of panels and Nk is the set of particles seen by the wet panel k (see Fig. 5). As the calculation
of ghost interactions is needed anyway for imposing boundary conditions, pressure forces ~Fk

f luid/body are transferred
to the FE solver at the end of each first Runge-Kutta stage. Using NFM, the principle is the same but using the
summation of panel interactions with fluid particles.

Figure 5. The set of particles seen by the body panel k.

8
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4. 3D validation of the SPH-FE coupling strategy

It seems important to investigate the relevance of our 3D SPH-FE model on validation test cases before considering
the complex problems of 3D hydroplaning.

4.1. Dam-break flow through an elastic gate
Here, we propose to validate the present coupling onto a dam-break flow through an elastic gate. The fluid initially

at rest is contained within a rigid tank closed using an elastic gate, located on the left side. At t = 0 s the elastic gate is
released to let the water escape. This test case has been first introduced by Antoci [1], according to the configuration
presented in Fig. 6 and Tab. 1. In their study, Antoci et al. [2] used a monolithic approach with a SPH-SPH coupling
to model this FSI problem and proposed some comparisons with their own experimental data. Here 3D and 2D
simulations are performed and the results are compared to the experimental data from Antoci et al. [2] and the 2D
numerical results from Li et al. [42].

Initial setup 3D simulation, Y = 0.05 m

Figure 6. Antoci et al. snapshot at t = 0.16 s of the present 3D simulation.

9
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The particles are distributed uniformly in the fluid medium. The FE mesh is composed of 4 width-wise, 4 depth-
wise and 40 length-wise elements. The rubber behaviour is still considered as incompressible with a Poisson coeffi-
cient close to 0.5. The non-linear deformation law presented in Fig. 7 is used to model the rubber gate behaviour. The
boundary conditions are imposed using the ghost particle method [16]. Furthermore, the CPS procedure with p = 2
and R/∆xS PH values are retained as the best compromise among accuracy, stability and computational time.

L 79 mm
H 0.14 m
e 5 mm
l 0.1 m

ρrubber 1100 kg.m−3

ρwater 1000 kg.m−3

g 9.81m.s−2

∆xFE 1.25 mm
∆yFE 25 mm
∆zFE 1.975 mm

∆xS PH 1 mm
R/∆xS PH (3D) 2.11
R/∆xS PH (2D) 4.0

C0 25.0 ms−1

CFL number 0.375

Table 1. Physical and numerical parameters for the dam-break through an elastic gate.

Figure 7. Strain-stress curve related to the rubber used in the simulations.

Fig. 8 compares the experimental and numerical time histories of the gate tip displacement. Numerical results are
in good agreement with the experiments from [2]. The global trend of the gate deformation is captured. The abrupt
decrease of the displacement observed experimentally from instant t = 0.32 s is not reproduced by our coupling.
No leakage of fluid is observable in the simulation (contrary to the experiment). This was expected since a free slip
condition is considered between the gate and the tank. Furthermore, the 3D numerical results are in good agreement
with the 2D ones and with the 2D numerical model of Li et al. [43].

10
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Figure 8. Time history of the horizontal (top) and vertical (bottom) displacements of the gate tip for different FSI models compared to experiments.

Fig. 9 compares the experimental and numerical water height time histories behind the gate (x = 0.4 m) and at
x = 0.45 m. Good agreements are observed despite a small underestimation of the water level. Exactly as for the 2D
results, it seems that the present results show a small persisting offset of about 0.04 s. The origin of this difference
is not clearly identified, but may be imputed to experimental uncertainties, since the experimental water level tends
(surprisingly) to remain stable in the first instants while the gate starts to deform.

Figure 9. Water height evolutions at locations x = 0.4 m (left) and x = 0.45 m (right) obtained with the present FSI model compared to experiments.

Fig. 10 shows the fluid pressure field at various instants for the 2D and 3D models, and experimental snapshots are
also provided. Except the leakage of water between the gate and the wall that is present in the experiments, the FSI
interactions seem correctly reproduced by both the present 2D and 3D models. Nevertheless, additional experimental
data would still be needed. For instance, PIV measurements would be useful to validate the numerical velocity field.

11
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t = 0.08 s

t = 0.16 s

t = 0.24 s

Experiments 2D simulation 3D simulation, Y = 0.05 m

Figure 10. Fluid pressure field at different instants (rows) for different FSI models compared to corresponding experimental snapshots from Antoci
et al. experiments [2].
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4.2. Sloshing tank interactions with an elastic beam

The second validation cases consists in a sloshing tank interacting with a deformable clamped beam. This test case
has been introduced by Idelsohn et al. [33] and described in [9]. The two initial configurations tested are provided
in Fig. 11. A rectangular tank containing a clamped beam is filled with sunflower oil (two different levels). A forced
roll motion is then applied to the tank (as shown in Fig. 12) with the center of rotation located at the midpoint of the
tank bottom. Furthermore, the period is chosen so as to coincide with the critical sloshing frequencies, according to
the filling level. The deformable beam is clamped at the bottom of the tank (origin)

Mid depth oil Shallow depth oil

Figure 11. Two initial configurations of the FSI sloshing problem with elastic beams [9].

Figure 12. Sloshing tank interactions with an elastic beam: rolling tank configuration [9].

Two blowholes are located at the top of the tank to let the air circulate freely. The air phase can therefore be
legitimately omitted provided that no air entrapment occurs. The particle refinement technique proposed by Barcarolo
et al. [6] and improved by Chiron et al. [12, 14] is used to limit the total number of fluid particles involved. The
viscous nature of the flow is modelled using the Monaghan & Gingold formulation expressed in [51].

The FE mesh is composed of 8 width-wise, 8 depth-wise and 80 length-wise elements. The beam material is a
commercial neoprene rubber. For which no experimental strain-stress curve is available. The rubber behaviour is
considered as incompressible with a Poisson coefficient close to 0.5 and the beam deformation is modelled by a linear
elastic law, with E = 6 MPa. In each case, a gap of 2.9 mm exists between the clamped beam and the tank in the
transverse ~z direction (see Fig. 13). Finally, the boundary conditions are imposed using the ghost particle method
[16].
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Mid depth oil Shallow depth oil

Figure 13. Sloshing tank interactions with an elastic beam: gaps between the clamped beam and the tank in the transverse direction (~z direction)
[9].

4.2.1. Clamped beam in mid depth oil configuration
The mid depth configuration corresponds to a 114.8 mm oil depth. This test case has already been studied in

2D by Yang et al. [67] and in 3D by Gilbert [26]. Nevertheless, the flow concerns a viscous fluid in a narrow tank.
The effects of the no-slip condition on the lateral walls cannot be neglected. Consequently, the use of a 3D model
is crucial here. The particle refinement technique is used to limit the total number of particles involved according to
the configuration presented in Fig. 14. Three refinement levels are considered, where ∆xS PH = 4 mm in the coarsest
zone. All simulation parameters are presented in Tab. 2. R/∆xS PH is chosen equal to 2.11 for computational purpose.

Lx = 609 mm
Tank dimensions Ly = 334.5 mm

Lz = 39 mm
Bx = 4 mm

Beam dimensions By = 114.8 mm
Bz = 33.2 mm

Oil depth 114.8 mm
Poisson coefficient ν ≈ 0.5

Young Modulus 6 MPa
ρrubber 1100 kg.m−3

ρoil 917 kg.m−3

νoil 5.10−5 m2.s−1

g 9.81 m.s−2

∆xFE 0.5 mm
∆yFE 1.435 mm
∆zFE 4.15 mm

∆xS PH 1 mm
R/∆xS PH 2.11

C0 15.0 m.s−1

CFL number 0.375

Table 2. Physical and numerical parameters for the sloshing tank interactions with an elastic beam in mid-depth oil.

In this case, the amplitude of the roll motion is about 4 degrees (Fig. 15). The clamped beam therefore presents
large deformation amplitudes. Fig. 16 shows the time history of the local x-displacement (as shown in Fig. 12) of the
beam extremity. The present numerical results are in good agreements with the experimental data from Boita-Vera [9]
and the numerical results from the literature, both in phase and in amplitude.
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Figure 14. Sloshing tank interactions with a clamped beam in mid depth oil with two refinement boxes (red) [9].

Figure 15. Time history of the forced roll motion for the sloshing tank
interactions with an elastic beam in mid-depth oil.

Figure 16. Time history of the local x-displacement of the beam extrem-
ity for the sloshing tank interactions with an elastic beam in mid-depth
oil.

Fig. 17 displays the fluid pressure field and compares the present results to the experiments at different instants.
A good agreement is observed for the free surface deformations. This problem seems correctly predicted by the
proposed SPH-FE coupling. However, complementary data would be needed detailed for a more validation of the
numerical model, such as PIV measurements for the velocity field and local pressure probes. The use of a 3D model
is crucial here. The fluid flow is much more dynamic in 2D simulations since the viscous effects on the lateral walls
are not considered (see Fig. 18).
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t = 1.84 s

t = 2.12 s

t = 2.32 s

t = 2.56 s

Figure 17. Sloshing tank interactions with an elastic beam in mid-depth oil: current simulation results (left) compared to the experiments [9] (right)
at different instants (rows).
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t = 2.56 s

t = 6.80 s

Figure 18. Sloshing tank interactions with an elastic beam in mid-depth oil: pressure field comparisons for 2D (left) and 3D (right) simulations at
different instants.

4.2.2. Clamped beam in shallow oil configuration
A 57.4 mm oil depth is considered here. 2D numerical results can be found in Degroote et al. [20] and Paik &

Carrica [59]. Three refinement levels are considered here according to the configuration displayed in Fig. 19, with
∆xS PH = 4 mm in the coarsest zone. All simulation parameters are presented in Tab. 3.

Figure 19. Sloshing tank interactions with a clamped beam in shallow oil with two refinement boxes (red) [9].
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Lx = 609 mm
Tank dimensions Ly = 334.5 mm

Lz = 39 mm
Bx = 4 mm

Beam dimensions By = 57.4 mm
Bz = 33.2 mm

Oil depth 57.4 mm
Poisson coefficient ν ≈ 0.5

Young Modulus 6 MPa
ρrubber 1100 kg.m−3

ρoil 917 kg.m−3

νoil 5.10−5 m2.s−1

g 9.81 m.s−2

∆xFE 0.5 mm
∆yFE 0.7175 mm
∆zFE 4.15 mm

∆xS PH 1 mm
R/∆xS PH 2.11

C0 8.0 m.s−1

CFL number 0.375

Table 3. Physical and numerical parameters for the sloshing tank interactions with an elastic beam in shallow oil.

The amplitude of the forced roll motion is also about 4 degrees (Fig. 20). This test case is more complex than
the mid depth configuration since the beam deformations are smaller. In this configuration, the maximum beam
deformation amplitude does not exceed 10 mm (see Fig. 21). The obtained numerical deformation is comparable to the
experimental one both in phase and in amplitude. Nevertheless, the numerical results are farther from the experimental
data than those obtained in the mid depth case (Fig. 16). These differences can be explained by some uncertainties
in the experiments. According to Boita-Vera [9], the experiments did not seem to be completely repeatable and
symmetric, especially for the shallow oil case. Besides, a more precise characterization of the rubber material would
be needed to better represent its viscoelastic behaviour, which stands for an additional uncertainty. Note also that our
3D solution is in better agreement with the experiments that the 2D solution available in the literature. Here again, 2D
simulation leads to a more dynamic flow.

Figure 20. Time history of the tank inclination for the sloshing tank
interactions with an elastic beam in shallow oil..

Figure 21. Time history of the local X-displacement of the beam extrem-
ity for the sloshing tank interactions with an elastic beam in shallow oil..

Here again, good agreements are observed between the numerical and the experimental free surface deformations
(see Fig. 22).
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t = 0.92 s

t = 1.20 s

t = 1.40 s

t = 1.68 s

Figure 22. Sloshing tank interactions with an elastic beam in shallow oil: current simulation results (left) compared to the experiments [9] (right)
at different instants (rows).
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5. Tire model description

Simulations of a tire rolling through a puddle of water initially at rest (see Fig. 23) are proposed in this section.
Classical hydroplaning simulations [15, 64, 39, 5] available in the literature considered smooth grounds. Nevertheless,
the actual road is not smooth but conversely presents large irregularities. The main goal of this section is to quantify
the road roughness influence on the tire grip performances. To this purpose, the model proposed consider a realistic
rough road (see Fig. 24) so as to investigate the differences compared to a smooth ground configuration. The only
difference lies in the rough nature of the road. These simulations aim at analysing how the fluid acts on this complex
structure and how the tire deforms due to the presence of water. The possible persistence of a film of fluid entrapped
between the tire and the road is also studied.

Figure 23. Hydroplaning configuration with perfectly smooth ground,
the puddle initially at rest and the tire interface. Figure 24. Rough road mesh.

In the literature, few works can be found concerning hydroplaning simulations on a rough ground. Besides, these
studies are restricted to academic geometries, which are not representative of the reality, such as [3]. [43] proposed
an hydroplaning simulation using a realistic rough ground, but in a demonstrative test case using a very simple tire
model. The added value of the present work is to consider a realistic rough road with a complex tire description.
The ground geometry used in the following simulations has been obtained from a real road measured at Michelin’s
proving ground similar to [70]. Indeed, it is possible to digitize the topography of a road thanks to imaging techniques.
The ground is described by a (x,y) spatial resolution of 0.75 mm (see Fig. 24). With such a low resolution, only the
macro-roughness are described.

The goal here is to get an idea of additional phenomena related to the combined presence of water and roughnesses.
One can think for example of a fluid confinement inside the roughnesses of the ground so that the fluid gets pressurized,
leading to the lift generation. It also comes to mind drainage mechanisms and notion of water depth; because imposing
1 mm height of water on a smooth ground is relatively different to 1 mm on a rough road where the definition of height
is not unique. Here the water height is imposed at 1 mm above the top of the highest roughness. As it will be seen
later, these issues need to be carefully studied. This water height is used during regulatory wet braking test of the
European regulation N2009/1222. Furthermore, according to Biesse et al. [8] the water height on wet road in rainy
conditions is 99 % of the time inferior to 1.0 mm.

The puddle is 266 mm long, 180 mm wide and 1 mm high. As the wheel enters the puddle, the fluid in front of
the tire is entrapped between the tread and the ground and gets pressurized, leading to the lift generation. The spatial
resolution in the fluid has been set to ∆xS PH = 0.25 mm to correctly capture the pressure field in this area while
maintaining reasonable computational costs. The fluid domain is thus discretized with 5.6 and 3.1 million particles for
the rough and the smooth ground configurations respectively, corresponding to thirty particles per groove width (see
Fig. 23). The ratio R

∆xS PH
has been set to 3.0 to ensure a good compromise between accuracy and needed computational

resources. The maximum velocity in the fluid is expected to be lower than 30 m.s−1. Therefore, the sound speed is
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set to 300 m.s−1 to minimize the computational costs while ensuring the weakly-compressible assumption. The fluid
simulation parameters are summarized in Tab. 4. Note that the complexity of the tire geometry requires the use of the
NFM method for the solid boundary conditions in the SPH solver.

Physical time 10 ms
Water puddle dimensions 266 x 180 x 1 mm

ρwater 1000 kg.m−3

C0 300.0 m.s−1

∆xS PH 0.25 mm
R/∆xS PH 3.0

CFL number 0.375

Table 4. Hydroplaning simulation parameters.

The tire is modelled using an axi-symmetric tread and carcass (see Fig. 25). Among other materials, this complex
composite is made of rubber, requiring elastic and hyper-elastic models. The hyper-elastic model of Mooney-Rivlin
is used here. The tread spatial resolution is set to ∆xFE = 2 mm to properly capture the local deformations of the tread
induced by the fluid loading, especially in the area where the water is entrapped between the tire and the ground. Such
a fine spatial resolution is also needed to correctly handle the solid-solid contact between the tire sculptures and the
smooth ground. Furthermore, the tire tread is only represented on a sector of 70 degrees out of the 360 of the whole
wheel, in order to limit the computational costs of the FE part (see Fig. 25).

The motion is imposed to the wheel center through horizontal and rotation velocities, corresponding to 80 km.h−1

(maximal velocity of the regulatory wet braking test). Note that no friction is considered in all the following simula-
tions. Furthermore, a HHT scheme is systematically used for the solid implicit time integration, with a damping value
αs = −0.3.

The initialization of the solid part is performed through the following four steps:

1. Inflation at 0.2 MPa, static.
2. Vertical position setting in a first approximation with respect to the ground, static.
3. Vertical position setting by applying a load of 337 daN down to the wheel center, corresponding to the car

weight on a single wheel, static.
4. Horizontal translation and rotation imposed to the rim flank. Note that no vehicle damper is considered here.

The wheel is free to move in the vertical direction, dynamic.

6. Numerical results

The global characteristics of the hydroplaning simulations are detailed in the previous section. Here, preliminary
numerical results are presented. Fig. 26 shows the complexity of the free surface at t = 10 ms (the tire interface is not
represented for visibility purpose), outlining the complexity of the free surface deformations.

The computational costs are significant due to the complexity of the tire model and the fine fluid spatial resolutions
needed in the puddle. Note that the FE solver requires larger CPU times to solve this complex problem than SPH-flow
for a single time step. Furthermore, very small time steps (∆t ≈ 10−6 s) are imposed by the CFL condition of the SPH
method, increasing the global computational cost. As a result, the simulation was performed using different time steps
in each sub-domain, using the CPS procedure combined with a ratio p = 8. Theoretically, the CPU time in the solid
sub-domain (and therefore the total simulation time) is expected to be reduced from a factor 6.4 (Eq. (22)) provided
that sufficient computing resources are allocated. Here, 120 cores and 16 cores are used respectively for the fluid and
the solid sub-domains. In practice, a factor 3.2 has been obtained on the total simulation time. The simulation needed
approximately 72 hours.

Fig. 27 presents the time history of the vertical fluid force applied to the tire, showing a larger fluid lift in the rough
ground simulation. For the smooth ground the support zone is located in front of the tread, while for the rough ground
downstream the water remains within the roughnesses (see Fig. 29). Small water volumes are entrapped between
the road and the tread during the tire displacement (Fig. 29). These particles did not escape through the roughness
geometry or inside the longitudinal grooves. Note that the fluid lift in these configurations represent a non-negligible
part of the solid loading imposed to the tire (10% to 20% of 337 daN). These magnitudes could appear important
for a new ribbed tire. Nevertheless, as illustrated by Todoroff et al. [62] new tire tire shows limited hydroplaning
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Figure 25. Tire tread (red) and carcass (green) used in the simulation. Figure 26. Free surface shape at t = 10 ms for the smooth ground con-
figuration (the tire interface is not represented for visibility purpose).

mechanism for the speed encountered during the regulatory test. The wet braking test imposed by the European
Legislation is performed from 80 km/h to 20 km/h. These hydrodynamics effects will only occur at the early stage of
the braking test with limited influence on the final performance. Furthermore, there is no obvious link between the
wet surface and the fluid lift, as the wet surface is monotonically increasing during the simulation (see Fig. 28).

Figure 27. Time history of the vertical fluid force acting on the tire. Figure 28. Time history of the tire total wet surface.

Fig. 29 displays some snapshots of the velocity field at different instants. Most of the water is drained to the
front of the tread (see Fig. 30). We observe that the tire evacuates water particles with higher blasting velocities
using the smooth road than the rough one, the volume of water is removed more quickly from the road. The second
major portion is discharged into the longitudinal grooves. The highest velocities are observed in the jets formed at the
beginning of the grooves from the water locally evacuated under the tire. Note that the grooves are more filled with
water using the rough ground. Indeed the water height is imposed at 1 mm according to the maximal roughness. The
fluid inside the roughnesses corresponds to an additional volume to evacuate compared to the smooth ground one.
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(a) t = 2.5 ms

(b) t = 5.0 ms

(c) t = 7.5 ms

Figure 29. Velocity field at different instants using the smooth (left) and the rough (right) grounds.
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Figure 30. Zoom of the velocity field at t = 2 ms.

Looking carefully at the velocity field in the Fig. 30, the flow exceeds 30 m.s−1 in some areas so that the Mach
number is locally higher than 0.1. The validity of our weakly-compressible approach needs therefore to be checked
to ensure the relevance of the FSI model. For that purpose, higher values of the sound speed have been tested,
C0 =600 and C0 =1500 m.s−1. For this parametric study, the physical durations have also been reduced to 5 and 2
ms respectively to limit the computational costs issues. Fig. 31 presents the time history of the resulting vertical fluid
forces, showing very small differences for the different sound speed values. These results ensure both the validity of
the weakly-compressible approach with C0 = 300 m.s−1 and the acceptable minimization of the number of SPH time
steps thanks to this lower sound speed.

Figure 31. Time history of the vertical fluid force acting on the tire for different sound speed.
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As visible in Fig. 32 which compares the reaction force on the tire with dry and wet grounds, the fluid is actually
responsible for a loss of the ground reaction force which is a key parameter of the grip performances. Note the poor
control on this reaction force in the dry ground case. Indeed, the model imposes a solid loading of 337 daN and
recovers a ground reaction of order 480 daN at the end of the simulation without any fluid-structure interaction. The
oscillations are also significant: approximatively 200 daN are observed between minimum and maximum values.
These force variations are reflected also on the contact surface between the ground and the tire (see Fig. 33). This
surface is obtained from the Abaqus solver. It corresponds to a summation of the areas where the tire cells intersect
the ground cells, which explains the differences between rough and smooth grounds. Note that both force and surface
increase in a non-physical manner.

Figure 32. Time history of the vertical solid force on tire for wet and dry
roads.

Figure 33. Time history of the solid-solid contact surface for wet and
dry roads.

These differences could be explained by some difficulties in correctly representing the tire model using Abaqus
software. Unfortunately, these uncertainties on the solid part prevent the validation of the FSI strategy with ex-
perimental data from Michelin’s facilities. Indeed, the contact surface between the tread and the ground could be
experimentally captured using imaging techniques, as shown in Fig. 34. For that purpose, the tire should be correctly
modelled. Nevertheless, these uncertainties on the solid modelling do not prevent us from studying the performances
of the present FSI coupling and the physic of aquaplaning problems in relative terms. As expected the contact surface
is lower with the wet ground. The differences between wet and dry roads can be studied, and it is then possible to
analyse (at least partially) the water effects on the global tire grip properties.

For example, the total wet surface can be separated into three parts: the wet area in front of the tread, the wet area
inside the grooves and the wet area from the roughnesses (see Fig. 30). After t = 5 ms, the wet surface area in front
of the tire tends to reach a steady state, as visible in Fig. 35 and Fig. 36. Conversely, no steady state is reached in the
grooves yet. Water jets need longer times to propagate inside the tire structures. The simulation is extended to 10 ms
in order to let the flow to fully develop, but this is still not sufficient. Nevertheless, it does not influence the fluid lift
since the contribution of grooves is limited here to the fluid evacuation.
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8 km.h−1, water height: 1.5 mm 80 km.h−1, water height: 1.5 mm

Figure 34. Aquaplaning experimental tests.

Figure 35. Time history of the tire wet surfaces, smooth ground config-
uration.

Figure 36. Time history of the tire wet surfaces, rough ground configu-
ration.
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The SPH-FE coupling can complete local or global experimental quantities for tire design purpose. For example,
the less the water is evacuated into the grooves, the more its moves towards the water bead in front of the contact
area. The fluid is then intensely pressurised. As a result, the tire is locally deformed by these strong fluid stresses. We
propose here to study the local deformations at three rib cross-sections (of 4 mm width), as described in Fig. 37. Fig.
38 presents the results at t = 2.5 ms. The puddle of water tends to locally press the front of the tire. The deformations
are larger in the lateral cross-sections than in the central one. Note also that the loss of contact surface is observed

Figure 37. The rib cross-sections.

exclusively at the front (the back remains unchanged). Fig. 39 displays some snapshots of the contact pressure field
due to the ground on the tire. Pressures have been limited to 3.105 Pa to make the observation easier and the tire
moves from right to left. Looking carefully at these snapshots, the pressure distribution is only modified at the front
(left side). Indeed, in this area the water tends to sustent the tire from the ground, reducing the contact pressure.
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Front Back

Figure 38. Tire profiles at the left (top), central (middle) and right (bottom) rib cross-sections at t = 2.5 ms, for a wet smooth road.
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Wet ground Dry ground

Figure 39. Contact pressure field at t = 2.5 ms for wet and dry smooth roads.

This local elevation of the tire located in front of the contact area is responsible for a modification of the vertical
displacement of the wheel center, as shown is Fig. 40. Note that the displacement on the dry road is already decreasing,
due to the difficulties to properly model the tire structure in Abaqus. At t = 10 ms, the wheel center has moved of about
0.4 mm due to the fluid forces. This relative displacement remains small since a small water height is considered.

Figure 40. Time history of the wheel center vertical displacement for wet and dry smooth roads.

7. Conclusions

A 3D SPH-FE coupling for FSI problems has been proposed in this paper. An optimized cost-reducing algorithm
dedicated to such SPH-FE coupling strategies has been proposed to improve the computational efficiency. A ratio
between fluid and solid time steps has been introduced in order to minimize the computational cost by limiting the
calls to the FE solver. Furthermore a control procedure based on the pressure loads has been proposed to preserve the
accuracy and stability of the coupling. First of all, a validation of the FSI strategy has been investigated on various
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3D test cases. Good agreements were obtained between experimental and numerical solutions. Then the feasibility
of 3D hydroplaning simulations on rough ground using this SPH-FE coupling has been studied. The development
of a complete tire model has been performed. This model is quite representative: pre-inflation, solid loading applied
to the center of the wheel, initial contact setting, rotation and translation speeds imposed to the rim flank. The
capability of the current FSI strategy to deal with this multi-dimensional problem involving complex interfaces has
been demonstrated, helping in understanding the mechanisms at the origin of the hydroplaning effect. The present FSI
strategy naturally considers the complex interfaces without any particular issue. These first simulations have provided
coherent results to understand the rough ground influence for the hydroplaning phenomenon. In particular, it has been
emphasized that the presence of road roughness is responsible for an increase of the fluid loading leading to a loss
of contact between the tire and the ground. It has also been underlined that several parameters should be studied
(fluid lift, wet surfaces, tire deformations, etc.). A whole wheel simulation with fine tire spatial resolution is presently
unusable for computational time reasons. This is left for future work together with more thorough investigations of
the phenomenon.
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