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S U M M A R Y
Quantifying landslide activity in remote regions is difficult because of the numerous com-
plications that prevent direct landslide observations. However, building exhaustive landslide
catalogues is critical to document and assess the impacts of climate change on landslide activity
such as increasing precipitation, glacial retreat and permafrost thawing, which are thought to
be strong drivers of the destabilization of large parts of the high-latitude/altitude regions of the
Earth. In this study, we take advantage of the capability offered by seismological observations
to continuously and remotely record landslide occurrences at regional scales. We developed a
new automated machine learning processing chain, based on the Random Forest classifier, able
to automatically detect and identify landslide seismic signals in continuous seismic records.
We processed two decades of continuous seismological observations acquired by the Alaskan
seismic networks. This allowed detection of 5087 potential landslides over a period of 22 yr
(1995–2017). We observe an increase in the number of landslides for the period and discuss
the possible causes.

Key words: North America; Numerical solutions.

1 I N T RO D U C T I O N

Recent observations have shown that massive landslides are impact-
ing Alaskan mountain ranges and fjords (Geertsema et al. 2013;
Coe et al. 2018). Some of these are among the largest historic land-
slides observed on the Earth. Although most of these occurred in
underpopulated regions, the recent Taan–Tydall landslide, which
generated a tsunami wave with an estimated height of almost 200 m
(Dufresne et al. 2017; George et al. 2017; Gualtieri & Ekström
2018), has demonstrated the threat that such landslide could pose
to human activity. Alaska (USA) is particularly prone to landslides
due to its geology and the conjunction of tectonic (high-magnitude
earthquakes) and environmental (glacial retreat, temperature rise,
heavy precipitation and permafrost thaw) forcings. The latter are
impacted by the global climate change that is expected to have a
major influence on slope stability in Alaska and in other high- and
low-latitude regions (Coe & Godt 2012; Huggel et al. 2012; Geert-
sema et al. 2013). Hence, emerge questions such as are we, in the
next decades, going to observe more large landslides in this region?
What are the dominating controlling factors? Is climate change
impacting landslide activity in those high-latitude/altitude regions?

To answer these questions, building exhaustive landslide cata-
logues covering a long time period and a large spatial extent is com-
pulsory. Remote sensing, geomorphological observations and di-
rect witness allow us to detect and map the events (e.g. Kirschbaum

et al. 2010; Coe et al. 2018) but at a low temporal resolution (weeks,
months, years) and/or with a small geographical coverage. These
limitations often impede accurate determination of the links be-
tween landslide triggering and short- and long-term meteorological
patterns, especially at regional scale and for remote regions of the
globe.

Over the last few years, environmental seismology aims at pro-
viding new insights on the dynamics of surface processes through
the study of the seismic waves they generate. Those environmental
processes are, for example, the seismic hum generated by storms
(Gualtieri et al. 2018), the seismic waves generated by ice-calving
events at glaciers (Sergeant et al. 2016) and those generated by land-
slides and other mass wasting processes (e.g. Allstadt et al. 2017).
By studying the continuous seismic records, we can accurately de-
termine the occurrence time (exact to the second) of landslides,
and from the features of the seismic signals infer properties such
as the mass, the distance travelled and the velocity (Brodsky et al.
2003; Favreau et al. 2010; Moretti et al. 2012; Ekström & Stark
2013; Yamada et al. 2013; Allstadt 2013; Dammeier et al. 2011;
Hibert et al. 2014a,b,c, 2017a; Levy et al. 2015; Moore et al. 2017;
Gualtieri & Ekström 2018). Further, one advantage of seismology
is that some seismic stations have been active for decades, allowing
the construction of event catalogues covering long time span.

We distinguish two approaches in landslide seismology. The first
approach, which has been continuously developed since the 1980s
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(Kanamori & Given 1982; Kanamori et al. 1984; Moretti et al.
2012; Allstadt 2013; Ekström & Stark 2013), is based on the analy-
sis of the long-period (>10 s) seismic waves. This approach yielded
unprecedented results such as the documentation of the dynamics
of large landslides and the detection of new large events (Ekström
& Stark 2013). However, this approach has a major limitation, as
only rare and massive (>1 Mm3) landslides generate long-period
seismic waves, and thus most of the landslide events are missed.
Hence, a second approach using high-frequency seismic waves has
been developed (>1 Hz; Suriñach et al. 2005; Deparis et al. 2008;
Dammeier et al. 2011; Hibert et al. 2011, 2014b, 2017a; Levy et al.
2015; Zimmer & Sitar 2015; Dietze et al. 2017; Fuchs et al. 2018;
Schöpa et al. 2018). High-frequency waves are generated by most
landslides and can be recorded by any seismic station located close
enough to the source (from few kilometres to hundreds, depending
on the mass and the dynamics of the landslide). However, this ap-
proach brings new processing difficulties. In the high-frequency
bands, a significantly larger number of seismic event types are
recorded and those can have diverse origins (tectonic, environmental
and anthropogenic). This is a major limitation when analysing years
of continuous seismological data from large networks (hundreds of
sensors) because carrying out the detection and the source identi-
fication manually would take years. Recent significant advances in
artificial intelligence and machine learning can help to overcome
this difficulty. We used the ‘Random Forest’ (RF) (Breiman 2001)
classifier that is based on the computation of a large number of
decision trees (>500). In our work, we demonstrate how to use
an implementation of the RF algorithm to explore 22 yr (starting
in 1995) of continuous seismological data acquired by the Alaska
seismic network.

2 DATA

In this work, we gathered two sets of data: (1) the first data set
used to train the machine learning algorithm is the ‘training set’
that includes known events belonging to the class ‘earthquakes’
and to the class ‘landslides’; (2) the second data set consists of
continuous seismograms recorded by stations, which we explore
with the proposed processing chain to build the landslide catalogue.

2.1 Training set

Before using the RF algorithm to process the continuous seismo-
logical data, it has to be trained and tested with a set of signals for
which we know the source. We gathered a set of 3636 seismic sig-
nals generated by 290 earthquakes that occurred in January 2016,
in Alaska but also in the whole America and Pacific regions. Those
earthquakes are registered in the USGS catalogue with magnitudes
ranging from 2.5 to 7.1 and were recorded by the broad-band sta-
tions we use in this study and that are located in Alaska and Canada,
from the AK, AT, AV, CN, II, IU, IM, US and TA networks (Fig. 1).
For each earthquake, automated detection and picking of the sig-
nal on each station were performed with the method described in
Section 3.1, and manually checked before being integrated in the
training set.

We included in the training set 205 seismic signals generated
by 11 large landslides (of volumes above 1 million cubic meters)
that occurred worldwide (Hibert et al. 2017a) and were confirmed
by geomorphological observations. We choose to not only include
seismic signals generated by landslides that occurred in Alaska to
increase the number of signals in the training set for the landslide

class. We also selected events for which seismic signals have been
recorded at regional distances (from few to hundreds of kilometres)
in order to integrate in the training set seismic signals differently
impacted by propagation effects. The name, date, location, number
of signals selected and the range of distances of the stations from the
source are given for the 11 landslides in Table 1. As demonstrated
by numerous studies (Deparis et al. 2008; Vilajosana et al. 2008;
Dammeier et al. 2011, 2016; Hibert et al. 2011; Levy et al. 2015;
Hibert et al. 2017a; Allstadt et al. 2018), the general features of the
high-frequency seismic signals generated by landslides (emergent
onset, no phase, spindle-shaped spectrogram, long coda) are the
same for events of different sizes, occurring in different contexts
and recorded by different networks. Therefore, we assume that,
because the machine learning approach used in this study is based
on these features including seismic signals of landslides that did
not occur in Alaska in the training, data set should not reduce its
capacity to detect new landslide seismic signals.

2.2 Continuous seismic observations

We analysed continuous seismic records acquired by 243 broad-
band seismometers from the AK, AT, AV, CN, II, IU, IM, US and
TA networks, located within a rectangular zone between latitudes of
48◦ and 68◦ and longitudes −124◦ and −144◦ (Fig. 1). We focused
our study on the BHZ channel of each station (vertical component
and sample rate of 40 or 50 Hz) to limit the number and the size of
the seismic records to process. The stations for which such channel
did not exist were excluded from our data set. For each station
selected, we collected all the continuous records available between
1995 and 2017. We did not select any triggered records. Each record
was deconvolved from instrumental response and high-pass filtered
above 1 Hz.

3 M E T H O D S

Most of the machine learning algorithms use the complete seismic
signal (from the onset to the end) generated by an event. Hence,
before identifying the events, we have to extract their seismic sig-
nals from the continuous seismic records acquired by each station.
The processing chain to build the landslide catalogue is based on
two modules. The first module allows detecting and extracting the
waveforms from the continuous seismograms. The second module
computes a set of features from the extracted waveform and injects
them to the machine learning algorithm, which then predicts the
class (earthquake or landslide) to which the source might belong.

3.1 Detection and extraction of signals from continuous
seismic records

Detection and extraction of signals from continuous seismic records
can be difficult, especially when seeking landslide seismic sig-
nals. Classical methods such as STA/LTA (short-time average over
long-time average) applied directly on the waveform of the seis-
mic signal (Allen 1982) often miss the onset of those signals as
they emerge slowly from the noise. To overcome this difficulty, we
use a spectral-based approach that allows detecting seismic sig-
nals with low signal-to-noise ratios and emerging onsets (Helm-
stetter & Garambois 2010). Each continuous record is transformed
into a spectrogram by computing the fast Fourier transform (FFT)
on a moving window. The spectrograms are then transformed into
spectral pseudo-envelope by integrating the amplitude of the FFT
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1140 C. Hibert et al.

Figure 1. Map of the study region with seismic stations used represented as the dark triangle, meteorological stations used to compute yearly averages as the
white triangle and location of landslides given in the catalogues provided by Coe et al. (2018) as the yellow circles, by Kirschbaum et al. (2010) as the red
circles and Allstadt et al. (2017) as the orange circles.

Table 1. Landslides used to constitute the training set.

Name Date Coordinates
Number of

signals

Stations
distance

range
(UTC) (Lat◦ / Lon◦) selected (km)

Akatani 04-09-2011 07:22 34.13◦ / 135.72◦ 7 17–66
Bingham #1 11-04-2013 03:31 40.53◦ / −112.14◦ 23 13–351
Bingham #2 11-04-2013 05:06 40.53◦ / −112.14◦ 19 13–351
Hubbard 21-05-2012 14:25 60.07◦ / −139.53◦ 19 55–249
Mount Dall 04-09-1999 15:15 62.58◦ / −152.46◦ 8 115–348
Mount Lituya 11-06-2012 22:23 58.80◦ / −137.43◦ 36 140–474
Mount Steele 25-07-2007 00:57 61.11◦ / −140.30◦ 41 49–822
Mount Steller 14-09-2005 19:59 60.49◦ / −143.09◦ 20 26–485
Mount Wrangell 25-07-2013 10:15 61.98◦ / −143.17◦ 20 69–203
Oso-Steelhead 22-03-2014 17:37 48.28◦ / −121.84◦ 7 12–124
Sheemahant Glacier 09-07-2010 07:35 51.87◦ / −125.95◦ 5 152–469

spectrum at each time step. Finally, a classical STA/LTA detection
is performed on this spectral pseudo-envelope. In this study, we
choose a moving window length of 100 samples to compute the
FFT spectra, an overlap of the moving window of 90 per cent, and
an STA/LTA ratio threshold of 0.5, with an STA window of 20
samples and an LTA window of 1000 samples.

Once an event is detected by the spectral detector, we refined
the onset picking with a kurtosis-based picker (Baillard et al. 2014;
Hibert et al. 2014b) on the waveform of the signal. The refined
picking is performed on a window starting 5 s before the detection
time given by the spectral detection and ending 30 s after. The
characteristic functions are computed using three frequency bands:
1–3, 3–10 and 10–15 Hz. They are then stacked, and the global
minimum of this stacked function gives the onset time of the signal.
The values of the other parameters used in the parametrization of
the kurtosis-based picker are the same as the ones given in Hibert
et al. (2014b). This permits an accurate picking even for emerging
signals, with difference between manual and automated picks that
are usually less than 1 s. The end of the signal was picked when a
dynamic threshold on the seismic signal envelope equal to two times

the signal-to-noise ratio computed on a window of 100 samples
before the onset time determined by the kurtosis-based picker is
reached.

3.2 Source identification: RF and seismic signal features

The RF algorithm (Breiman 2001) is based on the computation
of a large number of decision trees. The trees are built from a
training data set including signals for which we know the origin
of the seismic source. The seismic signals forming the training set
are described by features that are statistically analysed to build the
decision trees. The originality of this algorithm is that each tree is
built from a subset of the seismic signals and their features selected
randomly. Once the RF model is trained, it provides an identification
of the source of a new signal by injecting the values of its features
within each tree. Each tree will then provide a predicted class for
the event. The final decision on the class is given by the majority
vote of all the trees. The major advantage of the RF algorithm
is that it yields a measure of the uncertainty on the classification
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processes by giving scores, which are the normalized number of
trees that vote for the predicted class. For example, a score of 1
means that 100 per cent of the trees agreed on a class; a score of 0.5
that 50 per cent of the trees agreed on a class.

When implementing machine learning algorithms for seismic sig-
nal processing, the most important step is to select relevant features
describing the signals. The choice of the classifier is secondary and
several have proven to work well with seismic data (Langer et al.
2006; Cortés et al. 2009; Ibáñez et al. 2009; Hammer et al. 2012;
Langet 2014; Hibert et al. 2014b; Dammeier et al. 2016; Malfante
et al. 2018). We choose to use the features proposed by Provost et al.
(2017), Hibert et al. (2017b) and Maggi et al. (2017), along with
the RF algorithm, as this methodology has proven to be accurate,
robust and versatile when applied to seismic signals generated by
landslides. Features include waveform properties (such as the du-
ration, the ratio of the maximum and the mean of the envelope, the
rising and decreasing duration of the envelope, the kurtosis of the
envelope, etc.), spectral features (such as mean frequency, centroids
of the spectra, number of peaks in the spectrum, energy in different
frequency band, etc.) and spectrograms attributes (such as the enve-
lope of the evolution of the maximum or the mean frequency with
time, the kurtosis of the spectrogram envelope, etc.). For the full
list of the 61 features used, we invite the readers to refer to Provost
et al. (2017) and Hibert et al. (2017b).

For the processing, we used the Scikit-learn package implemen-
tation of the RF algorithm (Python 3.5). The RF algorithm has
inherent qualities such as being able to work efficiently even when
trained with a limited number of events (which is not the case of
conventional neural network approaches), to not be spuriously in-
fluenced by ill-chosen features (conversely to fuzzy logic or Support
Vector Machine), to avoid overfitting, and to be highly portable (as
opposed to hidden Markov model that requires a specific training
for each station, for example). All these qualities fulfil the require-
ments we identified as being critical to warranty the success of this
work. We choose to grow an RF with 1000 trees. We use the typ-
ical number of features randomly selected at each split of the RF,
which is

√
N with N being the number of attributes; N = 61 in

our case. We used the standard number of feature samples of each
class randomly selected to build each node corresponding to 2/3
of the samples in the training set. The split feature and threshold
are selected by minimizing the Gini impurity index in our case. For
a complete description of the identification method, we invite the
reader to refer to the appendix A of Hibert et al. (2017b).

3.3 Assessment of the RF algorithm accuracy with the
training set

To assess the capability of the RF algorithm to discriminate be-
tween landslide and earthquake seismic signals, we choose to train
the algorithm with an equal number of signals of each class from
the training set and then used the trained model to classify the rest
of the signals in the training set. This process is repeated 100 times
by each time randomly selecting signals in the training set to train
the algorithm. We increase gradually the number (from 10 to 100
signals of each class) of signals used to train the algorithm to in-
vestigate the sensibility of the classification to this parameter. Both
tests allow evaluating the robustness of the algorithm. A common
approach to quantify the rate of good identification of automated
identification methods is to compute the sensitivity, which is, for a
two-class problem, the ratio between the signals identified as be-
longing to a class on the true number of signals from this class (i.e.
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Figure 2. (a) Averaged total sensitivity as a function of the number of signals
used in the training set for 100 instances of selecting randomly data of the
earthquake (EQ) and the landslide (LAND) classes. The coloured patches
indicate the standard deviation around the computed average sensitivities. (b)
Confusion matrix for the average of the 100 instances of selecting randomly
100 signals of each class and identifying the rest of the signals in the training
set. (c) Averaged total sensitivity as a function of the number of signals used
in the training set for 100 instances of selecting randomly data of the EQ and
the LAND classes and identifying events from the majority vote amongst
all the signals associated with a given event. (d) Confusion matrix for the
average of the 100 instances of selecting randomly 100 signals of each class
and identifying events with the multisignal and score strategy.

if 50 true signals over 100 are correctly identified, the sensitivity is
50 per cent).

Fig. 2 shows the result of the instances of training the algorithm
with a subset of the training set and identifying the rest of signals in
the training set. With only 10 signals used to train the algorithm, a
sensitivity between 90 and 100 per cent is reached (Fig. 2a). When
using more than 40 signals of each class in the training set, the
sensitivity is always above 95 per cent (Fig. 2a). Finally, over the
100 instances of training the algorithm with 100 signals of each
class and identifying the signals from the training set we obtained
an average sensitivity of 98.2 ± 0.7 per cent for the earthquake class
and 99.8 ± 0.5 per cent for the landslide class (Fig. 2a).

Those rates of good identification are high, but do not reflect the
capability the algorithm has to perform operationally on unlabelled
data. We have to take into account the rate of false identification,
which is, for the landslide class, the ratio of the number of earth-
quakes seismic signals identified as landslides over the number of
true landslide seismic signals in the training set. As indicated by
the confusion matrix of Fig. 2(b), for the 100 instances of train-
ing the algorithm with 100 signals of each class, the average ratio
between real landslide seismic signals and earthquakes seismic sig-
nals identified as landslide seismic signals can be high. When using
100 seismic signals of each class to train the algorithm, the av-
erage number of earthquakes identified as landslides is 130 ± 40
(Fig. 2b), which is small compared to the 3636 earthquake seismic
signals, but large compared to the 205 real landslide seismic signals
in the training set. Those results show that more than a third of the
seismic signal sources labelled as ‘landslide’ by the RF algorithm
are misidentified. This comes mainly from imbalance in the classes
of the training set as we have one order of magnitude more earth-
quake signals than landslide signals in the training set. This class
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1142 C. Hibert et al.

imbalance will probably be even more important when analysing
continuous seismic records of the stations deployed in Alaska, as we
can expect a lot more earthquake detection than landslide detection
in this tectonically active region. Finally, the number of landslides
falsely identified as earthquakes is 4 ± 2 over 3636 earthquakes
seismic signals (Fig. 2b), which shows that almost no real landslide
seismic signals are missed.

To overcome this class imbalance problem, we propose a new
approach by considering not individual signals, but all the signals
generated by a given event. An event, which is either a landslide or
an earthquake in our case, is the gathering of all the seismic sig-
nals generated by the source and recorded at the different stations.
For a given event, we consider all the seismic signals recorded, and
perform the identification of each individual signal. Then, we look
at the majority vote from the identification returned at each seismic
station. With this voting strategy, we exclude individual signals for
which identification by the RF algorithm yielded a score below 0.6
(i.e. at least 60 per cent of the tree have voted for the majority class).
This strategy gives sensitivities of 99 ± 1 and 100 per cent for the
earthquake and the landslide classes, respectively, when using 50
seismic signals of each class or more to train the algorithm (Fig. 2c).
Over the 290 earthquakes in the data set, less than 2 are falsely iden-
tified as landslides in average (mean of 1.08 earthquakes over 100
iterations—Fig. 2d). Considering that we have 11 landslides in the
data set, this gives a minimum effective rate of good identification
of more than 82 per cent (Fig. 2d).

From this test on the training set, we defined a strategy to explore
the continuous seismological observations: once a signal has been
detected and picked at a station, if it is classified by the RF algorithm
with a score above 0.6 on more than one station in a time window of
4 min around the onset of the detected signal, the event is declared
as a landslide and included in the catalogue. Hence, to include an
event in the landslide catalogue at least two stations must indepen-
dently have detected an event and classified it as having a landslide
source in this time window of 4 min. Having an event included in
the catalogue only if it is detected by two or more stations also al-
lows exclusion of most of local source of noises, as usually seismic
signals generated by noise do not propagate over more than few
kilometres for frequencies above 1 Hz, whereas interstations dis-
tances of the networks we used is generally of the order of dozens
of kilometres. For the exploration of the continuous records, the
algorithm was trained with all the seismic signals in the training set
(3636 earthquakes signals and 205 landslide signals).

4 R E S U LT S

Processing years of continuous data is highly demanding in terms
of computing time. We deployed the processing chain at the High
Performance Computing (Datacentre/Mesocentre) facility of the
University of Strasbourg. Parallelization of the code allowed re-
ducing the computing time from approximately 1 yr on a consumer
grade personal computer to 10 hr for 22 yr of data recorded on a
maximum of 243 stations.

Over the period, we detected 6213 possible landslides. A man-
ual inspection of the waveforms and spectrograms of the signals
associated with each event was carried out to confirm the origin of
the events. We conclude that 5087 events have generated seismic
signals that have features consistent with those usually observed
for landslides, implying a strong probability of a landslide source.
This yields an effective rate of good identification of 81.8 per cent,

close to the one estimated from the test on the training set. The mis-
classified events are mostly earthquakes originating from the West
Pacific area, which have high-frequency signals resembling those
generated by landslides (in particular a long duration and a gen-
eral spindle shape), due to their long propagation through the Earth
before reaching Alaskan seismic stations. A peak of false identifi-
cations is observed in March 2011, corresponding to the month of
the occurrence of the Tohoku earthquake (Japan, 2011 March 11)
and its aftershocks (Fig. 4a).

Among the 5087 landslides, we recover all the previously known
major landslides that occurred in the region during the study period.
Among these landslides that were not included in the training set
but are known because of long-period seismic detection (Ekström &
Stark 2013), are detected the La Perouse (16/02/2014 14:24 UTC,
Lat.: 58.561◦; Lon.: −137.062◦), the Lamplugh glacier (28/06/2016,
Lat.: 58.775◦; Lon.: −136.935

◦
) and the Taan–Tydall (18/10/2015

05:19 UTC, Lat.: 60.177◦; Lon.: −141.187◦) landslides. Finally, we
also detected all the landslides listed in the IRIS Exotic Seismic
Events catalogue (Allstadt et al. 2017) that occurred in Alaska and
that were detected by at least two of the 243 stations used in our
study (19 over 34 events listed as ‘Rock/ice/debris avalanche and
slide’ as of April 2019).

We were also able to constrain the exact time of the
Orville–Wilbur landslide (Lat.: 58.736◦; Lon.: −137.272◦) to the
07/03/2015 at 19:19 UTC (Fig. 3a). Previously, the timing for this
large landslide, deduced from satellite images and airborne obser-
vations (Fig. 3b), was estimated to be between 2015 February 25
and 2015 March 8. The general features of the seismic signals and
spectrograms recorded at each station (emergent onset, no phase,
long coda, spindle-shaped spectrogram, spectrum energy between
1 and 10 Hz) strongly suggest a landslide source for these seismic
signals. The arrival of the seismic waves at 17 stations located from
136 to 385 km from the location of the observed Orville–Wilbur
landslide deposit (Fig. 3c) is consistent with a localization of the
seismic source at this location (Fig. 3d).

Fig. 4(a) shows the monthly and yearly distribution of the 5087
potential landslides detected, revealing a gradual increase in the
number of events occurring during the studied period. In 1996,
less than 10 landslides were detected. This number reaches 100
landslides in 2003, 300 in 2008 and almost 500 landslides per
year in 2013, 2014 and 2015. We observe a seasonal variation of
the number of landslides as the months with the highest number
of landslides are in spring (March, April, May) and late summer
(July, August; insert in Fig. 4a). The distribution of the number of
landslides as a function of the hour of the day is uniform.

5 D I S C U S S I O N

Before interpreting the possible causes of the increase in landslide
rates, we have to discard possible bias related to the evolution of
the seismic network: as more stations are deployed in a region more
landslides can potentially be detected. Hence, the question is are
we observing an increase in the number of landslides or are we just
detecting more landslides? A first approach to analyse this potential
bias is to analyse the correlation between the increases in the num-
ber of landslides per month and in the number of stations used. The
monotonic dependence of two variables is quantified by comput-
ing the Spearman’s rank correlation coefficient (rs). We compute
this correlation coefficient on a window (Fig. 5a) by reducing the
time window by 1 yr at each iteration. When considering the whole
period (1995–2017), the Spearman’s rank correlation coefficient is
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Figure 3. (a) Seismic signal filtered between 1 and 10 Hz and spectrogram of the seismic signal generated by the Orville–Wilbur landslide and recorded at
station AK.BESE. (b) Aerial photograph of the Orville–Wilbur landslide deposit taken in 2015. (c) Seismic signals generated by the Orville–Wilbur landslide
recorded by 16 stations and (d) map of the location of those 16 stations and of the location of the Orville-Willbur landslide.

higher than 0.8, which indicates that the increase in the number
of landslides and seismic stations deployed might be correlated.
However, when considering more recent periods, both time-series
start to decorrelate, and after 2005, rs falls below 0.5. This statis-
tical analysis suggests that the densification of the seismic network
cannot explain alone the increase in the number of landslides after
2004–2005.

To investigate the influence of the number of stations used on
the number of landslides detected, we further conducted several
statistical analyses. First, we looked at the number of landslide
detections achieved uniquely by a given pair of stations. Because
we decided to include a landslide in our catalogue when at least
2 stations have detected and identified a seismic signal as being
generated by a landslide source, this removes any bias of detection
related to the addition of stations in the network. We selected the
115 possible couples of stations (a given station belongs to several
pairs) that have been active for the longest period. All the pairs
include stations that were conjointly active at least since 2005. For
each pair of stations, we can determine the evolution with time of
the number of landslides detected. We can then compute the slope
of the regression lines between the number of landslides detected
and the date of detection. If the coefficient of this regression line
is positive, it indicates that the number of landslides is increasing
over the period. For 71 of 115 pairs of stations, we observed slopes

with values above 0.1, 14 values under −0.1 and 30 between −0.1
and 0.1 (Fig. 5b). Hence, for two-thirds (65 per cent) of the pairs
of stations that have been active before 2005, we observe positive
slopes indicating an increase in the number of landslides with time.

We also investigated the evolution of the number of landslides
detected only by all the stations that were deployed before 2000
(Fig. 5c) and before 2005 (Fig. 5d). For both cases, the number
of landslides is clearly increasing after the chosen dates. Because
we do not consider the stations included in the network after those
dates, these increasing trends cannot be linked to the network den-
sification, and can only be explained by an effective increase in the
number of landslides. Finally, Figs 5(e) and (f) were produced by re-
moving randomly (bootstrapping) 50 and 75 per cent of the stations
in the data set and by computing the number of landslides per year
detected by two or more of the remaining stations. This process-
ing was repeated 100 times for each case (50 and 75 per cent). We
observe consistently an increase in the number of landslides over
time. The bootstrapping approach shows that the increasing trend is
not controlled by few stations but is observed through all the zone
covered by the seismic network.

All the elements discussed previously suggest that the densifica-
tion of the seismic network is not the dominant factor explaining
the observed increase in the number of landslides. Therefore, we
looked at the impact of the variation of the average air temperature
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(a)

(b)

(c)

(d)

Figure 4. (a) Number and distribution of landslides per month in blue and
of other sources wrongly identified as landslides in black. The insert shows
the distribution of the number of landslide recorded for each month and
the average temperature of each month; (b) Number of landslides per year,
detected by more than 2 stations (the black line), by more than 3 stations (the
blue line), by 5 stations (the orange line) and by 10 stations (the red line); (c)
Number of stations included in the processing; (d) Average temperature (the
black line) and deviation from the climatic normal (1980–2010) per year.

in Alaska. Meteorological data were obtained from the NOAA’s
National Climatic Data Center (NCDC). The deviation of annual
temperatures is computed from a reference normal temperature pro-
vided at each meteorological station for the period 1981–2010. We
then averaged the deviation from normal temperature recorded at
each station. Public data for the year 2017 are not available at the
time of this study. The warmest years post-2005 were 2013 and
2016. The largest number of landslides is observed during this pe-
riod. Increase of the number of landslides corresponds most of the
time to periods transitioning from cold years to warm years. For
example, the strong peak of activity observed on Fig. 4(b) for the
year 2013 is concomitant with the highest difference of average
air temperature between two consecutive years (2012 and 2013—
Fig. 4d) observed after 2005. We observe the same qualitative cor-
relation between the two quantities in 2006–2007 and 2009–2010
(Figs 4b,d, 5c and d). We explored other possible links between
long-term landslide activity and environmental factors, such as the
yearly maximum snow cover, yearly average precipitation, yearly
number of days with temperature above 0 ◦ C, 21 ◦C and 32 ◦C and
total sunshine, but none yielded any significant correlation at the
regional scale.

A quantitative analysis looking at the details of the spatio–
temporal evolution of the landslide activity is, therefore, re-
quired and will constitute the focus of future works based on
the seismology-derived landslides catalogue we produced. It will
help to understand the potential multiple causes of monthly and

daily sharp increase in the number of landslides. For example, the
highest monthly number of landslide is observed in October 2012
(Fig. 4a). A major earthquake occurred south of the Glacier Bay on
the 27/10/2012 (Haida Gwaii Earthquake, Mw 7.8) and might have
caused this peak of landslide activity.

Overall, we show that there is an increase in the number of land-
slides over 22 yr, which is not linked to the seismic network densi-
fication at least after 2005, and is possibly related to the increase in
the yearly average temperature. How and through which processes
the global climatic forcing is impacting the landslide activity is an
open question. Future developments will allow to thoroughly anal-
yse the catalogue we constructed to provide an extensive knowledge
of the spatio–temporal evolution of landslide activity in Alaska. Ac-
cording to our tests on the training set, this catalogue should be as
exhaustive as possible. We have shown that our method tends to
produce some false landslide detection but do not miss any real
landslide, which is confirmed by the detection of all the seismo-
geneic landslides that occurred in the region and are not included
in our training set. However, this comes at the cost of having a
landslide recorded by at least two seismic stations. This hinders
the detection of the smallest events. To detect the smallest events,
we must be capable to use single-station detection and identifica-
tion and/or incorporate more stations in our analyses. Both require
reducing the rate of false landslide detection. Our work suggests
that this is possible by reducing the class imbalance by increasing
the number of landslides seismic signals in the training set. This
possibility will be explored in future work.

6 C O N C LU S I O N S

We develop a new approach to explore continuous seismic records
that focus on automatically detecting and identifying landslide seis-
mic sources. Our results demonstrate that the RF machine learning
algorithm, associated with a set of selected seismic signal features,
is able to discriminate between earthquake and landslide-generated
seismic signals with an effective success rate of 99 per cent on the
training set. This high success rate can be achieved with a small
number of signals to train the algorithm. An overall sensitivity of
approximately 90 per cent is already obtained when using only 10
signals of each class to train the algorithm. This demonstrates an
important strength of our approach, that is, to yield a high accuracy
score with a small training set. We also show that using seismic
signals of landslides recorded by stations deployed in a specific re-
gion can be used with success to identify landslide seismic signals
recorded by stations from a seismic network deployed in another
region of the world. Finally, we consistently reach high rates of
good identification while selecting randomly a small fraction of dif-
ferent seismic signals to train the RF algorithm, showing that it is
possible to successfully discriminate between earthquakes and land-
slides seismic signals even with signals recorded at a wide range
of distances. Those observations suggest that the majority of the
features we selected are controlled by the physics of the source and
not the effects of the propagation of the seismic waves. Our results
demonstrate the robustness and the versatility of the RF algorithm
associated with the features we defined for landslide seismic sources
detection.

The new processing chain, based on the high-frequency seismic
waves generated by landslides, allows detecting new events and
potentially smaller events than the very large landslides discovered
through long-period seismic waves detection. This is an important
step forward for the production of exhaustive landslide catalogues
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(a) (b)

(c) (d)

(e) (f)

Figure 5. (a) Spearman’s rank correlation coefficient rs computed on an extending window; (b) distribution of the values of the slope of the regression line of
the number of landslides per year and per pair of stations that are active since 2005; (c) number of landslides per year detected by 2 or more stations deployed
before 2000; (d) number of landslides per year detected by 2 or more stations deployed before 2000 and number of landslides per year detected by 2 or more
stations while removing randomly; (e) 50 per cent of stations and (f) 75 per cent of stations of the data set. This process was repeated 100 times for each case,
producing at each iteration a grey line. The black line is the mean over the 100 iterations of the number of landslides detected per year.

through seismic observation. Having catalogues that integrate not
only very large events is important to better assess and apprehend
the interaction between forcings and landslide triggering at the local,
regional and even global scale.

The application of the processing chain to the exploration of 22 yr
(from 1995 to 2017) of continuous data recorded by 243 stations
of seismic networks in Alaska yielded a catalogue of 6213 land-
slide detections, among which we identify 5087 events for which
the seismic signals have the general features of those generated
by landslide sources, thus giving an effective success rate of iden-
tification of 82 per cent. We observe that the number of detected
potential landslides is increasing through the period studied. The
different analyses we conducted on the link between the increasing
number of stations deployed and the increasing number of land-
slides with time indicate that the former might not be the primary
driver of the latter. We also show that the increase in the number
of landslides is distributed through the whole zone covered by the
seismic network.

We observe a possible correlation between the year-to-year in-
crease in average temperature and the increase in the number of

potential landslides at the regional scale. However, a more quan-
titative approach focusing on smaller temporal and spatial scales,
which is now possible because of the high spatio–temporal reso-
lution of the catalogue derived from our seismological analysis, is
needed. This short-term analysis might provide insights to under-
stand the chronology of landslide triggering and to quantify the
healing of the affected slopes during episodes of intense landslid-
ing in relation with different forcings (heat waves, glacial retreat,
intense precipitations or strong earthquakes) but also with the local
geological and geomorphological contexts, meteorological data and
regional climate models. This will require locating the landslides
that will also permit to infer some of their properties (volume, dy-
namics, etc.) and study their potential evolution as a function of
external forcings. However, due to the complex nature of landslide
generated seismic waves, locating landslides from high-frequency
seismic signals is still challenging, and will be addressed in future
works.

Applying automated machine learning techniques to seismologi-
cal observations constitutes a promising step forward to study envi-
ronmental processes at regional scales such as landslides, but also
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ice-calving events, pit crater formation in high-latitude regions, and
possibly triggering of submarines slumps. The approach allows doc-
umenting chronicles of events over extended time periods and might
provide a new mean for quantifying long-term changes. It also opens
the possibility for near-real-time detection of events from the global
and regional seismic networks deployed all over the Earth.
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