
HAL Id: hal-02452613
https://hal.science/hal-02452613v1

Submitted on 23 Jan 2020

HAL is a multi-disciplinary open access
archive for the deposit and dissemination of sci-
entific research documents, whether they are pub-
lished or not. The documents may come from
teaching and research institutions in France or
abroad, or from public or private research centers.

L’archive ouverte pluridisciplinaire HAL, est
destinée au dépôt et à la diffusion de documents
scientifiques de niveau recherche, publiés ou non,
émanant des établissements d’enseignement et de
recherche français ou étrangers, des laboratoires
publics ou privés.

Distributed under a Creative Commons Attribution - NonCommercial - NoDerivatives 4.0
International License

Intercomparison of dose enhancement ratio and
secondary electron spectra for gold nanoparticles

irradiated by X-rays calculated using multiple Monte
Carlo simulation codes

W. B. Li, A. Belchior, M. Beuve, Y. Z. Chen, S. Di Maria, W. Friedland, B.
Gervais, B. Heide, N. Hocine, A. Ipatov, et al.

To cite this version:
W. B. Li, A. Belchior, M. Beuve, Y. Z. Chen, S. Di Maria, et al.. Intercomparison of dose enhancement
ratio and secondary electron spectra for gold nanoparticles irradiated by X-rays calculated using
multiple Monte Carlo simulation codes. Physica Medica European Journal of Medical Physics, 2020,
69, pp.147-163. �10.1016/j.ejmp.2019.12.011�. �hal-02452613�

https://hal.science/hal-02452613v1
http://creativecommons.org/licenses/by-nc-nd/4.0/
http://creativecommons.org/licenses/by-nc-nd/4.0/
http://creativecommons.org/licenses/by-nc-nd/4.0/
https://hal.archives-ouvertes.fr


Contents lists available at ScienceDirect

Physica Medica

journal homepage: www.elsevier.com/locate/ejmp

Original paper

Intercomparison of dose enhancement ratio and secondary electron spectra
for gold nanoparticles irradiated by X-rays calculated using multiple Monte
Carlo simulation codes

W.B. Lia,⁎, A. Belchiorb, M. Beuvec, Y.Z. Chend, S. Di Mariab, W. Friedlanda, B. Gervaise, B. Heidef,
N. Hocineg, A. Ipatovh, A.P. Klapprotha,i, C.Y. Lid,j, J.L. Lid, G. Multhoffi, F. Poignantc, R. Qiud,
H. Rabusk, B. Rudekk,l, J. Schuemannl, S. Stangli, E. Testac, C. Villagrasag, W.Z. Xied, Y.B. Zhangm

a Institute of Radiation Medicine, Helmholtz Zentrum München - German Research Center for Environmental Health (GmbH), Ingolstädter Landstr. 1, 85764 Neuherberg,
Germany
b Centro de Ciências e Tecnologias Nucleares, Instituto Superior Técnico, Universidade de Lisboa, Estrada Nacional 10, 2695-066 Bobadela LRS, Portugal
c Institut de Physique Nucléaire de Lyon, Université de Lyon, Université Claude Bernard Lyon 1, CNRS/IN2P3 UMR 5822, Villeurbanne, France
dDepartment of Engineering Physics, Tsinghua University, Beijing, China
eNormandie University, ENSICAEN, UNICAEN, CEA, CNRS, CIMAP, UMR 6252, BP 5133, F-14070 Caen Cedex 05, France
f Karlsruhe Institute of Technology, Karlsruhe, Germany
g Institut de Radioprotection et de Sûreté Nucléaire, Fontenay-Aux-Roses, France
hAlferov Federal State Budgetary Institution of Higher Education and Science Saint Petersburg National Research Academic University of the Russian Academy of Sciences,
St. Petersburg, Russia
i TranslaTUM, Klinikum rechts der Isar, Technische Universität München, Munich, Germany
jNuctech Company Limited, Beijing, China
k Physikalisch-Technische Bundesanstalt, Braunschweig, Germany
lMassachusetts General Hospital & Harvard Medical School, Department of Radiation Oncology, Boston, MA, USA
m Peking University Cancer Hospital, Beijing, China

A R T I C L E I N F O

Keywords:
Gold nanoparticles
Dose enhancement
X-rays
Targeted radiotherapy

A B S T R A C T

Purpose: Targeted radiation therapy has seen an increased interest in the past decade. In vitro and in vivo ex-
periments showed enhanced radiation doses due to gold nanoparticles (GNPs) to tumors in mice and demon-
strated a high potential for clinical application. However, finding a functionalized molecular formulation for
actively targeting GNPs in tumor cells is challenging. Furthermore, the enhanced energy deposition by secondary
electrons around GNPs, particularly by short-ranged Auger electrons is difficult to measure. Computational
models, such as Monte Carlo (MC) radiation transport codes, have been used to estimate the physical quantities
and effects of GNPs. However, as these codes differ from one to another, the reliability of physical and dosimetric
quantities needs to be established at cellular and molecular levels, so that the subsequent biological effects can
be assessed quantitatively.
Methods: In this work, irradiation of single GNPs of 50 nm and 100 nm diameter by X-ray spectra generated by
50 and 100 peak kilovoltages was simulated for a defined geometry setup, by applying multiple MC codes in the
EURADOS framework.
Results: The mean dose enhancement ratio of the first 10 nm-thick water shell around a 100 nm GNP ranges from
400 for 100 kVp X-rays to 600 for 50 kVp X-rays with large uncertainty factors up to 2.3.
Conclusions: It is concluded that the absolute dose enhancement effects have large uncertainties and need an
inter-code intercomparison for a high quality assurance; relative properties may be a better measure until more
experimental data is available to constrain the models.
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1. Introduction

1.1. Motivation and background

Four types of radiation beams are generally used for therapeutic
purposes: photon beams produced by X-ray tubes with acceleration
voltages in the range of 50–300 kV; large radioactive sources such as
60Co (gamma photons of 1.17 MeV and 1.33 MeV) contained in therapy
units; megavoltage X-rays produced by electron linear accelerators and
beams of protons and heavier charged particles accelerated by cyclo-
trons or synchrotrons [1]. In the therapeutic application of ionizing
radiation for cancer treatment, there is a need to reduce the radiation
dose delivered to normal tissues of the patient, while keeping or even
enhancing the therapeutic dose to the tumor at the same time, so that
the risk of developing toxic side effects can be reduced [2]. Among
many novel techniques, a very promising approach to achieve this aim
is to use radiosensitizers, which are defined as substances that make
tumor cells more sensitive to radiation-induced cell killing, without
changing the sensitivity of cells in healthy tissues.

In this context, nanoparticles made of high-Z materials have been
investigated as potential radiosensitizers [3]. Due to their presumed
biocompatibility, their strong photoelectric absorption coefficient, and
the emission of Auger and Coster–Kronig (C-K) electrons, gold nano-
particles (GNPs) (Z = 79) have been extensively investigated for sev-
eral years as possible agents for a selective amplification of the radia-
tion dose in tumors [4]. This concept is known as “gold nanoparticle
assisted radiation therapy” (GNRT) [5–9]. The first successful experi-
ment using GNPs to increase the radiosensitivity of tumors in mice ir-
radiated by X-rays [10] stimulated extended investigations, by experi-
ments [11–17] and computational Monte Carlo (MC) simulations, into
the effects of GNPs when using different types of radiation such as
kilovoltage X-rays [18–29], megavoltage X-rays, protons and heavy
ions [30–32]. The sensitization of cells by GNPs is strongly dependent
on the particle type and energy spectrum of the incident radiation. In
this work, we performed a computational exercise focusing on photon
spectra of kilovoltage X-rays.

This radiosensitization effect may result from the enhanced energy
deposition in the vicinity, up to tens of nanometers of the GNPs. As the
enhancement is extremely localized, a selective uptake of GNPs into
tumor cells is required. To reach a high concentration of GNPs targeted
in the cancer cells, a targeting antibody is needed to transfer GNPs into
the cells, the cytoplasm or into the cell nucleus. The antibody
cmHsp70.1 can, for instance, be conjugated with GNPs and accumulate
them into breast cancer cells [33,34]. When irradiating cancer cells
loaded with GNPs by X-rays, the enhanced radiation dose can destroy
the cell membrane [35], mitochondria [36] and even the DNA [37] and
consequently kill the cancer cells. As this effect occurs near the GNPs,
the surrounding healthy cells and tissues are preserved. Many factors,
e.g. the shape, size and uptake of GNPs as well as the type of cell line,
influence the biodistribution of GNPs inside cells and subsequently af-
fect the dose enhancement and biological outcome, e.g. cell survival
fraction, DNA damages and mice survival rate [11,13,30,38]. For all
these different biological endpoints will be altered in the presence of
GNPs, the physical radiation doses must be reliably assessed to establish
the dose–effect relationship in order to facilitate the use of GNPs in this
new potential GNP-assisted radiotherapy modality.

The energies of the secondary and Auger electrons released from the
interaction between gold and X-rays are relatively low, and the inter-
action cross sections in gold of these low energy electrons are subject to
a large uncertainty. Many factors in several aspects affect the dose
enhancement effects simulated with different MC codes. The main
factors are the different sizes of GNPs used and the different X-ray
spectra. Furthermore, the presentation of the results can be influenced
in terms of interaction events, energy depositions and absorbed doses. If
the same code is used, various physical models and cross sections in the
code can be applied by different modelers. Moreover, the

interpretations of the physical doses to radiological effects can vary
[18–20,23–25,27]. It is therefore mandatory to investigate the relia-
bility of calculated dosimetric quantities. For quality assurance of
physical radiation quantities in preclinical applications of GNPs, a
project of intercomparison of these quantities was initiated by the
European Radiation Dosimetry Group (EURADOS) [39] and was carried
out by two task groups, the Micro- and Nanodosimetry Task Group of
Working Group 6 (WG6) “Computational Dosimetry” [40] and the In-
ternal Microdosimetry Task Group of Working Group 7 (WG7) “Internal
Dosimetry” [41].

In this work, electron energy spectra and absorbed dose ratios in the
immediate vicinity (nanometer ranges) and at larger distances (micro-
meter ranges) from GNPs, were simulated and compared by using dif-
ferent MC codes, namely Geant4/Geant4-DNA, TOPAS/TOPAS-nBio,
PENELOPE, PARTRAC, NASIC, MDM and MCNP6. The exercise was
performed by different research groups involved in the EURADOS
network and other MC simulation labs from the USA and China by
applying a simple geometry, where one single GNP was irradiated by
pre-defined X-ray spectra. This is a study, which compares the results of
different Monte Carlo codes, in order to assess which MC code is more
accurate, a comparison to experimental measurements would be re-
quired.

1.2. Physical interaction of X-rays with gold and liquid water

Photons interact with matter by three main processes [3,42]: pho-
toelectric absorption, Compton scattering and electron–positron pair
production. In addition, a fourth process, elastic photon interaction,
also known as Rayleigh scattering, is important at low energy (below
100 keV) especially for the high-Z materials, such as gold, and this
interaction impacts the direction of propagation of the photons. Pho-
toelectric absorption is the dominant interaction for photons of energies
up to around 500 keV for high-Z atoms (Z = 60–80) and the cross
section strongly depends on the nuclear charge number Z of the atom
and the photon energy E, like ∝σ Z E( / )n, with n≅3–4. Compton scat-
tering becomes the dominant interaction process with high-Z atoms as
the photon energy becomes greater than 500 keV. The associated
atomic cross section is proportional to Z. Electron-positron pair pro-
duction happens for photon energy larger than 1.022 MeV and its cross
section is proportional to Z2. Calculated cross sections for the processes
in liquid water and gold are available from the database of NIST/XCOM
[43] for use in combination with other database for quantifying the
energy deposition in the investigated materials. Fig. 1 shows (a) the
total mass attenuation coefficient of interactions of photons with liquid
water and gold and (b) the ratio of the mass absorption coefficients of
gold and liquid water. The ratio in Fig. 1 (b) was calculated based on
the interpolated cross sections retrieved from NIST/XCOM.

The dose enhancement around high-Z nanoparticles results from
two main physical processes: photoelectrons emitted by photoelectric
absorption of atoms in the high-Z nanoparticles and Auger electrons
produced by the ensuing atomic de-excitation processes. A third process
is also possible when X-ray fluorescence photons produce photoelec-
trons and Auger electrons. The kinetic energy of the photoelectron is
the difference between the incident photon energy and the binding
energy of the electron in the atomic shell. For photoelectric absorption,
the ejected electron comes most predominantly from the innermost
shell from which the photon can release an electron. For example, when
a 100 keV photon interacts with a gold atom, the ejected electron is
preferentially ejected from the K-shell (K-shell binding energy
EK = 80.8 keV), then the resulting kinetic energy of the photoelectron
is about 19.2 keV [42]. This secondary electron has a range in liquid
water of about 10 µm [44]. A core–shell excited atom can be de-excited
by emission of Auger electrons or characteristic X-rays. The emission of
Auger electrons is dominated by outer shells, e.g. M- and N-shell for
gold, with a total probability of 98.5% [3] (data from ENDF database
explorer: https://www-nds.iaea.org/exfor/). These Auger electrons
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have mostly low energies in the order of a few hundred eV. For the M
shell, about 33% of Auger electrons have energies between 100 eV and
200 eV and about 33% have higher energies, about 10% have energies
in excess of 8 keV [3,45]. These Auger electrons deposit their energies
in the immediate vicinity of the GNP and contribute mostly to the dose
enhancement effect.

Around the surface of smaller GNPs, the emission of multiple low-
energy Auger electrons may result in a highly charged nanoparticle.
Such a positively charged nanoparticle is highly reactive and may ex-
tract electrons from neighboring water and other biomolecules. This
neutralization process can drive energy transfers and charge transfers
[46], which are ultra-fast relaxation processes that may ionize sur-
rounding molecules and produce slow electrons, thereby amplifying
radiation damage beyond that predicted by Auger decay alone [47].

As mentioned by Kuncic and Lacombe [3], GNPs, irradiated by X-
rays, can also de-excite via decay of surface plasmons, i.e. collective
oscillations of free electrons on the surface of nanoparticles [48]. Fol-
lowing an excitation event such as a low-energy Coulomb collision,
thermal equilibrium is eventually restored through electron–phonon
interactions [49]. Equilibrium can be also recovered through re-
combination of thermalized electrons, whereas sub-excitation electrons
can also undergo dissociative electron attachment to surrounding water
and other biomolecules, causing further radiation-induced damage
[50].

1.3. Physical interaction of electrons with gold and liquid water

The most dominant secondary particles produced in GNPs by
photon impact are electrons (positrons). The possible interactions of
electrons with the medium are elastic scattering, inelastic collisions and
bremsstrahlung emission, furthermore, in the case of annihilation, po-
sitrons undergo annihilation [51,52]. Energy of electrons is mainly
transferred to matter through interaction of the electric field of moving
electrons with electrons bound in atoms and molecules of the medium
[42]. In the following, a short description of topic-related interactions,
e.g. elastic scattering and inelastic collisions with matter for low and
medium-energy electrons is presented. Elastic collision of electrons
with kinetic energies larger than a few hundred eV can be described as
scattering of the projectile by the electrostatic field of single target
atom. The charge distribution of a target atom consists of the positively
charged nucleus and the electron cloud. The density of atomic electrons
can be calculated by using available Hartree-Fock codes [51]. Inelastic
collisions are the dominant energy loss mechanism for electrons with
intermediate and low energy in liquid water, as can be seen from the
total inelastic cross section of electrons in liquid water [53]. These in-
teractions lead to electronic excitation and ionizations. Electrons with
residual energy lower than the ionization threshold (ca. 10 eV in water)
lose energy by excitation of rotational, translational or vibrational

modes of the molecular scatters [42,51]. For interactions of electrons in
gold, discrete physics models for electron transportation down to 10 eV
have recently been implemented within the Geant4-DNA low energy
extension of Geant4. Such models allow the investigation of GNP effects
at the nanoscale [54,55]. For practical MC radiation transport simula-
tions, elastic scattering, excitation and ionization cross sections for
electrons were calculated for water vapor, liquid water and DNA mo-
lecular moiety to mimic the interactions of electrons in biological tis-
sues [42,53,56–58].

2. Materials and methods

2.1. Simulated kilovoltage X-rays

The X-ray spectra used in this work were calculated by the program
SpekCalc [59] simulating an X-ray tube with a tungsten target. The
parameters used to produce the X-ray spectra are as follows:

• Peak voltage (kVp): 50 and 100

• Energy bin (keV): 0.5

• Angle theta (degree): 20

• Air thickness (mm): 470

• Beryllium thickness (mm): 0.8

• Aluminum thickness (mm): 3.9

• Nf: 0.68

• P: 0.33

The model parameters ‘Nf’ and ‘P’ in the GUI interface take the
default values of 0.68 and 0.33 [60]. The former normalizes the overall
fluence and can be used to match the output prediction to that of a
particular X-ray tube, if desired. The latter is the ratio of the number of
characteristic X-rays produced via electron impact ionization to that
generated by bremsstrahlung interaction with the atomic nucleus; this
ratio should not be changed without justification [59].

Two of these X-ray spectra, 50 kVp and 100 kVp, are shown in
Fig. 2. They were implemented into different MC codes as radiation
sources and were sampled as described in Section 2.4.

2.2. Geometry setup

The simulation geometry is illustrated in Fig. 3. A single spherical
GNP was positioned at the center of the simulation tracking volume
consisting of liquid water. In this exercise, the GNP was assumed as
pure gold (without coating and without any conjugation with an anti-
body). Two particle sizes in diameter of ∅ = 50 nm and ∅ = 100 nm
were used in the simulations. This simple assumption of a pure gold
particle facilitates the comparison of simulation results as it avoids ef-
fects of energy absorption in the coating and the antibody. The use of

Fig. 1. (a) Total attenuation cross section of the interaction of photons with liquid water (H2O) and gold (Au); (b) ratio of total attenuation cross sections for photon
interaction with gold (Au) and liquid water (H2O).
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medium sized GNPs instead of very small GNP (1.9 nm of diameter)
[10] allows a higher number of interaction events within the GNP.

The GNP was irradiated by a plane-parallel X-ray beam, whose
central axis was aligned to the center of the GNP. The X-ray beams were
emitted from a circular plane source located at 100 µm away from the
GNP center. The source diameter was set equal to the diameter of the
GNP plus 10 nm in order to increase interaction probability of scattered
X-rays with the GNP. To estimate the dose enhancement, simulations
were also carried out with the same geometrical conditions but repla-
cing the GNP with liquid water nanoparticle (WNP).

2.3. Monte Carlo simulation codes and physical input parameters

In Table 1, the MC codes and the versions used in this exercise are
listed. In addition, the physical models, the cut-off energy, interaction
cross sections of photons and electrons with liquid water and gold used
in each code are presented. Computer operation systems and machine
models are also shown. The information is relevant for searching and
identifying potential influential factors, which can be attributed to the
uncertainty of the calculated quantities.

2.4. Calculation of physical quantities in the MC simulations

The X-ray spectra simulated for an X-ray tube with a tungsten target
and 50 kV and 100 kV peak acceleration voltages are shown in Fig. 2.
The cumulative spectra were read by each MC code. The cut-off

energies for transport of photons and electrons were selected by
modelers according to the cross sections provided in their MC codes.
The geometry setup of GNPs and X-ray sources defined in this exercise
were written in an input file and a geometry input file, respectively. To
avoid complexity of data transfer, no phase space files were applied.
Simplification of our simulations, i.e. single GNP, geometry setup and
sampling of X-ray source leads to an unrealistic irradiation condition.
As such, the dose enhancement calculated in this exercise might be
overestimated (see the Discussion section). For simulating low energy
electrons, the processes of inner-shell impact ionization in PENELOPE
or Auger process in Geant4/Geant4-DNA were activated.

The dose enhancement ratio (DER) is defined as the ratio of the
average energy deposited within a water shell resulting from X-ray ir-
radiation with and without GNP in the center. The liquid water sur-
rounding the GNP was divided into concentric shells of equal thickness
as described in Fig. 3. Starting from the surface of the GNP, 50 water
shells with an equal thickness of d = 1 μm were set as sensitive target
volumes to mimic cellular targets. To study the DER in the nanometer
range around the GNP, energy depositions in 100 water shells with an
equal thickness of d = 10 nm next to the surface of GNP were scored as
well. By doing so, a picture is obtained how the DER changes over a
micrometer range from 1 to 50 μm and over a nanometer range from 10
to 1000 nm from the GNP surface. In addition to the energy deposition
in the water shells, the energy fluency of secondary electrons and Auger
electrons originating from the GNP were scored within the tracking
volume for further analysis. In summary, the following quantities were
presented: (1) spectra of secondary electrons escaping from the GNP
and (2) DER for each shell in micrometer and nanometer ranges around
GNP.

2.5. Uncertainty analysis of DER and energy spectra of secondary electrons

In addition, the uncertainty of the DER and energy spectra of sec-
ondary electrons as estimate according to the ISO Guide to the
Expression of Uncertainty in Measurement (GUM) [61]. To do this, it is
assumed that: (1) Different results reported by the participants are
partially due, as shown in Table 1, to different parameter selection,
cross-section libraries and modeling techniques, e.g. condensed history
and track structure among others. (2) These factors are not biasing the
results but rather lead to a scatter around the 'true value' of DER and
electron energy spectra. However, the energy cutoff of Au can change
the results of DER in particular very close region surrounding nano-
particle. (3) The values of DERs and energy spectra follow a lognormal
distribution due to the large dispersion. (4) The reported results of DER
and energy spectra from different participants are regarded as “results
of a measurement” in a broader context, which is explained in the GUM
(Scope 1.3).

A practical measure of uncertainty is the so-called expanded un-
certainty [61]. The results of the measurement (here the DER values
simulated with different codes) is then conveniently expressed as:

Fig. 2. X-ray spectra generated at (a) 50 kVp and (b) 100 kVp and were used as irradiation source in this work. The energy bin width of the x-axes is 500 eV.

Fig. 3. Geometry setup in MC simulation. A single GNP with a diameter of
50 nm or 100 nm is situated in liquid water. Parallel X-rays, produced by an X-
ray tube, are sampled from a planar circular area with a diameter of 10 nm
larger than the diameter of the GNP and irradiate the GNP along the z-axis in a
right-handed Cartesian reference frame. The distance between the center of
planar circular X-ray source and the center of the single GNP is 100 μm. Energy
deposition is scored in concentric spherical shells of thickness d around the
GNP.
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= ± =Y y U U ku, with (1)

where: y is the best estimate of Y; u is the standard uncertainty and U is
the expanded uncertainty, k is the coverage factor related to a certain
confidence interval (CI), for instance 95%. If all sources of uncertainty
have a normal distribution, then u is the combined standard deviation
of the convolutions of these normal distributions and the coverage
factor for 95% confidence interval is about 2. The expression in Eq. (1)
can be interpreted to mean that the best estimate of the values attri-
butable to the measurand Y is y. The range from y − U to y + U is an
interval that may be expected to encompass a large fraction of the
distribution of values that could be attributed to Y.

In our simulation experiments, the DER may be expected to have a
lognormal distribution. Hence, it is advantageous to consider the
transformed quantity Y= ln(ξ) as the measurand. Here ln is the natural
logarithm and ξ = DER. Thus y = ln(ξ50th) and u = ln(σg) are obtained
for each radial distance as the sample mean (ln(ξ50th)) and the sample
standard deviation (ln(σg)) over the logarithms of the results of DER
values of different codes. Then, we can express the upper and lower
boundaries of the 95% CI of the DER as:

= +ξ ξ k σln( ) ln( ) ln( )th th g97.5 50 (2)

= −ξ ξ k σln( ) ln( ) ln( )th th g2.5 50 (3)

where ξ97.5th, ξ50th and ξ2.5th are the 97.5th, 50th and 2.5th percentiles
of the lognormal distribution of the DER values; σg is the geometric
standard deviation (GSD) of the lognormal distribution of the DER
values.

From the difference of Eq. (2) and Eq. (3), one obtains:
− = =ξ ξ ξ ξ k σln( ) ln( ) ln( / ) 2 ln( )th th th th g97.5 2.5 97.5 2.5 , which can further be

written as: =ξ ξ e( / )th th
k σ

97.5 2.5
2 ln( )g . The quantity

= =ξ ξ e σ( / )th th
k σ

g
k

97.5 2.5
ln( )g is used as an uncertainty factor (UF) to

express the dispersion of upper 97.5th and lower 2.5th percentiles from
the geometric mean, i.e. the 50th percentile of the distribution of the
DER values. Based on this value of UF = ξ ξ( / )th th97.5 2.5 , the upper and
lower limits can be easily obtained by multiplication or division of the
geometric mean as usually used for a lognormal distribution for a 95%
CI computation in nuclear safety, environmental risk and radiation
dosimetry [62,63].

Similar to the uncertainty analysis of DER, confidence intervals and
UFs for electron spectra were determined. Before the analysis, for each
X-ray spectrum and GNP size, the electron energy spectra calculated by
different modelers were first interpolated such as to sort them on a
common energy binning.

3. Results

In this section, the following simulated results are presented: (1)
The DER in the 10 nm-thick shells located at 10–1000 nm and the DER
in the 1 µm-thick shells located at 1–50 µm from the surface of a GNP
with 50 nm and 100 nm diameter irradiated by 50 kVp and 100 kVp X-
rays. (2) The energy spectra of secondary electrons, including Auger
and K-C electrons escaping from the GNP for the two nanoparticle sizes
and two X-ray spectra and (3) the quantitative uncertainty analysis of
the DER and the electron energy spectra.

3.1. Dose enhancement ratio (DER) and uncertainty

3.1.1. DER in nanometer ranges
The results of DER in nanometer ranges for the GNP of two dia-

meters of 50 nm and 100 nm, which were irradiated by the 50 kVp and
100 kVp X-ray spectra, are presented in Fig. 4. Here, “PENELOPE#1”
and “PENELOPE#2” denote “PENELOPE-2011” and “PENEL-
OPE-2014”, respectively. “G4/DNA” stands for Geant4/Geant4-DNA
combination. “G4/DNA#1” “G4/DNA#2” and “G4/DNA#3” denote
three participants who use Geant4/Geant4-DNA combination.

Overall, a GNP of 100 nm diameter irradiated by 50 kVp X-rays
showed the largest DER values and a 50 nm GNP irradiated by 100 kVp
the lowest DER values. For both GNP diameters the DER obtained for
irradiation by 50 kVp X-rays are generally larger than for irradiation by
100 kVp X-rays. A 50 nm GNP irradiated by 50 kVp X-rays showed si-
milar DER values as a 100 nm GNP irradiated by 100 kVp X-rays. For a
50 nm GNP, the mean DER of the first 10 nm-thick water shell is about
220 when irradiated by 50 kVp X-rays and about 180 when irradiated
by 100 kVp X-rays. For a 100 nm GNP, the mean DER of the first 10 nm-
thick water shell is about 600 when the GNP is irradiated by 50 kVp X-
rays and 400 for irradiation by 100 kVp X-rays. For a 100 nm GNP
irradiated by 50 kVp X-rays, the mean DER in water shells, which locate
at 200–800 nm, is found to be nearly constant and is close to 100;
however, if a GNP of 100 nm is irradiated by 100 kVp X-rays, the mean
DER in water shell at these ranges is about 40 with a slight decrease
down to 30 at the 1000 nm water shell. For a 50 nm GNP irradiated by
50 kVp X-rays, the mean DER at these locations is close to 40; however,
when this GNP is irradiated by 100 kVp X-rays, the mean DER at these
locations reaches only up to 20 with a slight decrease down to almost
10 at the 1000 nm water shell.

3.1.2. Uncertainty factor of DER in nanometer ranges
To quantify the variation of DER obtained by all participants, the

2.5th, 50th and 97.5th percentiles of the reported DERs were evaluated
for all 10 nm-thick shells at different distances from the surface of the
GNP (Fig. 5). It can be seen in Fig. 5(a)–(d) that the UFs of DERs for the
results are 1.6–2.3, 1.4–2.1, 1.4–2.3 and 1.4–2.3, respectively, with the
maximum UF values occurring at the water shells located at 240 nm,
440 nm, 780 nm and 860 nm, respectively. The UFs at the first 10 nm-
thick shells for the four radiation scenarios are relative small and close
to 1.5.

As is seen from Fig. 4, the results obtained by G4/DNA#1, G4/
DNA#3, TOPAS, MDM, NASIC, MCNP6 are close to each other. The
results of PARTRAC showed a slightly higher value of DER than the
other values. On the contrary, it is observed that, the DERs calculated
by PENELOPE codes are generally lower than those obtained by other
codes. These differences indicate “systematic” rather than “statistical”
uncertainties. For example, the UFs assessed for DERs calculated by
PENELOPE are in the range of 1.2, much lower than the UF of about
2.3, calculated for all different codes (Fig. 5). The possible reasons of
this difference were firstly investigated by comparison between
Geant4/Geant4-DNA code with PENELOPE cross sections and PENEL-
OPE. However, the use of the same cross sections cannot remove the
difference of the DEF obtained by G4/DNA and PENELOPE. Some other
possible reasons will be continually investigated and searched, espe-
cially from the applying PENELOPE code.

3.1.3. DER in micrometer ranges
Fig. 6 shows the DER in 1 µm-thick shells around the GNP surface in

micrometer ranges for the two sizes of GNP irradiated by the 50 kVp
and 100 kVp X-ray spectra. The variation of DER in the micrometer
ranges shows a relatively smaller UF than that found in 10 nm-thick
shells in nanometer ranges. The DER of the 100 nm diameter GNP is
generally greater than that of the GNP with a 50 nm diameter in the
first 20 µm ranges. After 20 µm, the DER declines to about 1, implying
that the dose enhancement is not significant at these distances for GNP
of 50 nm and 100 nm diameter irradiated by 50 kVp X-ray. Fig. 6(d)
shows that if GNP is irradiated by 100 kVp X-ray spectra, the dose
enhancement found in the simulations can extend up to 30–40 µm from
the surface of the GNP. The overall picture of DER distribution suggests
that, to obtain a higher DER in the micrometer ranges, i.e. at the cel-
lular level, GNP with 100 nm diameter can be selected and irradiated by
100 kVp X-rays. It is noted that, for 100 kVp X-rays, the DER calculated
by PENELOPE at 2 µm to 8 µm from the surface of the GNP drops down
more steeply than the other results, in contrast to the irradiation sce-
narios by 50 kVp X-rays.
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Fig. 4. Dose enhancement ratio in 10 nm-thick shells as a function of distance from the surface of GNP irradiated by X-rays: (a) GNP of 50 nm diameter irradiated by
50 kVp X-rays; (b) GNP of 50 nm diameter irradiated by 100 kVp X-rays; (c) GNP of 100 nm diameter irradiated by 50 kVp X-rays; (d) GNP of 100 nm diameter
irradiated by 100 kVp X-rays.

Fig. 5. The 2.5th, 50th and 97.5th percentiles of the different results reported for the DER at different distances from the nanoparticle surface for 50 nm and 100 nm
diameter of GNP irradiated by 50 kVp and 100 kVp X-ray spectra.
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3.2. Energy spectra of secondary electrons und uncertainty

3.2.1. Energy spectra of secondary electrons
For an insight of the DER distribution in the nanometer ranges, the

energy spectra of secondary electrons including Auger and C-K elec-
trons escaping from the GNP were simulated and compared in Fig. 7 for
these two sizes of GNPs irradiated by the two X-ray spectra. For gold,
with a probability of 98.5%, the emission of Auger electrons is

Fig. 6. Dose enhancement ratio (DER) in micrometer ranges of GNP with 50 nm and 100 nm diameter irradiated by 50 kVp and 100 kVp X-ray spectra. (a) 50 nm by
50 kVp, (b) 50 nm by 100 kVp, (c) 100 nm by 50 kVp, (d) 100 nm by 100 kVp.

Fig. 7. Energy spectra of secondary electrons escaping from the surface of GNP irradiated by X-ray spectra (a) 50 nm by 50 kVp; (b) 50 nm by 100 kVp; (c) 100 nm by
50 kVp and (d) 100 nm by 100 kVp.
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dominant in the M- and N-shell. For the M-shell, about 33% of electrons
have energies between 200 and 300 eV. From Fig. 7, in the spectra of
electrons at the 200–300 eV energy range the main contribution in the
spectrum is from Auger electrons and results in dose enhancement at
the lower nanometer ranges (~10 nm) [44]. Electrons of higher en-
ergies stem mostly from photoelectric effect and 10% of Auger electrons
with the higher energies (in excess of 8 keV) contribute to the dose
enhancement at micrometer ranges. The variation of electron energy
spectra at low energy, e.g. 100 eV is much larger compared to the DER
at the nanometer ranges.

3.2.2. Uncertainty factor of electron energy spectra
Fig. 8 presents the 2.5th, 50th and 97.5th percentiles of the reported

electron energy spectra for different irradiation scenarios. Overall, the
highest UF, from maximum 21.8 to minimum 5.1 was found for 100 nm
GNP irradiated by 100 kVp X-rays, and the lowest UF, from maximum
6.5 to minimum 2.9, for 50 nm irradiated by 100 kVp X-rays. If the high
UF values at the low energy range, say from 50 eV to 200 eV were
neglected due to the very high uncertainty of the cross sections of lower
electron energies, then the UF of the energy spectra ranges from 6.3 for
the scenario of 100 nm by 100 kVp to 2.7 for the scenario of 50 nm by
50 kVp. The fluctuation of the spectra at higher energy range, say,
larger than 20,000 eV resulted from the statistic power of the Monte
Carlo simulations, especially for the GNPs irradiated by 100 kVp X-ray.

As an example, Table 2 presents the 2.5th, 50th and 97.5th per-
centiles of the reported electron energy spectra at energies of 100 eV,
1000 eV and 10,000 eV for different irradiation scenarios. The UF at
100 eV for the four radiation scenarios is very large, expanding from 4.1
to 8.8. The UFs at 1000 eV and 10,000 eV for these four scenarios is
smaller than that at 100 eV, ranging from 3.4 to 6.1 and from 2.9 to 5.8,
respectively.

4. Discussion

4.1. Uncertainty of DER and energy spectra of secondary electrons

The MC codes used in this exercise were: PENELOPE, MDM,
PARTRAC, MCNP6, NASIC and Geant4/Geant4-DNA and TOPAS/
TOPAS-nBio. Detailed information of each code was presented in
Appendix. This information can help to understand the variation of the
results.

The simulated results delivered by different participants showed a
variation on the DER and the energy spectra of secondary electrons
escaping from the GNP. A quantitative uncertainty analysis revealed a
larger uncertainty factor ranging from 2.9 up to 8.8 (see Table 2). A
very large uncertainty was found at energy 100 eV for the scenario of
100 nm irradiated by 100 kVp X-ray spectra. The reason of this large
variation of electron spectra among the participants can be potentially
further investigated and searched from the Table 1. It may come from
several sources that include the use of different MC codes, the different
cross sections, the different physical processes and models. In addition,
uncertainties due to differences in code implementation and result
analysis could not be completely ruled out. The investigation of un-
certain sources for these electron spectra is essential since it is the prime
and initial physical quantity output of the MC codes. To further mitigate
potential differences between modelers, in the planned exercise for
multiple GNPs in cellular level, some certain physical parameters can be
fixed if one uses the same code.

Despite the large variation of electron energy spectra shown in the
lower to middle energy ranges in Fig. 7, the DER showed comparably
smaller uncertainty factors, from 1.4 up to 2.3 in the whole range from
10 nm to 1000 nm for 10 nm-thick water shells. If the maximum UFs of
DERs for each radiation scenario were excluded, the overall UF is
smaller than a factor of 1.9. In contrast to the DER in the nanometer
range, the DER in 1 µm-thick water shells at micrometer range resulted
in an overall UF that is smaller than a factor of 1.2.

Even when using the same combined code, for example, Geant4/

Fig. 8. The 2.5th, 50th and 97.5th percentiles of energy spectra of secondary electrons escaping from the surface of GNP irradiated by X-ray spectra reported from
different exercise participants (a) 50 nm by 50 kVp; (b) 50 nm by 100 kVp; (c) 100 nm by 50 kVp and (d) 100 nm by 100 kVp.
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Geant4-DNA, there are multiple models and options to choose from
Geant4 and Geant4-DNA, therefore, the variations of DER between
different modelers can be observed. From the Table 1, the difference by
using the different models with the same code can be potentially fig-
ured out. This suggests that intercomparisons and cross checking of
simulated results are necessary for quality assurance of radiation doses
for this new GNP-assisted radiotherapy.

4.2. Dependence of DER on the size of GNP and the peak kilovoltage of X-
ray

For a fixed peak voltage of the X-ray source, e.g. 50 kVp or 100 kVp,
the DER increases as the size of nanoparticle increases from 50 nm to
100 nm. However, if the size of the nanoparticle is fixed, here using
50 nm or 100 nm, the DER decreases as the peak voltage of X-ray in-
creases from 50 kVp to 100 kVp. Furthermore, it has been shown that
the DER of 60 kVp is greater than that of 50 kVp for these two sizes of
nanoparticles [24]. This implies that X-rays generated by an optimal
peak voltage smaller than 100 kVp but greater than 50 kVp should
produce the most effective dose enhancement effect.

4.3. Limitation of the present simulations

There are some limitations in the present MC simulation exercise,
mainly due to the simple irradiation model employed, using a single
nanoparticle, the application of a narrow X-ray beam and the fixed
distance between the GNPs and the X-ray sources. The setup of this
exercise results in a lack of secondary particle equilibrium such that the
absorbed dose cannot be properly assessed. More precisely, the fol-
lowing three effects are not accounted for: (1) In a real irradiation with
an extended photon field, electrons generated by photon interactions
outside the cylindrical beam used in the simulation also deposit energy
in the shell segments used for scoring. Hence, there will be a severe
underestimation of the real absorbed dose to water in both cases, i.e.
with and without nanoparticle present. If this underestimation is cor-
rected for, it will significantly decrease the dose enhancement factor. A
quantitative reduction of DER by applying a real source geometry in
simulation will be estimated by another work [64]. (2) Due to the
confined beam used in the simulation, the contribution of Compton or
Rayleigh scattered photons interacting with the nanoparticle is under-
estimated. In a more realistic extended radiation beam, most of these
photons would be produced outside the cylindrical beam used in the
simulation. Including this contribution will increase both the absorbed
dose in the absence and in the presence of the nanoparticle, but it can
be expected that there will be a net increase of the dose enhancement
factor due to the GNPs. (3) The presence of the GNP may lead to ab-
sorption of electrons by the nanoparticle such that in the “shadow” of
the nanoparticle there would be a reduced deposition of energy due to
electrons. This will only apply to electrons produced outside the cy-
linder covered by the photon beam in the simulation. And this will only
play a role in attempts to correct for the previous two points and will
also reduce the dose enhancement factor. However, within the

uncertainties involved in the corrections for the first two problems, this
third correction is probably negligible. Owing to the aforementioned
three points, the values of DER shown in Figs. 4 and 6 only present
upper limits to the actual DER in the vicinity of the GNPs.

4.4. Perspectives for further work

For the comparison of the physical radiation quantities for the de-
fined geometry and X-ray beam, the results can be regarded as a re-
ference for assessing the uncertainty and variation when using different
MC codes. Although seven well-known MC codes were used in this
exercise, there are other renowned MC codes, such as FLUKA [65],
EGSnrc [66] and PHITS [67], that did not participate in this inter-
comparison. These codes might be included in a further comparison
exercise in the future.

One limitation of MC transport simulation of very-low-energy
electrons/photons should be mentioned: At these low energies the
scattering of the particles is influenced by their quantum nature be-
cause the de-Broglie wavelength of electrons and the wavelength of
photons are comparable to or exceed the interatomic distances in mo-
lecules or condensed matter. In order to satisfy the Heisenberg un-
certainty principle, uncertainties of 5% must be assigned to position
and momentum for 1 keV electrons in water; at 100 eV, these un-
certainties are 17–20% and are even larger at lower energies [68]. Most
MC simulation codes used in this work provide event-by-event trans-
ports of particles in water and gold down to 50 eV, such as in PENEL-
OPE, and even down to several eV, e.g. in the combination of Geant4/
Geant4-DNA, PARTRAC and other codes. However, in Geant4 track
structure is not calculated for interaction of electrons in gold, in con-
trast to PARTRAC. As these low-energy electrons deposit their energy
on the nanometer scale, a large uncertainty of the dose enhancement
effects on the nanometer range should be expected.

The present exercise demonstrates that, besides fixing input para-
meters of the geometry setup and source spectra in the MC codes,
physical models and code versions should also be fixed among parti-
cipants. By doing so, systematic uncertainties could be better identified,
for example, between Geant4 and TOPAS.

For the exercise reported in this paper, the requirement of fixing the
same code versions and physical models was not imposed on the users
and will be implemented in the envisaged next EURADOS exercise of
inter-code comparisons on multiple GNPs distributed around a cell
nucleus. Furthermore, the content of this exercise should be kept as
simple as possible and should avoid in-between data transfer and con-
version. Quantities calculated for comparison must be clearly defined. A
mid-term deadline for delivering results should be given to all partici-
pants. If possible, a format of presenting the results will be defined and
provided.

5. Conclusion

In this study, a simple model case study of a single GNP with dia-
meter of either 50 nm or 100 nm irradiated in liquid water by photons

Table 2
The 2.5th, 50th and 97.5th percentiles and uncertainty factor (UF) of the reported probabilities for electrons emitted from the GNP at energies of 100 eV, 1000 eV and
10,000 eV.

Electron energy (eV)

GNP size and X-ray 100 1000 10,000

(nm/kVp) (2.5th, 50th, 97.5th), UF

50/50 (1.0 × 10-6, 3.4 × 10−6, 4.4 × 10−5) ,6.5 (1.9 × 10−7, 6.2 × 10−7, 2.1 × 10−6), 3.4 (5.1 × 10−8, 1.6 × 10−7, 4.4 × 10−7), 2.9
50/100 (2.1 × 10−7, 5.7 × 10−7, 3.6 × 10−6), 4.1 (6.2 × 10−8, 1.3 × 10−7, 8.5 × 10−7), 3.7 (1.1 × 10−8, 2.3 × 10−8, 1.6 × 10−7), 3.8
100/50 (1.4 × 10−6, 5.9 × 10−6, 1.1 × 10−4), 8.8 (2.0 × 10−7, 7.7 × 10−7, 4.9 × 10−6), 5.0 (5.9 × 10−8, 3.0 × 10−7, 1.7 × 10−6), 5.4
100/100 (3.1 × 10−7, 2.4 × 10−6, 1.7 × 10−5), 7.3 (8.6 × 10−8, 4.8 × 10−7, 3.2 × 10−6), 6.1 (2.6 × 10−8, 1.2 × 10−7, 8.9 × 10−7), 5.8
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from an X-ray tube with either 50 kV or 100 kV peak voltage was
performed applying seven well-known MC radiation transport simula-
tion codes. The purpose of this study was to compare relevant physical
quantities, especially the energy spectra of secondary and Auger elec-
trons and the dose enhancement ratio around the nanoparticle resulting
from the interactions of the X-rays with the GNP. The enhanced ab-
sorbed dose around a GNP irradiated by X-rays is impossible to measure
on the microscopic scale, however it can be estimated using in silico
simulations. These enhanced doses are relevant for the establishment of
dose–effect relationship for gold nanoparticle-assisted targeted radio-
therapy. Comparison of the results of different participants showed that
even for the simple geometry setup and X-ray sources, significant var-
iations and uncertainties of the electron energy spectra are observed,
especially in the energy range of 100–500 eV. The reason for these
differences may lay, among others, in the implementation of the geo-
metry, the way the physical quantities were scored and application of
different physical models and cross sections. Continuous inter-code
comparisons helped to improve the results during this type of exercise
by identifying differences in simulation settings, scoring or analysis. In
the final results, the medians (50th percentile) of the reported DERs in
10 nm-thick water shells around the GNP range from 400 to 600 at
10 nm and decline to 40–100 for different radiation scenarios – i.e.
different size of GNPs irradiated by different X-ray spectra. The results
show a clear difference of DER calculated with Geant4/Geant4-DNA (no
track structure calculation in Geant4 for gold) as compared to PENEL-
OPE and PARTRAC (with track structure calculation in gold). Geant4
family codes, like Geant4-DNA, TOPAS and TOPAS-nBio, and other
codes, such as MDM, MCNP6 and NASIC (partially based on Geant4-
DNA cross sections), produced similar DER values. Despite the larger
uncertainty up to a maximum UF of 8.8 for the electron energy spectra,
the uncertainty of DER in the 10 nm-thick water shells showed a

maximum UF up to 2.3. Therefore, this exercise suggests that an in-
tercomparison of physical quantities calculated by experts applying
different MC codes is necessary and inevitable to ensure a high quality
dose assessment for GNP-assisted targeted radiotherapy. An expert
consortium may need to be established to give recommendations on
MC-simulation-based dose assessment for GNP applications in radio-
therapy such as, for example, in vitro cell culture or in xenograft mice
(same model, voxel and radiation setup) and 3D dose mapping. This
consortium could be organized inside the EURADOS network.
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Appendix. A short introduction to the Monte Carlo codes used in this work

In this appendix, a short description of different MC codes used in this exercise was introduced, mainly on the cross sections of interactions of
photons and electrons with liquid water and gold, especially for low energy electrons, such as Auger and K-C electrons. The atomic relaxation process
is introduced as well because it is important for understanding how MC codes treat Auger processes.

A.1. Geant4/Geant4-DNA code

In this exercise, a combination of processes available in the Geant4 toolkit [69] (for recent development, see website http://geant4.org) was used
to simulate interactions of photons with gold and liquid water, Auger electron production, fluorescence and transport of low energy electrons in gold
and liquid water. For physical interactions of low energy electrons in liquid water, the Geant4-DNA [70] (for recent development, see website http://
geant4-dna.org) physical processes and models that allow track structure simulations down to eV scale [71] were used in the presented simulations.
The photon process models used in Geant4 were based on the Evaluated Photon Data Library [72] for both gold and liquid water target materials.
Concerning interactions taking place in the GNP, different models in the low energy package of Geant4 can be used. Therefore, for all participants,
who apply Geant4 and Geant4-DNA codes in this work, we denote the combination of the two codes simply as Geant4/Geant4-DNA (denoted as G4/
DNA in the Figures).

Indeed, there are various options in this package in Geant4 that can be selected to calculate physical interactions of electrons with gold, for
example: the so called “Livermore” and the so-called “Penelope” models that are based on the 2008 version of the PENELOPE code [71]. Never-
theless, it has to be noted that, none of these models are recommended to be used for energies lower than a few hundred eV (250 eV for “Livermore”
and 100 eV for “Penelope”). Default tracking step sizes for Livermore and Penelope were used [73]. Moreover, these models are not meant to be used
in a step-by-step (discrete) mode which is important when dealing with nanometric volumes. Therefore, in this work, the Geant4 code was “forced”
to perform calculations in GNP by decreasing the secondary electron energy cutoff in the available models, e.g. “Livermore” models down to 10 eV
and applying the multiple scattering (MSC) approach that is suggested by default in these two models. For atomic de-excitation, Auger electron
production and fluorescence were activated. In Auger cascades, K-, L-, and M-shell transitions are simulated as described in [74].

Geant4-DNA models were used to simulate low energy electron interactions in liquid water. Indeed Geant4-DNA models that are included in the
low energy electromagnetic set of Geant4 models provide an open access software framework for the simulation of ionizing radiation and early
biological damage at the DNA scale [70,75–77]. Physical models and cross-section data included in this Geant4 extension can be used to simulate
step-by-step physical interactions of particles (electrons, protons, neutral hydrogen, helium atoms and ions, and a few heavier ions) down to very low
energies for electrons (~10 eV) in liquid water and DNA constituents (Adenine, Thymine, Guanine, Cytosine). It also enables simulation of the
physico-chemical and chemical stages of water radiolysis in the irradiated medium up to 1 μs after irradiation. However, these processes were not
applied in this exercise.

In this study, Geant4-DNA, included in Geant4 version 10.4 was used by different users. It offers three recommended reference physics con-
structors for the simulation of discrete particle interactions in liquid water. In Geant4, a physics constructor gathers all required lists of particles,
physics processes, and associated models required by a Geant4-DNA simulation application. These constructors are referenced as
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“G4EmDNAPhysics_option2,” “G4EmDNAPhysics_option4,” and “G4EmDNAPhysics_option6”. The energy cutoff for electron transport is 7.4, 10 and
11 eV, respectively. Therefore, the results labelled with G4/DNA#1, G4/DNA#2 and G4/DNA#3 were results delivered by different participants who
have used different options in Geant4 for GNP and Geant4-DNA for liquid water.

A.2. TOPAS/TOPAS-nBio code

The TOPAS (TOol for PArticle Simulation) project, launched in 2009, is a software project to simplify the use of MC simulations for cancer
research and clinical applications [78]. TOPAS provides a flexible framework to design and share simulation settings across research groups and
radiotherapy centers that use similar equipment. This is achieved via a parameter control system that defines all aspects of the simulation without
requiring compilation of code. Parameters are specified in one or more text files to define the properties of the simulation. An extension system was
developed for users who need additional features specific to their own application, such as custom scorers or geometries. The extension manager
allows users to add new features by writing a short section of simple, C++ code based on templates and C++ helper functions provided within
TOPAS [79]. TOPAS is now part of the US National Cancer Institute’s (NCI) Informatics Technology for Cancer Research (ITCR) Initiative and free of
charge for any user conducting education or research in medical physics and radiation biology for non-profit organizations. The code is available on
the TOPAS webpages [80].

The simulations presented here were performed using the TOPAS-nBio, an extension of TOPAS version 3.1.p3 which is based on Geant4 version
10.3.p1. TOPAS-nBio [81] is an extension aiming to provide the ease of use provided by TOPAS to simulations at the nanometer scale for cellular and
sub-cellular radiobiology using Geant4-DNA physics and chemistry models. The default Geant4-DNA (option 0) was used for the simulation of
particle transport within water but Geant4-DNA currently does not include cross sections for gold. The most widely used physics lists of interactions
in GNPs are the so-called Livermore and Penelope lists. Both lists use condensed-history models for electron transport and were shown to under-
estimate the backscattering coefficients compared to yet unreleased discrete models [54,55]. The Livermore physics list can be used down to 10 eV
[54,82] (while not recommended), but the Penelope list has a limit at 100 eV and was found to underestimate dose enhancement within the first
100 nm from a GNP surface [83].

To take low energy electron interactions into account, we chose the Livermore list including the recently implemented full Auger deexcitation
cascades [74] which models fluorescence, Auger electron production, and particle induced X-ray emission. All secondary production thresholds were
disabled for deexcitation. The range cut for electrons was set to 1 nm. The default tracking step-size was used. The dose enhancement was calculated
as the ratio of deposition in the presence of GNPs and water nanoparticles (WNPs) which were also simulated using the Livermore physics lists. The
results obtained here were denoted as “TOPAS”, which however, includes the use of TOPAS-nBio code.

A.3. PENELOPE code

The computer code system PENELOPE [84] simulates coupled electron-photon transport in arbitrary material systems consisting of a number of
homogeneous regions (bodies) limited by sharp (and passive) interfaces. The name is an acronym that stands PENetration and Energy LOss of
Positrons and Electrons in matter, photons were introduced later. The adopted interaction models, and the associated databases, allow the simulation
of electron/positron and photon transport in the energy range from 50 eV to 1 GeV. Photon transport is simulated by means of the standard, detailed
simulation scheme. Electron and positron histories are generated on the basis of a mixed procedure, which combines detailed simulation of hard
events with condensed simulation of soft interactions.

A geometry package called PENGEOM permits the generation of random electron-photon showers in material systems consisting of homogeneous
bodies limited by quadric surfaces, i.e., planes, spheres, cylinders, etc. It should be noted that approximate interaction models become less accurate
when the energy of the transported radiation decreases. Actually, for energies below 1 keV, the differential cross sections (DCSs) are not well known,
mostly because they are strongly affected by the state of aggregation (i.e., by the environment of the target atom). On the other hand, for electrons
and positrons, the trajectory picture ceases to be applicable (because coherent scattering from multiple centers becomes appreciable) when the de
Broglie wavelength, λB = (150 eV/E)1/2 Å, is similar to or greater than the interatomic spacing. Therefore, results from simulations with PENELOPE
for energies below 1 keV or so, should be considered to have only a qualitative (or, at most, semi-quantitative) value.

For elements with intermediate and high atomic numbers, secondary characteristic photons with energies less than the cutoff energy, Ec = max
{50 eV, UN7(Zm), UO1(Zm)} are not simulated by PENELOPE (where UN7(Zm) and UO1(Zm) denote the ionization energy of the outer subshells, i.e., N7
and O1 of the heaviest element present, whose atomic number is Zm. For example, the value of Ec for gold is 114 eV). This sets a lower limit to the
energy range for which the simulation is faithful. Therefore, in the simulation, the cutoff energy for electrons and photons is generally set up to
50 eV. Moreover, the relaxation of shells with principal quantum number larger than 4 (O and P subshells) was not considered in this code. In this
work, PENELOPE-2011 denoted as “PENELOPE#1” and PENELOPE-2014 denoted as “PENELOPE#2” have been used. In version of PENELOPE-2014,
there are some changes in global parameters, geometry input and other modifications, like, (1) ionizations of inner shells by electron and positron
impact are described as proper inelastic collisions, this ensures that the net deposited energy in each interaction event is positive; (2) cross sections
for ionization of N subshells calculated from the relativistic distorted wave Born approximation have been included in the database. However, for
this simulation, no essential changes on the energy deposition and dose distribution will be expected.

A.4. PARTRAC code

PARTRAC has been developed from a track structure simulation code, MOCA, for electrons in the water vapor [85]. During the last decades,
several functional modules have been added making it now a powerful tool for simulating initial DNA damages [86] and damage responses [87] at
the cellular level in addition to radiation track structures and their micro- or nanodosimetric analysis. An overview of PARTRAC capabilities is given
elsewhere [88]. Owing to its modular structure and flexibility, PARTRAC code can be adapted for special investigations. This enables PARTRAC code
to calculate and simulate the impact of radiation doses and effects of GNPs from molecular to cellular levels [25].

The track structure module of PARTRAC can transport different types of ionizing particles including photons, electrons, protons, alpha particles
and heavier ions. In the present context, only the physical stage is of concern which includes the transport of ionizing particles, together with the
generation of ionized and excited atoms and molecules in the medium in an event-by-event way. Within the defined tracking volume, full in-
formation of both primary and secondary particles can be recorded, e.g. for electron spectra analysis, or evaluated on-the-fly from a corresponding
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data stream, as done here for dose enhancement analysis.
Cross sections for photon interactions are taken from the EPDL-97 dataset [72] considering the elemental composition of the (usually biological)

materials, water and gold in the present work. Relaxation processes after the removal of inner shell electrons by photoionization due to radiative
(fluorescence) or non-radiative (Auger or C-K) transitions have been considered based on the EADL dataset [89]. The transport of electrons in water
was simulated with the corresponding cross sections [53], while the electron impacting ionization cross sections for gold were calculated with the
method of Seltzer [90], based on the theory of Weizsäcker [91] and Williams [92]. An additional module was implemented in PARTRAC for this
specific exercise work. They contained two parts: (1) the close collision part that described collisions between two electrons associated with high
energy transfers and small impact parameters; and (2) the distant collision part that considered interactions of a virtual photon field emitted by the
projectile electron with orbital electrons. Input parameters include the mean kinetic energies of orbital electrons, the expectation value of the
electron orbital radius and the binding energies. Elastic cross sections were calculated using literature data [93,94].

A.5. NASIC code

NASIC [95], an abbreviation from a biophysics NAnodosimetry Monte Carlo SImulation Code, was developed by Tsinghua University, Beijing,
China. Up to now it comprises physical module, pre-chemical module, chemical module, geometric module, DNA damage module, DNA damage
repair module and cell death module. In the physical module, it can simulate the physical track structure of particles using a step-by-step method.
The code includes inelastic cross sections of low energy electrons in liquid water from 8 eV to 10 keV, including ionization and excitation cross
sections. Based on the plane wave Born approximation of quantum mechanics, and the Bethe theory and the dielectric theory, using the latest optical
data measured by Hayashi et al. [96], the energy loss function (ELF) of photons in liquid water can be derived. Using the EOD (The Extended
Oscillator Drude) dispersion model, the measured ELF is extended to non-zero momentum transfers. The original EOD model was proposed by
Ritchie et al. [97] with the ionization part calculated according to Eq. (A1). In order to lower the Bethe ridge of the Bethe surface to better match the
measured experimental data, Eq. (A1) is modified as Eq. (A2).
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In both equations, Ej is the jth oscillation energy and q is the momentum. In Eq. (A2) a, b, c are model parameters that are determined by fitting to
the experimental data.

When calculating the cross sections, both, the Born correction models for perturbation correction and electron exchange effect correction are
considered. For the perturbation correction, the low-energy correction function proposed by Paretzke is adopted [98,99]. For the electron exchange
effect correction, the method of the Born-Møller cross section proposed by Ritchie et al. [97,99,100] is used.

The other cross sections of electron interactions are directly taken from Geant4-DNA and the cross sections for photons and gold are all taken
from Geant4. Therefore, the physics module of NASIC is based on Geant4 and Geant4-DNA apart from the electron ionization/excitation cross section
in liquid water.

A.6. MDM code

The MDM code was developed at University Lyon based on its precursor, the LQD code [101], which performed an event-by-event tracking of
electrons and ions by applying the MC simulation method. It was originally developed in the context of radiochemistry [102] and was later used to
investigate the microscopic and nanoscopic dose deposition in the context of hadron therapy [103] and to provide input for the NanOx model [104],
aiming at predicting cell survivals to ion irradiation. It was also modified to consider various heterogeneous domains, which have led to the
emergence of a new branch MDM, i.e. for MeDiuM used to calculate W-values. Recently, MDM was extended to metallic media to provide a toolkit of
high precision for low energy transport of electrons in condensed matter media.

In the following, a short introduction of radiation interactions with matters applied in the MDM is described: (1) Photon interaction: The
geometry of the system allows considering that the flux of photons remained unchanged both in direction and energy spectrum over the volume of
interest. This consideration simplified the simulation, since photons did not require an explicit tracking. Photon interactions were homogeneously
distributed in water and in the GNP. As the total cross section was larger for gold material than water, the interaction density was larger. Only the
photoelectric absorption and the Compton scattering were taken into account as, at these energies, they are predominant. (2) Electron-gold in-
teraction: According to the transferred momentum, elastic scattering is described through a single-atom potential [105] or with creation of phonons
[106]. Inelastic collisions were described as atomic-like processes [107] for inner-shell electrons, and through a dielectric formalism for outer-shell
electrons [108]. A thorough benchmarking was performed for gold-electron interaction for energies from a few eV up to 90 keV [109]. (3) Electron-
water interaction: The models used for electron-water interaction are described elsewhere [109]. Briefly, inelastic collisions were described using the
model developed by Kim et al. [107] for ionization, by Cobut et al. [110] for excitation of the water molecule into the A1B1 or B1A1 electronic state,
and by Richardson et al. [111] for double ionization. The angular distributions of electrons after an ionizing collision were modeled based on the
work by Grosswendt et al [112]. Elastic collisions of electrons were based on the work by Michaud et al. [113]. The cross sections of inelastic
collisions associated with vibrational excitation of water molecules were based on the measurements in amorphous ice by Michaud et al. [114], and
Cobut et al. [110] and enhanced by 15% to account for the liquid state and improve the comparison with experimentally observed decay of solvated
electrons [115]. Finally, attachment cross sections were adjusted to reproduce the yield of molecular hydrogen measured by Pastina et al. [116]. (4)
Water-gold interface: The change of mesoscopic potential when an electron changes medium was taken into account. The kinetic energy of the
electron was modified when crossing the water-GNP interface, on the basis of the difference of the media respective mesoscopic potentials (-1.3 eV
for water and −10.04 eV for gold, with respect to vacuum set at zero). For the Auger process, the whole Auger cascade was taken into account for
every initial vacancy, based on the EADL library. In the case of the gold atom, a total number of 1622 transitions were considered.

W.B. Li, et al. Physica Medica 69 (2020) 147–163

160



A.7. MCNP6 code

MC track structure codes are very useful in order to understand radiobiological effects at DNA scale. However, the performance of the track
structure MC codes strongly depends on the accuracy of the interaction cross sections used in the calculations [58]. The recent release of the Los
Alamos Monte Carlo transport code MCNP6 [117] marks the culmination of several years of work to combine all of the capabilities of the earlier
MCNP5 [118] and MCNPX [119] codes, to improve the code system, and to include a number of new features [120].

In MCNP6, a new single-event treatment coupled with the ENDF/B-VI.8 database was developed for electron transport. This new method allows a
direct sampling of microscopic data distributions and consequently an accurate low-energy transport from 1 keV down to 10 eV. The ENDF/B-VI.8
database contains cross sections for atomic excitation, electron elastic scattering, subshell electron-impact ionization and bremsstrahlung processes
[120]. All cross sections currently used for photon and electron interactions apply to neutral atoms in their ground state and therefore do not
consider molecular effects or material structure in condensed (solid or liquid) states [120]. Especially for electron energies less than 1 keV afore-
mentioned effects could lead to significant variations in elastic and inelastic collisions [58]. Detailed discussions about models used to obtain the
ENDF/B-VI.8 data library can be found in reference [89]. Even if this single-event mode is a relatively new feature of MCNP6, several works in
literature reported on the reliability of the MCNP6 single-event option [121,122]. For photons, the traditional photon-atomic interaction processes
are considered: coherent and incoherent scattering, photoelectric absorption, and electron/positron pair production.

In addition to extending some pre-existing data to lower energies the ENDF/B-VI.8 database includes also subshell photoelectric cross sections
[120]. A very significant addition to the photon/electron data in MCNP6 is a detailed compilation of information about atomic electron subshells. In
contrast to the previous model, which considered only relaxations to the K shell and to a weighted average of the L shells and allowed a maximum of
five distinct transitions to these shells, the new data can consider as many as 29 subshells and can include almost 3000 distinct transitions among
them. For radiative transitions in a given subshell S0, a possible vacancy in higher subshell S1 is considered, whereas two vacancies in subshells S1
and S2 are considered in non-radiative transitions. Also, the line energy E012 of the fluorescent photon (or Auger and C-K electrons) and the
probability P012 of the transition involved is taken into account [120].
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