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In this paper we present the results from the proper orthogonal decomposition (POD) on
the liquid volume fraction scalar field from the detailed numerical simulations of turbulent
liquid jet injection (q = 6.6, Re = 14 000, We = 2178) into subsonic crossflowing air (Re =
570 000, We = 330) to study the waves formed on the windward side of the liquid jet. The
liquid/gas interface is captured using a coupled level set volume of fluid (CLSVOF) method.
The method of snapshots technique is used in the POD to extract the proper orthogonal modes.
A binarized form of the liquid volume fraction is given as input to POD. The modal energies
and the least square truncation errors are presented for all the modes considered in this study.
A travelling wave pattern is observed in themodes 5 and 6 on the windward side of the liquid jet.
The waves in mode 5 are found to be 90° out-of-phase with those in mode 6. The approximate
wavelength of these waves is in the order of the liquid jet diameter. The orthogonal modes are
then used to compute the power spectral density (PSD) and the cross power spectral density
(CPSD) to extract spectral information of the system dynamics. The characteristic frequency
of mode pairs 5 and 6 is found to be 15.8 kHz. The out-of-phase observation is validated by
the approximate match of the frequency at which 90° phase angle difference occurs and the
characteristic frequency.

Nomenclature

Dj = Liquid jet diameter
ρj = Liquid jet density
Uj = Liquid jet velocity
µj = Liquid jet viscosity
σ = Surface tension coefficient
ρc = Crossflow gas density
uc = Crossflow gas velocity
µc = Crossflow viscosity
q = Momentum flux ratio
Wej = Jet Weber number
Rej = Jet Reynolds number
Wec = Crossflow Weber number
Rec = Crossflow Reynolds number
rρ = Liquid-Gas density ratio
rµ = Liquid-Gas viscosity ratio
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zM ,i = Reconstructed image
φr = Proper Orthogonal Mode
ar ,i = Temporal coefficients
LJIC = Liquid Jet In Crossflow
POD = Proper Orthogonal Decomposition
POM = Proper Orthogonal Modes

I. Introduction

The liquid fuel breakup using aerodynamic forces is the primary driver for atomization in the aero engines. A
common technique used in such engines is fuel injection in crossflowing air also called liquid jet in crossflow (LJIC)

configuration. Although much of the investigations for such configurations in the past [1–3] have been focused on the
investigation of global quantities such as drop size and velocity distribution [4], computation of approximate local drop
Weber number [5], the studies on the small scale dynamics are sparse [6]. The jet breakup is observed to occur in the
time scale of these small scale dynamics [7]. To that end, proper orthogonal decomposition (POD) has been used in
multiple studies, for example Refs. [6, 8], to investigate system dynamics.

POD has been a popular tool for extracting the dynamical structures. Lumley [9] had the seminal contribution
towards the application of POD to investigate the coherency of turbulent flow structures. Since then, there has been
many works [10–12] that involved extracting, understanding, and analyzing the flow dynamics using POD. A detailed
review on the POD can be found in the work of Berkooz et al [13]. Moin and Moser [14] constructed proper orthogonal
modes (POM) using data from numerical simulations of a channel flow to compute the characteristic turbulent structures.
In fact, POD has been extended to study the dynamics of non-linear fluids and problems involving heat transfer [15] and
flow control [16, 17]. Arienti and Soteriou [6] used POD to analyze various jet configurations by using the method of
snapshots [18]. In their work, the analysis was performed for understanding the dynamical structures, frequency, and
wavelength of these physical structures for LJIC configuration. Various injection conditions have been used to extract
the POM in order to study the structures. Herrmann et al. [8] applied the POD using method of snapshots technique on
their LJIC simulations to study the dynamics of the liquid jet and the effect of liquid-gas density ratio on the POM.
More recently, Leask et al. [11, 12] presented the application of POD and dynamic mode decomposition (DMD) to
laminar jet, sinusoidal jet, and LJIC.

In this work, we have performed detailed numerical simulations of LJIC configuration. We have then applied
the POD to the liquid volume fraction scalar field to extract the flow structure details. The motivation of this study
is to extract and study the dynamical details of the waves formed on the windward side of the liquid jet using POD.
Furthermore, as noted, Herrmann et al. [8] has performed one such study using an inlet velocity from in-nozzle large
eddy simulations (LES) for liquid phase. In this study, we have imposed a turbulent pipe flow inlet velocity for liquid
phase to find the effect and influence of the inlet condition on the proper orthogonal modes (POM). It is to be remarked
that a direct comparison between our study and that of Herrmann et al. [8] would not yield significant information due
to the vast differences in the inlet conditions in the simulations.

This paper is organized as follows. The governing equations, numerical methods, and schemes used in the flow
solver are presented in the section II followed by the presentation of configuration, case setup, and operating conditions
in the simulations in section III. Section IV present the main steps involved in the POD viz., extraction of orthogonal
modes, reconstruction of snapshot from simulations using modes, extraction of spectral information. This is followed by
the presentation and discussion of the results in section V and the concluding remarks.

II. Governing Equations and Numerical Methods
An in-house flow solver ARCHER, whose capabilities are described extensively in multiple works [19–26], is used

in this work to solve the following conservative form of the incompressible Navier-Stokes equations

∇ · u = 0, (1)
∂(ρu)

∂t
+ ∇ · (ρu u) = −∇P + ∇ · (µ(∇u + ∇T u)) + Sσ, (2)

where ρ is the density, u is the velocity field, P is the pressure field, µ is the dynamic viscosity, and Sσ is the force due
to surface tension acting on the phase interface.
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The solver ARCHER is structured, parallel and developed for detailed numerical simulations of complex and
turbulent multiphase flows with the application to study primary breakup of liquid fuel jets. A staggered variable
configuration is used with central finite difference scheme for least numerical dissipation. A projection method as
described in Refs. [19, 21] is used for solving the Navier-Stokes equations given above. A 2nd order central difference
scheme is employed for discretizing the spatial derivatives to limit dissipation. However, the convection term is
discretized using a 5th order WENO scheme to ensure a robust behavior of the solution. A consistent mass and
momentum flux computation [20] is employed. The viscous term is discretized following the method described in
Sussman et al. [27]. The ghost fluid method (GFM) [28] is employed for the spatial discretization of the Poisson equation
for taking into account the force due to surface tension as a pressure jump. The resulting linear system is symmetric and
positive definite with five diagonals is solved using a multigrid algorithm for preconditioning a conjugate gradient (CG)
method [29]. The temporal derivatives in this study are discretized using a one-step forward Euler scheme.

A coupled level set volume of fluid (CLSVOF) method [19] is used for capturing the liquid/gas interface within the
context of multiphase flows. The method uses both level set signed distance function [30] and mass conservative volume
of fluid (VOF) [31] to reconstruct the liquid/gas interface. The prominent advantage of this method is the accurate
sharp and mass conserving interface reconstruction. A piecewise linear interface calculation (PLIC) method is used
in this work for reconstructing the liquid/gas interface. Thus, a linear interface is used as an approximation of the
original/reference interface. For more details on the implementation of this numerical method, the reader is referred to
Ref. [19].

III. Case Setup and Configuration
Detailed numerical simulations of an experimentally validated [32] LJIC configuration is performed in this work.

The computational domain size is 40Dj × 10Dj × 20Dj [5] where Dj = 1.3 mm is the liquid jet diameter. The exit of
the liquid jet injector is located at (0,0,0). A sketch of this domain considered in this work is illustrated in Fig. 1 along
with the boundary conditions.

Fig. 1 Illustration of computational domain along with boundary conditions.

The operating conditions used in the simulations are given in Table 1. The non-dimensional numbers such as
liquid-gas momentum flux ratio q, Weber number (We), and Reynolds number (Re) are kept the same as in the
experimental study [32].

A uniform structured Cartesian mesh 1280 × 320 × 640 containing about 262 million cells is used for discretizing
the domain resulting in a mesh spacing of ∆x = ∆y = ∆z = Dj/32 throughout the domain. We have imposed a fully
developed turbulent pipe flow velocity profile to the injected liquid. The simulations are run upto t∗ = tUj/Dj = 73. It
is to be remarked that the employed mesh resolution is not designed to capture the Kolmogorov length scales within the
context of turbulent flows. Furthermore, it is to be mentioned that no sub grid scale models are used for the sub grid
quantities in the simulations.

IV. Proper Orthogonal Decomposition (POD)
Figure 2 shows the visualization of the side view of the LJIC configuration with the atomized droplets. It is clearly

evident that waves are formed on the windward side of the liquid jet. These waves roll-up, form bag-like structures
which subsequently atomize into droplets at the end of the liquid column. Such a breakup is called column breakup.
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Table 1 Operating conditions and non-dimensional numbers

Quantity Unit Simulation
Jet diameter (Dj) [mm] 1.3
Jet density (ρj) [kg/m3] 12.25
Jet velocity (Uj) [m/s] 97.84
Jet viscosity (µj) [kg/ms] 1.11 × 10−4

Surface tension (σ) [N/m] 0.07
Crossflow gas density (ρc) [kg/m3] 1.225
Crossflow gas velocity (uc) [m/s] 120.4
Crossflow viscosity (µc) [kg/ms] 1.82 × 10−5

Liquid-Gas density ratio (rρ) [-] 10
Liquid-Gas viscosity ratio (rµ) [-] 0.61
Momentum flux ratio (q) [-] 6.6
Jet Weber number (Wej) [-] 2178
Jet Reynolds number (Rej) [-] 14 079
Crossflow Weber number (Wec) [-] 330
Crossflow Reynolds number (Rec) [-] 570 000

Fig. 2 Visualization of liquid jet from simulations.

These travelling waves have high impact on the atomization characteristics and the system dynamics. We performed
simulations with non-turbulent inlet condition for the liquid phase and did not find travelling waves on the windward side
of the jet. Thus, it can be remarked that the turbulence in the liquid phase promotes the travelling waves. Furthermore,
the interaction between the turbulent liquid and the crossflowing gas phases enhance the formation of these waves on the
windward side of the jet. As mentioned in Ref. [6], the time scale of these travelling waves are approximately linked to
the time taken by a fluid element to propagate to the top of the liquid column. This time scale is of the order of the
aerodynamic characteristic time taero which is given as

taero =
Dj

Uj

√
ρj

ρc
. (3)
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This time scale has been observed by Wu et al. [33] to be proportional to the column breakup time scale.
The dynamics of the liquid jet is extracted using the proper orthogonal decomposition (POD) tool. To that end, the

method of snapshots technique [18] is utilized. A binarized form of the cumulative liquid volume fraction is given as
input to the POD. The liquid volume fraction F is first summed up along the y−direction which is then binarized to
obtain the input F input to the POD. The steps in obtaining the F input is given as follows:

1) Fsum(x, z) =
∫

F(x, y, z)dy,

2) F input(x, z) =

{
1, if Fsum(x, z) > 1
0, otherwise.

This binarized liquid volume fraction scalar is obtained for every sampled data written from the simulations to obtain
instantaneous snapshots. Each such snapshot is similar to a binarized experimental snapshot wherein it additionally
considers volume fraction data on all y−planes unlike only the front plane in experiments. The snapshot resolution is
1280 × 640 which is same as in simulations. In order to avoid the pollution of the small scale drop structures into POD,
the images from the simulations are focused (i.e., cropped) to the near-field region of the liquid jet column. To that end,
the resolution of these images is kept to 196 × 576 (c.f. Figs. 2 and 3a). The value of F input will be hereon referred as
pixel value, each cell in the x − z plane of the F input will be referred as pixel, and image from each sampled time step
will be referred as snapshot or image.

The method of snapshots technique is then applied to these images from the simulations. In this technique, an
optimal set of orthonormal basis functions that span the collection of images/snapshots is obtained. This set of basis is
optimal in the sense that it captures the maximum amount of pixel value variation, i.e., energy in the system. These
basis functions, denoted as φ, are called proper orthogonal modes (POM). The procedure for the POD implemented in
this work follows the study by Arienti and Soteriou [6].

A. Methodology
An ensemble of N snapshots have been collected from the simulations with N = 38 in this work. Each image

{xi}, i = 1,2, . . . N in this ensemble has resolution of n × m pixels, where n = 196 and m = 576. Each pixel in these
snapshots has a resolution of ∆x × ∆z (i.e., snapshots have the same mesh resolution as that of the simulations). These
collected image matrices are first converted into vectors [11] and are subsequently put into a matrix X ∈ RL×N where
L = n × m, i.e.,

x1 x2 x3 . . . xN

X =


...

...
...

x1 x2 . . . xN
...

...
...

L×N
(4)

The distance between any two snapshots x f and xg in a sequence of N observations is defined as their inner product
〈x f , xg〉, that is, the pixel by pixel sum of the product of the pixel intensities. POD extracts orthonormal basis functions
φ and time dependent orthonormal amplitude coefficients ar ,i such that the image reconstruction using the first M (< N)
modes is optimal for all the least square truncation errors εM . These modes are optimal in the sense that, they capture
the maximum amount of variation of pixel value with respect to the time average. It is to be remarked that the maximum
number of modes that can be used to decompose a system of N observations is N , i.e., Mmax = N . Once the POM and
temporal coefficients are obtained, it is possible to reconstruct a snapshot {xi} from simulations at time ti according to
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the following expression,

sM ,i =

M∑
r=0

ar ,iφr (5)

where sM ,i is the image reconstructed using M modes. As a first step, the time average or mean φ0 of all snapshots is
computed. It is expressed as

φ0 =
1
N

N∑
i=1

xi, (6)

thus, a0,i = 1∀ i = 1,2, . . . N . Then the image based pixel value fluctuation is computed as

X̃ = X − φ0 ≡ x̃i = xi − φ0 ∀ i = 1,2, . . . N . (7)

A correlation matrix K (∈ RN×N ) defined as the inner product of the pixel value fluctuation between images. It is
computed as

Ki, j =
1
N
〈x̃i, x̃j〉, (8)

where 〈·, ·〉 represent the inner product. The eigenvalue and eigenvector decomposition of this correlation matrix is
performed by solving the linear eigenvalue problem

Kvr = λrvr . (9)

The POMs φr are then obtained from the eigenvectors vr through the relation

φr =
1
√

Nλr

N∑
i=1

vri x̃i, r = 1,2, . . . N . (10)

The eigenvalues λr represent the modal energy of the r th POM and their contribution towards the total dynamics of the
system. This refers to the amount of energy of the system captured by the corresponding mode with respect to the time
average φ0. The eigenvectors are orthonormal and the eigenvalues are real and non-negative due to the self-adjoint and
non-negative properties of K [6].

The temporal coefficients ar ,i (∈ RN×N ) are obtained by projecting the image sequence of the pixel value on the
POMs, i.e.,

ar ,i = 〈x̃i, φr 〉, i = 1,2, . . . N . (11)

The least square truncation error εM can be expressed in terms of the eigenvalues as

εM =

N∑
r=M+1

λr

N∑
r=1

λr

. (12)

Hence, by this expression, ε0 = 1 when only the time averaged snapshot is used and εN = 0 when all N modes are used.
The dependence of εM on the eigenvalues λr shows that the system dynamics could be reduced to the first few modes
(under a good approximation) when there is a significantly large gap between the first few eigenvalues with respect to
the rest.

B. Spectral Data Extraction
In order to analyze the temporal coefficients in the frequency domain, the power spectral density (PSD) for the time

series {ai} ∀i = 1,2, . . . N is computed. PSD gives the information whether a mode appears periodically in time or not
in a data sequence. It is computed as

PSD =
1
N

�����N−1∑
i=0

aie−j2π fsi/N
�����2 , (13)
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where fs is the sampling frequency from the simulations. The PSD is computed in the similar fashion as that of Arienti
and Soteriou [6] using the Welch’s averaged periodogram method [34] with Hanning window of length NH = 18 having
a window overlap of length NH/2.

Furthermore, the temporal correlation of a mode pair {ai} and {bi} (i = 1,2, . . . N) is quantified by the cross power
spectral density (CPSD) function. It is computed as

CPSD =
1
N

N∑
i=0

aibie−j2π fsi/N . (14)

It is to be remarked that the CPSD carries both the amplitude and phase information of the two time series. Within this
work, the CPSD is computed using the Welch’s averaged periodogram method using Hanning window of NH = 16.

V. Results
The total mass in the simulation computational domain is found to be stabilized at t∗ = tUj/Dj = 28. Since POD

(using the method of snapshots) works best for statistically stationary images, a total of 38 snapshots after t > 28 are
collected. The number of snapshots considered in this work does not represent a converged set of snapshots in statistical
point of view. The results shown in this section are obtained using 20 modes unless otherwise specified explicitly.

A. Proper Orthogonal Modes
The POM are extracted using the procedure described in Section IV.A. The zeroth mode φ0 correspond to the time

averaged pixel intensities of all the snapshots. Figure 3 shows various instantaneous snapshots from simulations and the
zeroth POM.

(a) t∗ = 29.88 (b) t∗ = 31.24 (c) t∗ = 32.60 (d) t∗ = 33.92 (e) φ0

Fig. 3 Instantaneous snapshots from simulations and zeroth proper orthogonal mode (φ0).

Figure 4 shows the first six POM obtained from the POD. The travelling waves on the windward side of the jet
discussed in section IV is recalled here. The red region in the plots of the POM represent the crest of a wave while the
blue region indicate the trough of a wave. Thus, a consecutive red and blue region is considered as a wave within the
context of this work. The coloring scheme in Fig. 4 is in the RGB scale between 0 and 255. One such travelling wave
pattern is visible in the modes 5 and 6 (c.f. Figs. 4e and 4f). It can be observed that these waves are approximately 90°
out-of-phase with each other. It is because the spatial location of the crest (red region) of a wave is in between the crest
(red region) and trough (blue region) of a wave in Fig. 5 on the windward side of the jet. This is shown by the dashed
lines in Fig. 5. Thus, these waves are approximately half-a-wavelength (Λ/2) apart.
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(a) φ1 (b) φ2 (c) φ3 (d) φ4

Λ

(e) φ5 (f) φ6

Fig. 4 First six proper orthogonal modes.

It is to be remarked that when crests (red region) of two travelling waves are located at the same spatial location,
they are 0° out-of-phase whereas they are 180° out-of-phase when the crest (red region) and trough (blue region) are at
the same spatial location.

φ5 φ6

Fig. 5 Phase difference of 90° between travelling waves on φ5 and φ6.

The wavelength of these waves are measured as an approximate linear Eucledian distance between the center of two
consecutive red (or blue) regions shown by solid line in Fig. 4e. The non-dimensionalized approximate wavelength
is measured to be Λφ5−φ6/Dj ≈ 1. It is remarked that an improved technique to measure the wavelength would yield
more accurate values. Herrmann et al. [8] found the wavelength for the same density ratio studied in this work to be
Λ/Dj = 1.7. This difference in wavelength for the same LJIC configuration could be attributed to the difference in the
liquid phase inlet conditions used in their work in comparison to this work.

B. Modal Energy and Least Square Truncation Error
Each POM carry energy associated with the system dynamics. This is computed using the eigenvalue of the

correlation matrix (c.f. Section IV.A). To compute the metric of energy contribution towards the system dynamics, a
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quantity called normalized modal energy is computed using the eigenvalues of the correlation matrix K (c.f. Eq. (10)).
It is expressed as

Normalized Modal Energy =
λr

N∑
r=1

λr

. (15)

In order to find the error in the image reconstruction using M modes, least square truncation error εM is computed (c.f.
Eq. (12)). Figures 6a and 6b show respectively the plots of the normalized modal energy and least square truncation
error for all modes M = 1,2, . . . 20. In general, it can be stated that a sharp decrease in the value of ε after r modes
indicates that these modes capture the maximal dynamics of the system. In this case, we do not observe such strong
separation both in the normalized modal energy plot (Fig. 6a) least square truncation error plot (Fig. 6b). Such an
observation could be attributed to two reasons: first, the continuous nature of the turbulent scales of motion present in
the simulations although this claim needs to be validated; second, the lack of convergence of statistical convergence
from the simulation snapshots. Therefore, for a more detailed study of the system dynamics of LJIC configuration,
convergence of the statistics in the snapshots from simulations is essential and beneficial.
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(b) Least square truncation.

Fig. 6 Evolution of normalized modal energy and least square truncation error with mode number.

C. Image Reconstruction
One of the advantages of extracting the POM is that any snapshot from the simulations can be reconstructed using

few modes that carry majority of the system’s energy (c.f. Section IV.A). As shown in Eq. (5), a snapshot {xi} from
the simulations can be reconstructed using the POM φr and the temporal coefficients ar ,i . In order to validate it, the
snapshot at time t∗ = 29.88 (snapshot {x1}) is considered. To emphasize the importance on the contribution of the total
number of modes used for reconstruction, Fig. 7 shows the reconstructed image obtained using 5,10,15, and 20 modes.
It can be clearly observed that inclusion of more number of modes for image reconstruction captures more details of the
jet.

D. Liquid Jet Spectral Information
Finally, in order to analyze the dynamics of the liquid jet, the travelling waves on the windward side of the liquid jet

are studied. The modes φ5 and φ6 presented in section V.A with travelling wave pattern are considered for spectral
information extraction. To that end, the analysis is shifted to the frequency space. The power spectral density (PSD) and
cross power spectral density (CPSD) are computed for the first simulation snapshot {x1} for the temporal coefficients a5
and a6. The sampling frequency fs for the computation of PSD and CPSD (refer Eqs. (13) and (14)) is approximately
55.6 kHz from the simulations. A preliminary analysis reveal that the the PSD spectrum for the φ5 and φ6 peaks at
around 13 kHz and 18 kHz as shown by dashdotted and dotted lines in Fig. 8c. The characteristic frequency of this
mode pair is defined as the value of frequency at which CPSD amplitude reaches its maximum. However, we observe
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(a) Simulations (b) 5 modes (c) 10 modes (d) 15 modes (e) 20 modes

Fig. 7 Image reconstruction using 5, 10, 15, and 20 modes for the snapshot from simulations at t∗ = 29.88.

two peaks in Fig. 8d. In this work, the frequency of the global maxima is considered as characteristic frequency which
is reported as 15.8 kHz indicated by the dashed line in Fig. 8d.

(a) φ5 (b) φ6
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Fig. 8 Snapshot of first image (i = 1) from simulations, PSD, and CPSD amplitude and phase angle of a5 and
a6 temporal coefficients.

The 90° phase difference between the travelling waves, as discussed in section V.A (see Fig. 5), is depicted in the
Fig. 8e as the dashed lines. The frequency at which the maximum CPSD amplitude (15.8 kHz) matches approximately
the frequency at which the 90° phase difference occurs (13.8 kHz).
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VI. Conclusions
Results from proper orthogonal decomposition (POD) of liquid volume fraction data from detailed numerical

simulations of liquid jet in crossflow have been presented. The simulations with the turbulent liquid jet injected into
subsonic gaseous crossflow has been performed with a liquid-gas density ratio of 10. The liquid/gas interface within the
context of multiphase flows has been captured and reconstructed using a coupled level set volume of fluid (CLSVOF)
method. A binarized form of the cumulative liquid volume fraction scalar from the simulations has been used as input
to the POD which uses method of snapshots technique. The modal energies and the least square truncation error
have been presented for various modes along with the simulation snapshot reconstruction. There has been no sharp
decrease observed either for the evolution of modal energy nor for least square truncation error with increasing number
of modes. This could be attributed to the continuous nature of the turbulent scales of motion present in the simulations
and lack of statistical convergence of simulation snapshots. A comparison between the mode 5 and 6 have been made
through the observation of a travelling wave pattern on the windward side of the jet. These waves are observed to be
90° out-of-phase with an approximate wavelength of the same order as the liquid jet diameter. Finally, the spectral
information from the POD have been extracted through power spectral density (PSD) and cross power spectral density
(CPSD) calculations. A preliminary analysis of the spectral data revealed characteristic frequency of the fifth and sixth
mode pair has been observed to be 15.8 kHz. Furthermore, the phase angle difference between the travelling waves
in mode 5 and 6 is validated to be 90° since the frequency at which this phase angle difference occurs approximately
matches the characteristic frequency.

Future works include the generation and utilization of statistically converged dataset, detailed spectral analysis and
validation; and investigating the density and viscosity ratio effect on the proper orthogonal modes (POM).
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