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Abstract

Web corpus construction involves numer-
ous design decisions. The software pack-
ages presented here can help facilitate col-
lection and enhance corpus quality.

1 Problem description

Large “offline” web corpora are now standard
throughout disciplines among the research commu-
nity. Corpus construction notably involves “crawl-
ing, downloading, ‘cleaning’ and de-duplicating
the data, then linguistically annotating it and load-
ing it into a corpus query tool.” (Kilgarriff, 2007)
As such, this process involves a significant number
of design decisions and turning points in data pro-
cessing. Depending on the purpose of data collec-
tion, a substantial filtering and quality assessment
may also be needed. While some large-scale algo-
rithms can be expected to smooth out irregularities,
uses requiring a low margin of error as well as close
reading approaches imply constant refinements and
improvements in the constitution of the dataset and
its processing, for example in the context of an ag-
gregated lexical information platform (Geyken et
al., 2017).

Recently, approaches using the CommonCrawl1

have flourished as they allow for faster download
and processing by skipping (or more precisely out-
sourcing) the crawling phase. Barring the fact that
finding one’s “own” way through the Web can be
preferable, it is clear that such data should not be
used without some filtering. Corresponding to the
potential lack of metadata is a lack of informa-
tion regarding the content, whose adequacy, focus
and quality are the object of a post hoc evaluation
(Baroni et al., 2009). Because of the vastly increas-
ing variety of corpora, text types and use cases,
it becomes more and more difficult to assess the
usefulness and appropriateness of certain web texts

1https://commoncrawl.org

for given research objectives. Most notably, an es-
sential operation in corpus construction consists in
retaining the desired content while discarding the
rest, a polyonymous task referring to peculiar sub-
tasks or to the whole, most notably web scraping,
boilerplate removal, web page cleaning, or web
content extraction (Lejeune and Zhu, 2018).

Consequently, a significant challenge lies in the
ability to extract and pre-process web data to meet
scientific expectations with respect to corpus qual-
ity (Barbaresi, 2019b). In the following, two li-
braries grounding on previous efforts (Barbaresi,
2016) are presented which can help enhancing the
quality of webcorpora. They are both relying on
Python, currently one of the most used program-
ming languages, within and outside of academia.2

2 htmldate: finding the publishing date

The htmldate library (Barbaresi, 2019a) can find
both the original and the updated publication dates
of web pages. It involves a rule-based examination
of the semantic structure of HTML documents, us-
ing a combination of tree traversal, common struc-
tural patterns, text-based heuristics and robust date
extraction. First, it uses the markup in the docu-
ment header, where common patterns are used to
identify relevant elements (e.g. link and meta ele-
ments) including common standards and idiosyn-
cracies of content management systems. Second,
it looks for cues within the HTML code as the
whole document is searched for structural mark-
ers: abbr/time elements and a series of attributes
(e.g. postmetadata). Finally, a series of heuristics
is run on text and markup. The library currently
focuses on texts written in English and German, it
is used in production and is documented online.3

2Python Software Foundation, http://www.python.org
https://spectrum.ieee.org/computing/software/the-top-
programming-languages-2019

3https://github.com/adbar/htmldate
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3 trafilatura: targeting the main content

The second software component focuses on the
main content, which is usually the part displayed
centrally, without the left or right bars, the header
or the footer, but including potential titles and com-
ments. Distinguishing between whole page and
essential parts can help to alleviate many quality
problems related to web texts. While this is partic-
ularly useful for de-duplication, other tasks related
to content extraction also benefit from a cleaner
text base. In the concrete case of linguistic and lex-
icographic research, it allows for content checks on
the only portion of the document that really counts.

Although most corresponding Python modules
are not actively maintained, the following alter-
natives perform similar tasks: dragnet4 features
combined and machine-learning approaches, but
requires many dependencies as well as extensive
tuning; python-readability5 cleans the page and pre-
serves some markup but is mostly geared towards
news texts; html2text6 converts HTML pages to
Markup language and thus keeps the structure, but
it doesn’t focus on main text extraction. Another
issue resides in the lack of output formats corre-
sponding to corpus linguists’ needs for document
storage and processing, e.g. XML formats such as
TEI/XML following the recommendations of the
Text Encoding Initiative.7

The trafilatura library (Barbaresi, 2019c)
scrapes the main text of web pages while preserv-
ing some structure, which is equivalent to boil-
erplate removal, DOM-based content extraction,
main content identification, and HTML text clean-
ing. The extraction focuses on original text and
can help with the noise consisting of recurring el-
ements (headers and footers, ads, links/blogroll,
etc.). It has to be precise enough not to miss texts
or discard valid documents, it also has to be rea-
sonably fast, as it is expected to run in production
on millions of documents. The processing result
can be in plain text or XML format. In the latter
case, basic formatting elements are preserved such
as text formatting (bold, italic, etc.) and page struc-
ture (paragraphs, titles, lists), which can be used
for further processing.

This is work in progress8, currently experimental

4https://github.com/dragnet-org/dragnet
5https://github.com/buriy/python-readability
6https://github.com/Alir3z4/html2text
7https://tei-c.org
8https://github.com/adbar/trafilatura

features include the extraction of comments (sepa-
rated from the rest), duplicate detection at sentence,
paragraph and document level using a least recently
used (LRU) cache, TEI/XML output, and language
detection on the extracted content.

4 Conclusions

This ongoing work constitutes a step towards the
ability to extract and pre-process web texts in or-
der to make them available in clearly definable
and coherent collections. In both software com-
ponents presented here, all the operations needed
from web page download to HTML parsing are
handled, including scraping and textual analysis.
URLs, HTML files or parsed HTML trees are given
as input and the libraries output strings in the de-
sired format. They can be used on common op-
erating systems, by themselves, within Python, or
on the command-line. Their versatility allows for
work on different languages and corpus types as
well as for inclusion in various processing chains.
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