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Introduction -- The constitution of a European Law: the ConDÉ project

• Research project funded by the Normandy region for a period of three years 
(December 2018 => September 2021)

• Three objectives: 
• (i) Patrimonial dimension: build a database compiling texts representative of the 

Norman Laws, over a long stretch of time (1250 => end of the 18th century), and 
establish a digital map of the owners/authors to show the vitality of written texts in 
Normandy.

• (ii) Legal dimension: facilitate access for historians and law historians to a highly 
homogeneous legal corpus, characterized by a rich arrestography and a strong 
tradition of commentary.

• (iii) Linguistic dimension: enriching existing textual corpora with "speciality" 
speeches.

=> We will explore this last point in particular, by taking an interest:

• I. To the texts selected for the corpus, their notable characteristics and our 
transcription process;

• II. To the XML-TEI structure used for their computer translation;
• III. To the set of POS labels and tokenization rules we followed.

• As our conclusions, we will show some of our early results, concerning some syntactic 
analysis.
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I. Texts selection & transcription methods

• P. Larrivée and G. Cazals identified the representative texts before the project began. 
They selected about fifteen texts, from the Très Ancien Coutumier (mid/late 13th 
century), the oldest known text of the Custom, to Pesnelle’s Coutume expliquée (1771), 
the last major work on Norman Law before the establishment of the Napoleonic Civil 
Code, which marks the end of French customary law.

• An attempt was made to include one text for every 50 years, knowing that before the 
sixteenth century, sources were scarce.

• Many texts were already digitized / accessible on large databases, including Gallica 
(<https://gallica.bnf.fr>) and Google Books. However, we had to take pictures of some of 
the manuscripts ourselves, or ask for a new digitization, their initial quality being 
insufficient for a semi-automated transcription.
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• Some noteworthy texts:

• Très Ancien Coutumier (BSG MS1743 [Sainte-Geneviève Library, Paris]).

• Until now, there was no official digital 
reproduction of the manuscript. There is a 
transcription by Marnier (1839 : 6-86), very 
faithful to the original except for a 
modernized punctuation. Tardif (1881 : 
XXV) described the manuscript:

« The mss. F.f.2 of the Sainte-Geneviève 
Library, part of which we print, comes from 
the Church of Saint-Lo in Rouen [...] ; it is 
written on vellum, with the greatest care and 
in-4° format ; enriched with capital letters 
decorated with lines of different colors. » 
(personal translation)

• As we can see, there is red ink that is 
difficult to digitize, but which makes this 
manuscript remarkable.
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• Rouillé (1539)

• Available on Gallica, in a very good 
digitization.

• Despite the blackletter, it’s a print, quite 
similar to incunabula Bibles, with a 
framing glose.

• A notable work in the history of Norman 
law.
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• Terrien (1578)

• Available on Gallica as well.
• It is a printed document, but the 

complexity of its composition, with 
networks of notes interwoven into each 
other and with the main text, has made it 
a very complicated text to encode (cf. Part 
II.).
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• After digitization, we had to transcribe the texts. To do this, we used the OCR/HTR 
Transkribus software <https://transkribus.eu/Transkribus/>, which allows 
collaborative work and training of handwritten text recognition models.
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• We had very good success rates (more than 97/99% character recognition). Even if 
perfection is unattainable, we managed to transcribe something in the order of 15/20 
million characters in less than a year. Transkribus also allows us to assign and locate 
text zones and produce an XML-TEI output, which was particularly useful during the 
logical structuring phase.

• Although tedious at the beginning (it was 
necessary to identify lines, text zones, etc.), 
this preparation saves us quite a lot of time 
in the end.

• It should be noted that this attribution of 
zones is not only a technical choice, but also 
a scientific analysis, as it corresponds to the 
internal organization of the text.

• In particular, it should be recalled that in this 
perspective, any segmentation is significant, 
and prepares future analysis.
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• The general structure will be based on 
the XML-TEI standard with the TEI root 
and three types of direct children: a 
<teiHeader> for metadata, a <text> for 
the body of the text and, in between, 
<facsimile> elements. The latter contain 
information and links to the facsimile of 
a page and the different text zones it 
contains.

II. XML-TEI Structure
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 It is divided into « text 
region » <zone> 
elements, which are in 
turn separated into 
« line » <zone> elements. 
Attributes indicate the 
portion of the image they 
occupy. Each one also 
has an identifier that 
allows it to be linked to 
the text it represents in 
the text body. 
Reproducing almost 
exactly the structure 
defined in Transkribus 
will allow us, when 
needed, to display the 
text according to the 
page structure instead of 
to its logical structure.

 The structure of the <facsimile> elements is almost identical to this part of Transkribus' 
XML-TEI export.
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The internal structure of the <text> element has been modified. It will be based on divisions 
<div> corresponding to the logical structure of the text: @type="book" <div> containing 
@type="chapter" <div>, themselves containing @type="section" <div>. Inside the latter are 
elements <p> (paragraph) and elements <note>.
 This distribution allows us to obtain the same encoding grain on each text to facilitate the 

navigation. For those who, like the Très Anciens Coutumier, do not contain a division into 
books or chapters, the different sections will be contained in a single chapter, itself in a 
single book.
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 The fine segmentation of the pages and the definition of the nature of each text area 
allowed us to write a first XSL transformation on the XML-TEI output by the software, 
based on the typing of said areas to them transform into the suitable element.

The auctorial notes will be contained in <note> elements, if possible with an @type 
attribute, the note call contained in @n attribute and a <label> element containing the 
reference to the commented main text portion.
 Elements of custom, judgments, ordinances, etc. are the <p> elements and will form 

the basic unit of the text. They will contain the notes in their logical location.

e Par vil ſervice. Comme vauaſſories roturieres, & aiſneſſes qu’aucuns tiennent, 
& ſont ſuiets...

Original form of the note thus 
encoded:
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 The editorial paratext (headers, signatures, page numbers) will be contained in the 
facsimile elements. As they are linked to the codex format and the digital format giving 
new internal reference possibilities, these indications are now superfluous and hinder 
the logical progression of the text. We have therefore chosen not to include them in the 
body of the text. However, they are kept to reconstruct the exact transcription of a page 
if necessary. 

We use the <fw> (form work) element of the TEI Consortium with attributes detailing the 
nature and position of the paratext it contains according to the mandatory values of the 
TEI guidelines.
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Abbreviations will be resolved using the <choice> element and its children <abbr> 
(abbreviation) and <am> (abbreviation marker) for the original abbreviation and <expan> 
for its resolution.
Punctuation will be modernized for the oldest texts, still with the <choice> element but 
this time with its children <orig> (original form) and <reg> (regularization). Missing 
characters such as the long S (ſ) will be represented in the same way.
 The inclusion of the original character and its modernization will make it possible to 

give the choice of a diplomatic, semi-diplomatic or modernized text visualization and, 
we hope, the juxtaposition of two versions for comparison.

Example :
p̲ ſonnes
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 We use the Junicode font, which 
supports many antique or 
medieval characters that are not 
supported by most fonts, like ꝓ , Ꝝ 
or ℂ. All characters are however 
declared in the Unicode table and 
have therefore an objective 
encoding, whether the font 
supports them or not.

 As the site is currently under 
development, the use of Junicode 
on the site is not yet fully 
confirmed. On some browsers, the 
diplomatic display could be 
"perforated“ as custom font 
settings could refuse to use 
Junicode…

About Junicode, cf. <https://folk.uib.no/hnooh/mufi/> & <
https://sourceforge.net/p/junicode/>

https://folk.uib.no/hnooh/mufi/
https://sourceforge.net/p/junicode/
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III. PoS labelling, tokenization & lemmatization

• The last step in the encoding is the NPL enrichment, the difficulties of which are known 
in terms of (i) software training; (ii) the relevance of the label set & the tokenization 
rules.

• But long-term diachronic labelling also presents its own difficulties:

• In terms of lemmatization: should a medieval text be lemmatized in the same way 
as a modern one? What about words that have undergone significant 
morphological changes?

• In terms of PoS labelling: does the set of labels have to reflect the evolution of 
grammatical categories over time?

• There are, for example, famous difficulties in the grammaticalization of some French 
units. For example, the complex conjunction parce que:

• Nowadays, it’s a single "word". But in old French, wouldn't it be more relevant to 
segment it as par ce que, in three words?

• Is it relevant to lemmatize the conjunction pource que as such, even though it was 
replaced in Classical French by parce que, which occupied the same syntactic roles? 
More broadly, which lemma must we chose for allomorphs?
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• There have been several large-scale diachronic morphosyntactic labelling projects in 
the past. 

• In particular, we hesitated between two models: CATTEX and PRESTO. We finally opted 
for this second set. CATTEX is certainly very effective for Old French – it was designed 
specifically for it – but its annotative choices are less relevant for the other language 
states. PRESTO <presto.ens-lyon.fr>, on the other hand, was designed for this 
particular perspective.

• We made this choice for two main reasons:

• Firstly, the target audience. The (future) users of the database will not necessarily 
be linguists, but also historians and even enthusiasts. It was therefore necessary to 
use grammatical categories that were strongly in common usage strongly enough 
to facilitate research, while allowing a grain fine enough to allow advanced 
research.

• Secondly, the cost / benefit ratio of the process. Given the size of our texts, we 
needed a set that limited human intervention and produced an acceptable 
noise / silence rate, at least at first.
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• Among the PRESTO choices to remember:
• A dedicated label for être & avoir.
• A PAG label for “Participe, Adjectif verbal, Gérondif". This label was notably made 

for the "-ant forms" and past participles. This label prevents the annotator to have 
to decide between the identity of one specific form.

• A tokenization / segmentation / concatenation process that takes into account the 
end point of linguistic evolution. Therefore, parce que is tokenized and analyzed as 
a single word, through every one of its mention.

• The ability to navigate between a minimum set (with only first level categories, 13 
of them) and the complete set (around 50 labels – or example, from the "Verb" 
label, we add the sub-labels “Infinitive" / "Tensed", etc.)

=> Of course, these choices are questionable from a linguistic point of view. But 
we have to remember that a set of labels is not meant to solve analytic problems.

=> Moreover, this PoS enrichment is only one more entry among others, 
especially the research of exact words and/or lemmas. The aim is thus to refine the 
research process and not to propose an absolute, indelible grammatical categorization of 
the texts.

=> Finally, one last advantage: the PRESTO set is proposed by Frantext, alongside 
its usual set. This allows corpora interoperability, and the sustainability of our project.
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• The annotation was made thanks to:
• A dictionary using various archaization rules;
• The collaborative annotation software ANALOG, developed by Marie-Hélène Lay 

(Université de Poitiers, France)

• The dictionaries are available for download on the PRESTO website <presto.ens-
lyon.fr>

• They are presented in a “.dff “format, readable with a txt editor. Each line corresponds 
to a word. The general format is the following: <Word / PoS 1 / PoS 2 / Lemma 1 / 
Lemma 2 / INC>. • The first label refers to the 

minimal set, the second to the 
complete one.

• Similarly, lemmatization can be 
refined, for example by 
distinguishing derived/compound 
words. In this example, Lemma 1 
can thus be “Déculpabiliser" and 
Lemma 2 “Coupable", or 
“Culpabiliser"... depending on the 
scientific choices made.

• However, we have chosen to 
remain in a modern 
lemmatization perspective here, 
for the same reasons as before.
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• The dictionary was automatically generated using online dictionaries such as 
Morphalou, the DMF and the TLFI, and archaicization rules were then applied to 
consider potential diachronic forms.

• We still need to continue this annotation phase, but the first results on transcribed 
texts (i.e., from the 16th century onwards) are very promising. However, we still need to 
write decision rules to clear ambiguities (such as the analysis of que, between adverb, 
pronoun, conjunction…) in order to automatize the verification of forms.

=> Here is one of the main advantages of working on a generically homogeneous 
corpus: it is likely that words that could be ambiguous must always be analyzed in the 
same way. For instance, the word bailly, which could be a tensed form of the verb baillir, 
will likely be resolved as a substantive, given the nature of our texts. 



Introduction

Part 1

Part 2

Part 3

Conclusions

• The ANALOG software, kindly given to us by Marie-Hélène Lay (FoReLLIS, Université de 
Poitiers), makes these annotation operations particularly efficient. The software then 
exports the annotated text in a CSV file, which is then easily transformed into an XML 
one.

• The color blue indicates 
automatically validated 
words. Obviously, the richer 
the dictionary is, the more 
potential ambiguities 
increase.

• It is possible to add words 
to the dictionary "on the 
fly", and share the 
annotation to work 
collaboratively.
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• We structured these informations in the TEI-XML file as such:

<w n="18087" lemma=“LIEU" pos="NOM">lieu</w>

=> Each token is encapsulated in a <w> tag with three attributes:

• n, which corresponds to the location of the word in the linearity of the text - at 
least in the linearity of the file provided to Analog for the lemmatization. 

• lemma, obviously.
• pos, or “Part of Speech”, which corresponds to the grammatical labelling. 



Introduction

Part 1

Part 2

Part 3

Conclusions

Conclusions

• As of today, we finished around 75% of the enrichment of our corpus. We still have to 
transcribe some manuscripts, and to “clean” the automatic transcription of the others, 
but we have today the full TXT transcript of the main part of our corpus.

• As for the NPL annotation, we have to apply and check the disambiguation of 
problematic forms. Once again, the first results are promising.

• Some data about our corpus, and some early results:
• Firstly, regarding the size of each texts. We distinguish the text from the law (blue, 

“Coutume”) and the comment (red, “Glose”). As we see, Basnage 1678 is, by far, the 
biggest of our texts. We have about 23 M characters in total. These numbers will 
not increase much: the remaining manuscripts are variants of the Grand Coutumier 
(GC 1300), perhaps with some original marginalia, but nothing more. Even the 
written forms are quite similar.
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• Secondly, some results regarding the expression of subject pronouns in medieval 
texts. They confirm our first results included in previous papers, notably (i) the role 
of the grammatical person, (ii) the parameter of expressivity and (iii) how early 
these legal texts are compared to the expected change process. These results will 
be discussed in-depth at the CMLF 2020.  

Tableau 1a – Fréquence (en %) des sujets pronominaux exprimés/non-exprimés dans notre corpus

  P1 P2 P3 P4 P5 P6

TAC 16/0 (100%) 5/0 
(100 %)

594/80 
(88,1%)

25/6 (80,6%) 7/0 
(100%)

19/2 
(90,5%)

GC 63/0 (100%) 18/0 
(100 %)

889/183 (82,9%) 32/0 (100%) 0/0 
(100%)

189/20 (90,4%)

Tableau 1b – Fréquence (en %) de l’antéposition/postposition des sujets pronominaux exprimés

  P1 P2 P3 P4 P5 P6 Total

TAC 
(410 prop.)

0/0 
(0%)

1/0 (100%) 79/6 
(93%)

2/0 
(100%)

0/0 
(0%)

20/1 (95,2%) 102/7 
(93,6%)

GC 
(302 prop.)

4/0 
(100%)

0/0
(0%)

45/4 (91,8%) 16/1 (94,1%) 0/0 
(0%)

14/1 (93,3%) 79/6 
(93%)

Total 4/0 
(100 %)

1/0 
(100%)

124/10 
(92,5%)

18/1 
(94,7%)

0/0 (0%) 34/2 
(94,4%)
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• At last, some results regarding the phrase “An & jour”, as a semantic frame. As 
time goes by, the phrase ascends to the beginning of the sentence. It seems to be 
linked to the periodic structure of the discourse, but further analysis must be 
made. However, first results confirmed some hypothesis on the evolution of 
infratextual units, and this of reading practices.
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• To sum up:

• An unprecedented corpus;
• High degree of generic, spatial, linguistic homogeneity;
• Non-literary texts, which give a closer look of the chronology of change.

=> Delivery date: spring/summer 2020
=> Corpus available on demand: 
<mathieu.goux@unicaen.fr>


