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One of the main interests of the Acoustic Emission (AE) technique is its capability to detect and

localise damage in structures. In this paper, the accuracy of AE sources localisation in concrete is

studied. Several methods related to the choice of the onset detection of AE signals and to the

location algorithm are evaluated and compared. The results show an important influence of the

onset detection method on the location accuracy of AE events. The choice of the minimisation

algorithm depends on the desired accuracy and the computation time. A statistical analysis based

on the distribution of AE events and energy is presented for the detection of damages and the

monitoring of the crack propagation. The comparison of the presented methodology demon-

strates comparative results with Digital Image Correlation (DIC).

1. Introduction

The monitoring of concrete structures is a major concern in the field of civil engineering to ensure their durability and safety. In

order to ensure these functions, the detection and the evaluation of damage severity is important to estimate its consequences on the

residual life of the structure [1]. In the case of quasi-brittle material such as concrete, macro-cracks occur after the development of a

micro-cracked area called fracture process zone (FPZ) [2–6]. Accumulation of micro-cracks causes a local decrease of the mechanical

characteristics of the material leading to crack propagation [7].

Micro-cracking is a phenomenon of localized damage causing the release of mechanical energy resulting in the propagation of an

elastic wave in the material radially from the source (called also event). The acoustic emission (AE) technique enables the detection of

vibrations due to elastic wave propagation by piezoelectric sensors located on the material surface. The main interest of the AE

technique is that it allows the monitoring of damage continuously. Some analysis based on signals parameters like energy give

informations on the state of fracture [8–10]. It also allows, through the analysis of wave’s arrival time and triangulation, the location

of events. In this context, many localisation techniques and picking of arrival time criteria have been developed or adapted from

seismic analysis [11–14]. Despite the large amount of localisation strategies in the literature, there is no consensus on a specific

technique in concrete. This is mainly due to few comparative studies between those techniques and no quantitative evaluation of the

Abbreviations: AE, Acoustic Emission; AET, acoustic emission testing; FPZ, fracture process zone; FT, fixed threshold; AIC, Akaike Information

Criterion; CMOD, crack mouth-opening displacement; GBNM, globalized and bounded Nelder-Mead algorithm; GA, genetic algorithm; AMA,

adaptative meshing algorithm
⁎ Corresponding author.
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influence of localisation strategies on the quality of the results.

The characterization of the FPZ was studied in the literature based on different techniques as the scanning electron microscopy,

the X-rays, the digital image correlation [15] and more particularly on the AE localisation map by considering different criteria as the

AE energy or the AE events density [16]. However, this characterisation is dependent on the accuracy of the AE event localisation.

The accuracy of localisation depends on many assumptions such as the wave velocity, the material properties, the media geometry,

the sensors installation and coupling [17,18]. In addition, a loss or partial acquisition of AE signals can decrease the accuracy of AE

monitoring in function of the adopted triggered acquisition modality [19]. The AE tomography and models taking into account a

variable velocity have been also applied for a better imaging of damage [20–22]. In plate like structures, several techniques such as

wavelet analysis and Newton based optimisation techniques have been used to determine the AE source location and velocity

[23–27].

An important criterion for performing a good location is the picking of arrival times from the recorded AE signals [13,14]. In fact,

the triangulation method is based on the detection of delays of AE signals between sensors. In order to overcome the errors generated

by a fixed threshold (FT) method [28], several onset picking techniques have been proposed in the literature such as cross-corre-

lation, autocorrelation, thresholding, and wavelet transforms [29–31]. The manual picking technique is very time consuming and not

useful when dealing with high amount of data. The amplitude threshold picker (fixed or floating threshold) is widely used for its

simplicity but may be source of error. The STA/LTA picker (Short Term Average/Long Term Average) and the automatic onset

detection algorithms based on the Hinckley criterion and Akaike Information Criterion (AIC) are developed for a more accurate

localisation of sources [13,29,30]. New methods based on analyses in the time domain and the time frequency domain have been also

proposed as time-varying and continuous wavelet transform correlation methods [32,33].

The localisation process depends on the source localisation methods [34,35] and also on the resolution of the minimisation

problem [36,37]. Several iterative algorithms, which consist in generating a sequence of testing and updating of a trial solution based

on a linear least-squares algorithm, have been applied to obtain the optimal source location coordinates [38]. Simplex algorithm is a

common algorithm used for its speed [39]. However, this algorithm converges to a local minimum in the minimisation problem and

may lead, in some cases, to an incorrect solution. Algebraic approaches such as the Geiger iterative algorithm and the Bancroft direct

algorithm, widely used in seismology, have also been successfully applied [40,41]. Artificial intelligent techniques have also been

used for AE location as artificial neural network, Bayesian statistics and genetic algorithms [42,43]. Mapping is an alternative

approach for the AE source location where, the arrival time differences are compared with those of a spatial coordinate system, i.e. a

particular grid with variable fineness [44,45].

In this paper, an experimental investigation is proposed to study concrete mechanical damages. Three point bending tests have

been carried out on notched concrete beams and the monitoring of damage has been assessed by means of the AE technique in 3D

configuration. In order to ensure a reliable location of micro-cracks, various methods of onset detection of AE signal and minimisation

problem have been tested and their influence on the location map have been analysed. The first part of the following work is to

highlight the influence of picking methods on the location. Subsequently, three alternative algorithms are developed to overcome the

weaknesses of simplex algorithm, commonly used in the resolution of the location problem. The advantages and disadvantages of

those methods and the possibility of improving the accuracy of AE technique are discussed. Finally, the most accurate methods have

been used for mapping the events and energy distribution, and the crack propagation that has been validated by Digital Image

Correlation (DIC).

2. Experimental program

2.1. Materials and procedures

The tested concrete is made with 52.5 R Portland cement and crushed limestone aggregate. The composition of the concrete is

shown in Table 1. The compressive strength at 28 days is about 47MPa.

The tested concrete beams are 500mm in length, 250mm in height and 120mm in width. A central notch having a width of 4mm

and a height of 10mm is located at the bottom part of the beams (Fig. 1). The three-point bending test was performed using a

hydraulic machine MTS of 100 kN capacity (Fig. 1). The loading of the beam was conducted with a constant crack mouth-opening

displacement (CMOD) rate of 2 µmmin−1. The CMOD measurement consists in recording the distance between two alumina plates

glued on the bottom surface of the beam, on each side of the notch with MTS Model 632.03F-30 clip gauge extensometer

(range ± 4mm).

Table 1

Concrete composition.

Components Mass proportions (kg m−3)

Cement CEM I 52.5 CE NF 320.0

Water 197.5

Sand 0–4mm 830.0

Aggregates 4–11mm 445.0

Coarse aggregates 8–16mm Balloy 550.0
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2.2. Acoustic emission measurements

The monitoring of damage was carried out using a network of 8 piezoelectric R15 sensors with a resonance frequency of 150 kHz.

Transducers were placed around the expected location of the crack propagation. The two main faces of the beams were instrumented

with 4 sensors to obtain a 3D localisation of AE events (Fig. 2). They were placed with silicon grease used as the coupling agent.

A sampling frequency of 1MHz was used for the acquisition of 2048 samples per AE signal. AE signals were amplified with a

40 dB gain amplifier. The signals are converted by a PCI-card 8 and filtered by a low pass filter of 400 kHz and a high pass filter of

100 kHz. The signal detection threshold was set at a value of 35 dB based on noise measurement. The velocity was measured with the

evaluation of time of flight pulses between sensors placed on each side of the beam Acoustic events are formed from a set of signals

(or hits) received in a maximal period of 71 µs and by at least 4 sensors for a 3D source localisation.

2.3. Digital image correlation

The DIC system has been used to measure the displacement fields and to identify the appearance of cracks on the concrete surface.

The displacement field is obtained by analysing the correlation between an image of the deformed specimen taken at a given time to a

reference image, generally taken at the beginning of the test. Two cameras were linked with a stereovision technique in order to

measure the displacement field in three dimensions by using two corresponding images. The third dimension is obtained during

specimen deformation by stereo correspondence [46–49], or triangulation of two images that have a common part in their field.

The resolution of the system directly depends on the distribution of gray levels which in turn depends on the light intensity and

the surface texture of the material. A sufficiently random speckle pattern has been realised on the studied concrete surface. White

paint has been first applied at the surface before the black speckle to obtain better contrast. Two lamps were used to improve the

luminosity of the images. Two 5.0 MP numerical cameras have been used to obtain more stable pictures without any vibration. The

images with 2128×564 pixels were stored in the system and were analysed afterwards using Vic3D software v7.2.4. During the post

treatment analysis, every zone of interest of the image is divided into several finite subsets. The resolutions obtained for each size of

specimen were 1 pixel= 105 µm. The chosen size of one subset is 19× 19 pixels in this case. The uncertainty of displacement field is

about 6 µm.

3. Localisation principle

The location of micro-cracks is based on the following assumptions:

Fig. 1. Three point bending test on concrete beam (a). MTS CMOD device (b).

Fig. 2. Specimen geometry and AE transducers positions on two opposite faces A and B.
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• sources are punctual (called also event),

• sources are temporally spaced apart from each other so that the acoustic activity resulting from a source does not interfere with

the acoustic activity of the next source,

• wave propagation velocity is constant,

• material is homogeneous and isotropic.

According to these hypothesis, waves travel from a source point to sensors following a straight path with a constant velocity.

x, y, z are the source location coordinate; Ti (i = 1, 2,…, n) is the ith piezoelectric transducer and its coordinate is (xi, yi, zi) (i= 1,

2, …, n); li (i = 1, 2, …, n) is the distance from the source to the transducer Ti; ti (i= 1, 2, …, n) is the arrival time recorded by the

transducer; t0 is the origin time of AE source. ti can be expressed as:

= +t
l

v
ti

i
0 (1)

where v is the wave velocity and = − + − + −l x x y y z z( ) ( ) ( )i i i i
2 2 2 , thus:

− × = − + − + −t t v x x y y z z( ) ( ) ( ) ( )i i i i0
2 2 2

(2)

As seen in the previous parts, the localisation process is based on the measured arrival time of signals ti
meas. Due to the lack of

knowledge of the exact time when the source appeared, delays are considered relative to the first detected hit: = −t t t∆ i
meas

i
meas meas

1 .

Considering previous assumptions, the delays between sensors depend on the position of the source. The location of events is thus

determined by solving an error minimization problem between the recorded data via the sensors and an estimated event with a

known position (Eq. (3)).
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−
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i

n i
meas

i
esti

1

2

(3)

where “n” is the number of sensors associated to the event.

The position of estimated events is determined by an iterative algorithm. The retained position corresponds to that of the esti-

mated event for which the error criterion is minimum (Fig. 3).

Fig. 4 gives an overview of the shape of the error criterion (from Eq. (3)) in 3D for our beam geometry. This map has been

obtained by the computation of all ζ" "inside the beam between a simulated source (in green) and more than 12 million estimated

sources. ζ has a maximum value around the sensors and a minimum value at the source point. The goal of the minimisation algo-

rithms is to find this minimum which corresponds to the position of the source. This map has been obtained in 3.7 s for one source.

Regarding all events recorded during a test (~15,000), it would take more than 15 h of computation to obtain this map for all events.

Note here that the computation time increases with the increase of specimen size.

To summarize, the localisation of AE events depends on at least three factors:

• the wave velocity,

• the capability to determine precisely the onset time of AE signals,

• the algorithm used to solve the minimisation problem.

In the following parts, the influence of picking methods and algorithms will be studied and discussed.

3.1. Onset time detection methods

3.1.1. Fixed threshold (FT)

The determination of the onset time of AE signals has been identified as a source of error for events location. In fact, the overall

Fig. 3. Principal of AE events location by AE technique.
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delay measured between the sensors is influenced by the method of determining the onset time of AE signals. The acquisition of data

used in this work has been performed using a FT which is the simplest form for onset picking. This technique defines the onset time of

a signal as the time at which the amplitude received by the sensor exceeds a previously established threshold (35 dB here). The

disadvantage of this technique is that it is not adapted for signals with small amplitude and high noise level. As presented in Fig. 5 an

important delay between the beginning of the signal determined by the FT method and the apparent onset time of the signal is

observed.

3.1.2. Akaike criterion (AIC)

The onset time detection is determined by comparing the difference between standard deviation passed and forthcoming at each

point of the signal. Eq. (4) gives the exact form of this criterion.

= − −AIC k std s k N k std s k N. log[ ( (1: ))] ( ). log[ ( ( : ))].k (4)

where “k” is the considered sample and “N” the number of samples where the computation is performed. The orange curve in Fig. 5

shows the complete form of this function. AIC gives the position where there is a significant modification of the signal which, in our

case, corresponds to the onset time of AE signal. The minimum of AIC (green) corresponds to the apparent beginning of the signal.

Thus, there is no effect of the amplitude in the deamination of the beginning of the signal using the AIC criterion

3.2. Source localisation techniques

Analytical solutions do not exist for high order localisation of AE events. In fact, when the number of used sensors is higher than

the number of unknown localisation parameters, the system of equations is over-estimated. Computation techniques exist to solve this

problem but localisation of only one event means hundreds of calculations. This is why algorithms based on least-squares methods

can be used to perform a large amount of process leading to a solution in a short time. Four different algorithms are considered here

Fig. 4. 3D map of computed error ξ" " for an AE simulated source (green). Sensor positions (red and pink). (For interpretation of the references to

colour in this figure legend, the reader is referred to the web version of this article.)

Fig. 5. Typical acoustic waveform and results of two different picking methods: FT (magenta), AIC function (orange) and its minimum (green). (For

interpretation of the references to colour in this figure legend, the reader is referred to the web version of this article.)
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in order to find the position (x, y, z) of AE events with a minimum error value.

3.2.1. Simplex and globalized and bounded Nelder-Mead algorithms (GBNM)

The simplex algorithm (or Nelder-Mead algorithm) is commonly used in the literature for the localisation of AE sources. The main

advantage of this algorithm is its fast computation. However, it requires a starting position, which can greatly affects the results. In

addition, if the problem to solve contains local minimums, the algorithm can converge to one of those minimums while only the

global minimum is sought. Moreover, in its simplest form (without fixed boundary), the algorithm can converge to a solution

corresponding to an event located outside the studied structure. In order to overcome those problems, an enhanced version of the

Simplex algorithm called “globalized and bounded Nelder-Mead” is used [50]. Fig. 6 shows an example of simplex process in space

with two consecutive simplex in 2D. In this case, the first simplex built from an initial position is a triangle defined by three positions:

x x and x(1), (2) (3)1 1 1 . Depending on the values of ξ at those points, a new simplex is formed. This new simplex can be reflected (r)

extended (s) or contracted outside (c) or inside (cc) version of the first one.

3.2.2. Genetic algorithm (GA).

GA are increasingly applied to engineering problems. The global principle of genetic algorithms is to define new solutions by

“mutations” or “crossovers” methods. They generate various mathematical solutions using an optimization function [51].

The number of initial solutions, the proportion of solutions retained to build parents, and the way the children are computed from

parents are controlled by several parameters that can be modified.

3.2.3. Adaptive meshing algorithm (AMA)

In this paper a new adaptive meshing algorithm (AMA) is proposed. The AMA is inspired from the mapping technique [52]. One of

the main advantages of AMA compared to other minimisation algorithms is the possibility to easily adapt the shape of meshes used to

simulate structures with a more complex geometry than a parallelepiped. The final solution is defined from a set of positions covering

the damage referred area. Measured delays (∆tmeas) between transducers are compared to delays computed at each node of the

defined mesh (∆tmesh). The comparison between those two set of data is made with the error criterion. To increase the accuracy and

reduce the computation time of this technique, three successive meshes are used to determine the position of a single event. Fig. 7

gives an example of the applied set of meshes. The largest mesh (blue) covers almost all the beam, while the second (orange) and

third mesh (yellow) cover small areas with closer nodes until 2 mm of spaced nodes in the case of this study.

4. Experimental results

Fig. 8 presents the load versus CMOD curves of three point bending tests for the three tested beams P1, P2, and P3. To get the post-

peak branch of the mechanical behaviour, the tests were controlled with a constant crack-mouth opening displacement (CMOD) rate

of 2 µm.min−1. To better have an idea about the damage level of the tested beams, nine loading-unloading steps were carried out

including four steps in the pre-peak phase (at approximately 20%, 40%, 60% and 80% of the maximum load respectively) and three

steps in the post-peak phase (at approximately 80%, 60% and 40% of the maximum load respectively). The loading and unloading

phases are spaced by a 20min stage during which the CMOD is maintained constant. The objective is to evaluate the AE activities

which can occur during a stable propagation of the crack, especially in the post-peak phase. Apart from that, three phases in the post-

peak branch, namely phase 1, phase 2 and phase 3, were defined in Fig. 9 corresponding to a stable propagation of the crack from

approximately 80%, 60% and 40% of the maximum load in the post-peak branch respectively.

The slope and the width of the loading-unloading loops can be associated with the damage degree of the beams. The results show

a classical behaviour of concrete with an almost elastic phase before reaching the maximum load followed by a nonlinear phase until

the failure of the beam. A significant decrease of the slope of the load-CMOD curve in the post-peak phase corresponding to the crack

propagation can also be seen from Fig. 8.

The results of mechanical tests are also presented in correlation with the normalized cumulative number of AE events and energy

Fig. 6. Example of 2 consecutive simplex in 2D.
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as can be seen in Fig. 9. The AE event energy was calculated as the mean value of the corresponding AE hits energy. During the pre-

peak phase, few AE events are detected. The AE activity grows during the beginning of the nonlinear phase and increases significantly

in the post peak region indicating the propagation of the fracture. Finally, AE activity rate decreases progressively and tends to zero

for higher CMOD values. Fig. 10 shows the relation between the load proportion and cumulative proportion of events for the three

Fig. 7. Example of meshes used in AMA. Coarse mesh (~1 cm between blue nodes), first refined mesh (~0.5 cm between orange nodes) and final

refined mesh (~2 mm between yellow nodes). (For interpretation of the references to colour in this figure legend, the reader is referred to the web

version of this article.)

Fig. 8. Load versus CMOD curves for each beam.
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tested beams. It can be seen a high correlation between the load proportion and the proportion of events for the three beams with a

very close slope. These results indicate that the cumulative proportion of events is a very interesting indicator of concrete damage

under bending loading.

4.1. Influence of onset time detection methods on the localisation of AE events

Fig. 11 shows the damage localisation maps obtained with the two different onset time detection criteria: fixed threshold FT (a)

and Akaike criterion AIC (b). Those maps are the 2D projection of AE events in the main face of the beam. Each blue dot represents

one of the detected AE events. The simplex algorithm has been used in both cases for the minimisation problem. The results show

different localisation maps with higher concentration of AE events around the cracking zone when the AIC criterion was used. This

can be seen in Fig. 12 showing the distribution of AE events in each direction (x, y, and z). The distribution is obtained by considering

the number of AE events present at a distance of 1 cm. The results show a clear concentration of AE events around the cracking zone

Fig. 9. Load versus time curve correlated to cumulated proportion of events and energy received on P2.

Fig. 10. Relation between load proportion and cumulated events proportion.

Fig. 11. AE events localisation maps obtained with FT (a) and AIC criterion (b) and Simplex as minimization algorithm.
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with 18.7% above the notch for AIC and 7.5% for FT regarding the distribution along the x axis. The width of the FPZ was estimated

in previous studies based on the distribution of AE activities considering several criteria [53,54,15]. One of the most used criterions is

the one that considers the width of the FPZ as the distance at the intersection between the distribution of AE activities and the line

situated at 20% of the maximum values [15,16]. Thus, based on the localisation strategy, the width of the FPZ may vary with an

important rate (from 7 cm with AIC method to 10 cm with FT method). This indicates that the localisation accuracy should be

seriously considered for the characterisation of the damaged zone to avoid misleading results. Another way to compare those two

techniques is to evaluate the error (Eq. (3)) obtained with the localisation process in each case. Fig. 13 shows the cumulated number

of AE events located inside the beam in function of the residual error calculated based on Eq. (3). The results show that the proportion

of AE events located inside the beam with AIC is systematically higher than the proportion obtained with FT. For example, 40% of AE

events analysed with AIC are located inside the beam with an error less than 2 cm against only 20% for AE events analysed with FT.

The given proportions are normalized to the total amount of events received during the test in order to make the results comparable.

4.2. Influence of minimisation algorithms on the localisation of AE events

Fig. 14 shows the AE events localisation maps obtained when applying GBNM, AMA and GA to solve the minimisation problem. In

all the cases and in agreement with the results obtained in the previous Section 4.1, AIC has been applied to determine the beginning

Fig. 12. Comparison of AE events distribution along x, y and z axis regarding the total number of AE events received for 2 picking methods: AIC

(blue) and FT (yellow). (For interpretation of the references to colour in this figure legend, the reader is referred to the web version of this article.)

Fig. 13. Proportion of cumulated AE events located inside the beam vs error. Comparison between two criterion for onset time determination of AE

signals: FT and AIC.
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of signals. At the contrary to simplex algorithm, no AE events are located outside of the beam with GBNM, AMA and GA due to

geometrical constraints. The distributions of AE events are similar along the x axis with 19.8% of AE events located above the notch

with AMA, 18.68% with GBNM and 19% with GA.

Fig. 15 shows the cumulative proportion of AE events located inside the beam in function of the corresponding error. In fact, AE

events localised at the boundary surfaces were also filtered. The results show that the efficiency of algorithms depends on the error

range considered. Note here, that the measured error in each algorithm depends on the input parameters. For errors less than 1 cm,

Fig. 14. AE events localisation maps obtained with GBNM (a), AMA (a) and GA (b) with AIC as pick up method.

Fig. 15. Proportion of cumulated AE events located inside the beam vs error. Comparison between the four algorithms of resolution: simplex,

GBNM, AMA and GA.
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AMA, Simplex, GBNM and GA are comparable. However, AMA gives a larger proportion of AE events located inside the beam with an

error higher than 1 cm. For example, 44% of events are located inside the beam with an error less than 2 cm against 39% for GA and

Simplex algorithm.

4.3. Global comparison

Fig. 16 presents the cumulative proportion of AE events inside the beam in function of the error for each localisation method

(onset detection time and source localisation techniques). The amount of events located inside the beam under a given error is higher

with the use of AIC criterion for all algorithms. Furthermore, and for a given picking method, the use of AMA algorithm allows a more

important proportion of events located inside the beam. However, AMA is less efficient than the two other algorithms for errors less

than 1 cm for both picking method. This is due to the fact that the number of possible final solutions is limited because it depends on

the grid defined by the user. If the distance between two nodes of the last mesh is about 2mm (which is the case in this study) and the

real solution is actually between these two nodes, it will not be possible to find the exact solution. This is why AMA does not perform

good results for errors near 0. The fact that simplex and GBNM and GA allow the location of a larger number of events with error near

0 may be explained by the ability of those algorithms to find the exact solution when the initial position is well defined.

The accuracy of the damaged zone analysis based on AE events can be increased by considering the numerical error as a filter

criterion. The amount of the retained data depends on the desired accuracy as well as the localisation strategy based on the mini-

misation algorithm and the picking method. Thus, this study shows that the localisation of events is more sensitive to the choice of the

picking method than the algorithm of minimisation. The four algorithms can be also compared in terms of time consuming. Fig. 17

presents the computation time for each algorithm to determinate the position of one event. The results show that the GA is more time

consuming then the three other algorithms.

4.4. Damage evolution and cracking monitoring

Based on the previous results, AIC picking method and AMA algorithms have been chosen for the damage and cracking mon-

itoring. Fig. 18 presents the correlation between the load and the cumulative number of AE events and AE energy during the entire

loading process in function of time. The density of AE events has been also plotted based on the 2D localisation maps of AE sources at

the peak load (Fig. 18a), at 50% of the maximum strength in the post-peak region (Fig. 18b) and at the end of the test (Fig. 18c). The

Fig. 16. Proportion of cumulated events inside the beam related to the associated error. Comparison between the different localisation strategies.

Fig. 17. Mean time consuming by event for each algorithm.
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number of AE events present in each mesh of 1 cm is calculated. The AE events density gives an indication on the areas of acoustic

activity in space. The density of AE events is calculated as the number of localised events in 1x1cm. In parallel, the density of the

absolute acoustic energy has been also plotted as it can provide valuable information on the fracture process. Each event is then

Fig. 18. Correlation between the load and the cumulative number of AE events and AE energy in parallel with the density maps of AE events and AE

energy at three different phases of crack propagation.
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weighted by the associated energy and normalised with respect to the maximum received energy.

The results from Fig. 18 show that the AE activity (cumulated number of events and energy) is in good correlation with the

loading level. The rate of AE events is low at the beginning and then increases after the load reaches the peak indicating the

propagation of the crack. At the peak load, few AE events are detected due to the damage that begins to develop in the nonlinear

phase in a distributed manner in front of the notch due to stress concentration.

In the pre-peack phase, no liberation of energy is observed indicating an elastic behavior of the material. After the peak load, the

cumulative energy and the number of events increase with two different behaviors (a constant low level of energy followed by a

sudden liberation of energy). This behaviour can be related to the typical damage of concrete which is a combination of micro-

damages (liberation of a low acoustic energy) followed by the propagation of cracks inducing a strong acoustic energy.

The density of AE events and absolute energy (Fig. 18a) also shows that AE events with small energy have been emitted in the first

phase (from the beginning of the test until the load-peack. In this phase, the events density and energy density represent only 2.2%

and 2.9% of the total events and energy, respectively. At 50% of the peak load in the post peak region, both density of AE events and

AE absolute energy show a more remarkable crack length. In fact, cracks begin to join up together, propagate in the mortar matrix

and localise in a single macro-crack exhibiting different realistic features as crack bridging and indicating a rough and complex

fracture surface along the ligament length of the beams. During the terminal post peak region, the number of AE events continue to

increase with a lower rate due to the stable propagation of the crack. AE events are generated as a consequence of different

toughening mechanisms through the crack faces on a micro and meso level, such as bridging and friction. It can be seen that the

density of AE events and AE energy is higher at the core of the crack outlining the crack path.

4.5. Combination of DIC and AE techniques for the evaluation of the crack length

In an attempt to quantify more precisely the propagation length of the crack, that is the position of the crack tip, a new method is

proposed based on the comparison between the results obtained by DIC and AE techniques. It consists in determining a criterion

based on the cumulative distribution of AE events along the main axis of the crack to identify the crack tip. DIC technique was used to

determine the position of the crack tip from surface displacement field measurements. For that, crack opening displacement cor-

responding to a sudden jump in the displacement field was reported in function of the height of the beam. An example of dis-

placement field obtained after the localisation of a macrocrack is presented in Fig. 20. As can be seen, there is a jump in the

displacement field at the position of the crack. Once the crack opening profile was obtained, the crack tip can theoretically be

estimated as the position where the crack opening equals to zero [15]. However, one have to note that the crack length obtained by

this technique includes not only the length of the (visible) macrocrack but also that of the FPZ where microcracks exist [12]. In this

study, the crack tip obtained via the DIC technique was taken as the reference value and is subsequently reported on cumulative AE

distributions in order to obtain an estimation of the corresponding value of AE events proportion (Fig. 19).

The crack length measured from the notch tip has been approximately located based on the crack opening profiles as previously

explained. The crack length has been measured at different loading stages with DIC and the values were reported on the cumulative

local and global distributions of AE events in y direction (Fig. 19). The local distribution consists in considering only events received

in a time window corresponding to the interval between two successive measurements. For example, only AE events recorded

between 80 and 70% of the maximum load in the post peak region are considered. However with the global distribution, AE events

recorded from the beginning of the test are considered to characterize the length of the crack at a defined time.

The relative position of the crack length hvc obtained by video-correlation is symbolized by a vertical dashed line and the

corresponding proportion of AE events can be deduced. The results show that the proportion of AE events located below the hvc

height of the crack is systematically greater than 94% for local distribution and 96% for global distribution. Thus, the choice of the

Fig. 19. Cumulative distribution of AE events in y direction.
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distribution type does not seem to have an important impact on the discrepancies between both methods. Note here that before the

peak, AE events are spread and the precision of determing the crack length is not very accurate. The comparison between AE events

distributions and DIC measurements allowed to emerge a constant value of about 4–6% of AE events in front of the notch tip and

varies between 2.4 and 7.7% independently of the used method. Fig. 21 shows the comparison of the crack length obtained with DIC

and the local and global distribution of AE events. The results show that the average difference between the crack length measured

with DIC and that obtained with both AE distribution methods is almost identical. The use of the global distribution systematically

provides a greater height for the crack length in comparison with the local distribution (0.6 cm on average). The crack length growth

measured using DIC and the cumulative distribution of AE events can be used as an indicator of damage accumulation in the beam.

The accuracy of both techniques should be confirmed with other non destructive techniques.

Fig. 20. DIC of cracking in the tested concrete beam.

Fig. 21. Comparison of crack length evaluated by DIC and AE.

14



5. Conclusions

The main objective of this research work was to study the effect of two criteria on the location of AE events. Initially, the influence

of the picking methods (AIC and FT) for evaluating the beginning of AE signals has been analysed. Then, the reliability of four

localisation algorithms (AMA, GA, GBNM and simplex algorithm) has been studied. The shape of the damage area is greatly affected

by the choice of the picking method. The use of AIC leads to a higher distribution of events around the fracture. This can greatly affect

the size of the localised damage area. Furthermore, a quantitative comparison between the two criteria shows that the final errors

obtained at the end of the localisation process are different. In addition, AIC criterion leads to a higher proportion of events located

inside the beam for a given error. On the other hand, no ultimate method has been observed when comparing the four algorithms for

solving the optimisation problem: Simplex, GBNM, AMA, and GA. The choice of an algorithm depends on the desired accuracy and

the input parameters. In our case, AMA gives better global results for errors larger than 2 cm which is the chosen limit of the accepted

error. Therefore, each algorithm has its own advantages and disadvantages. Another point to consider is the time consuming of each

technique. To go further, a mix of the different algorithms could lead to an optimum localisation by dealing with the speed and

precision of simplex and the global analysis of GA or AMA techniques. The error of localisation can be considered as a data filtering

criteria. The comparison between the DIC and cumulative distribution of AE events shows that a proportion of about 95% of the

events can be used as an indicator to monitor the crack length propagation.

Additional research will be realised in the future in order to improve the localisation accuracy by discriminating effectively AE

sources signals for a better monitoring of crack propagation in concrete. Other algorithms are also under test for improving the

localisation of events by taking into account the uncertainty of measurements.
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