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Nomenclature  

φ : latitude of the area (-90≤φ≤90) 
δ : Solar declination  (-23.45°≤ δ ≤23.45°) 
γ : Surface azimuth angle (-180°≤ γ ≤180 ° ; 
-90°=due East) 
β : slope with respect to a horizontal plane. 
(0°≤ β≤180°) 
ω : hourly solar angle 
𝜃 : solar incidence angle 
𝜃𝑧 : solar zenith 
𝑅𝑏 : Geometric factor 
SoC : State of Charge  
GA : Genetic Algorithm 
𝐻2 : hydrogen 
𝐻2-tanks : hydrogen tanks 
𝐻2-SoC : state of charge of the 𝐻2-tanks. 
MPPT : Maximum Power Point Tracker 
P :  pressure (Pa) 
n : amount of substance (mole) 
V : volume (𝑚3) 
T :  temperature (K) 
R : gas constant (8.314 J/K/mol)  
EMS : Energy management strategy 
PV : Photovoltaic 

Wp : Peak Power (feature of a  PV panel) 
PF : Penalty Function 
EA : Evolutionary Algorithm 
PSO : particle swarm optimisation 
ACA : Ant colony Algorithm 
MILP : Mixed-Integer Linear Programming 
LPSP : Loss of Power Supply Probability 
DC : Direct current 
AC : Alternative current 
𝑝𝑏𝑎𝑡𝑡𝑒𝑟𝑦 and 𝑝𝑡𝑎𝑛𝑘 : price respectively for 

batteries and 𝐻2-tanks (USD$/Wh) 
𝑝𝑃𝑉, 𝑝𝑒𝑙𝑒𝑐𝑡𝑟𝑜𝑙𝑦𝑧𝑒𝑟,   𝑝𝐹𝐶 : price respectively 

for the PV, electrolyzer and fuel cell 
(USD$/W) 
𝑁𝑏𝑎𝑡𝑡𝑒𝑟𝑖𝑒𝑠, 𝑁𝑡𝑎𝑛𝑘𝑠 and  𝑁𝑃𝑉 : number of 
batteries, tanks and PV arrays 
𝐸𝑏𝑎𝑡𝑡𝑒𝑟𝑦 and 𝐸𝑡𝑎𝑛𝑘: rated energy that can 

be stored in a battery or a tank (Wh) 
𝑃𝑒𝑙𝑒𝑐𝑡𝑟𝑜𝑙𝑦𝑧𝑒𝑟 and 𝑃𝐹𝐶: rated power of the 

electrolyzer and the fuel cell. 
𝐼𝑟: direct radiation (J/m²) 
𝐼𝑑 : diffuse radiation (J/m²) 
𝜌𝑠 : Reflection coefficient of the ground 
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𝐼 : Global horizontal radiation on a 
horizontal plane 

𝑅𝑏 =
cos (𝜃)

cos (𝜃𝑧)
 : a geometric factor 

𝐸𝑘: energy produced during the hour k of 
the day considered (J) 
𝑆𝑃𝑉 : total area of the solar panels installed 
(m²) 
𝜂𝑚𝑝𝑝𝑡 : average efficiency of the 

installation 

𝜂𝑒𝑙𝑒𝑐 : loss in the PV system 
 
 
 
 
 
 
 
 

 

Abstract 

 

In this paper, a new approach to study the impact of the climate on the optimal resultant sizing 

of a stand-alone PV/hydrogen/battery-based hybrid building is presented. A general method 

is described to evaluate the thermal need of the building, as well as the local photovoltaic 

resource, rather than using specific data available for large purpose applications. The 

proposed approach enables comparison studies between different places and climatic 

conditions. Considering a specific autonomous building, a comparative study is provided for 

different areas worldwide: Moscow, Cairo, Paris, Hanoi and Montreal. A Genetic Algorithm is 

used to provide an optimal size and energy capacity estimation for each location. The 

objective is to minimize the total cost while constraining the Loss of Power Supply Probability 

(LPSP) and the State of Charge (SoC) of the long-term storage element over one year. The 

sizing results between the different places demonstrate that the local climate has a huge 

impact on the final price, by highly modifying the PV resource and the thermal need of the 

building. The results demonstrate an 80% increase variation of the total installation cost 

between the area of Montreal and the one of Cairo. 
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1. Introduction 

 

In 2018, more than 15% of the global population lives without any access to electricity, among 

whom more than 20% live in developing countries where a global electric grid is not available 

[1]. At the same time, the deployment of renewable energy sources is booming and still has a 

bright future in the following years: between 2010 and 2016, there have been almost two 

times more global average capacity additions of renewable systems than coal systems. 

Perspectives for the 20 following years show the same trend [2]. This leads to a significant 

decrease in price of renewable systems: for example, the installation price of a photovoltaic 

system decreased from around 12USD$/Wp in 1998 to around 4USD$/Wp in 2014 [3]. 

For buildings, they represent around 40% of primary energy needs worldwide and the current 

tendency is to develop structures using better materials and design that lead a real reduction 

in their energy needs [4]. This is shown in Canada, where “net zero” energy buildings require 

4-times less energy than conventional buildings [5]. More and more projects are beginning to 

study the potential development of stand-alone facilities that use hybrid renewable energy 

sources like PV or wind turbine to answer the energy needs of the building [6]. 

The main difficulty in developing an energy-independent building is the sizing of its energetic 

components, because the system should work throughout the year, even if the current 

consumption is greater than expected or the PV production is too low. Up to now, the impact 

of the local climate has never been considered in the way it modifies the load of the building 

throughout the year, even if it is of paramount importance. An optimal sizing is necessary for 

security and reliability of the system [7].  
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Many different algorithms have been developed and are well-known nowadays. For example, 

Yang, Lu, Zhou and Fang proposed an optimal sizing of a stand-alone hybrid solar-wind system 

using a Genetic Algorithm (GA) that evaluates the Loss of Power Supply Probability to make a 

proper sizing of the facility under study [8]. They use weather data (daily radiation, average 

wind speed and ambient temperature) to estimate the PV production and wind production of 

the system. A year of hourly-based data of an arbitrary load is also used to feed the simulation, 

without giving any other details on their model, in order to be replicable. 

In [9], a sizing using a multi-objective design is proposed for a stand-alone house. The authors 

have developed an Elitist GA applied to a Multi-Objective design of a hybrid PV-wind-battery 

system, using a real load profile. However, this real electric consumption data excluded uses 

for cooking, heating and hot water production. In other words, the overall thermal need of 

the house is not properly represented, leading to uncertainties in the sizing due to seasonal 

variation. In [10], the authors themselves mentioned the fact that the impact of the thermal 

demand on the sizing should be investigated more deeply, even though they proposed a very 

efficient multi-objective algorithm for sizing.  

Only few articles studied the long-term energy storage, on a multi-week timeframe. This is 

directly explained by the fact that the climate is never considered in the way it modifies the 

load of the building. Thus, the articles only focus on the PV or wind input of energy, varying 

with the seasons. However, this impact is not very important if the variation of the load of the 

building through heating is not considered.  A stand-alone facility may lead to a decrease of 

robustness for the whole facility if the solar input does not match the estimated consumption. 

In [11], the authors propose a sizing of such a hybrid system, using hydrogen as a long-term 

storage system. The authors also propose different energy management strategies for sizing 
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the system to define the size of the electrical devices and the energy capacity of the batteries 

and 𝐻2-tanks, using an annual solar input, which included the seasonal variation. However, 

they simply propose an average daily load profile that does not include the seasonal variation 

of the thermal need of the building. 

In [12], the authors have a closer look at the electrical load profiles of the building, showing 

the breakdown between each element (lighting, heating appliances, audio-visual and so on). 

They also make a distinction between a typical summer day and a typical winter day. However, 

there is no thermal study of the house, which makes it quite difficult to study the seasonal 

impact of the thermal consumption.  

Many related works focus on a way to get an optimal sizing method, resulting in a 

methodology that only tries to make the sizing of a specific facility, place and configuration. 

More precisely, they use known electric load data and keep constant the weather under study, 

but do not focus on the link that exists between the climatic condition and the total load data 

of the building, as well as, the PV resource [13].So far, the local climate impact on the sizing 

of the facility has not been analysed between different locations, whereas thermal models of 

buildings already exist and are well documented[14]. 

In this paper, a new approach is proposed. An optimal sizing of the stand-alone building using 

models to estimate the PV resource and thermal needs is proposed. The building is supposed 

known with fixed key features and the local climate is considered in the sizing using local 

meteorological data (sunshine, temperature) to estimate the thermal need and the PV 

production. Thus, the approach allows the comparison of various locations with different 

weather conditions, in order to highlight the impact of the climate on the sizing of stand-alone 

buildings. Thanks to this general approach, the paramount importance of the local climate on 
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the sizing of the building can be highlighted, between different locations worldwide. This 

makes it possible to understand what the key parameters are to be considered when dealing 

with stand-alone buildings. This method also allows an estimation without any previous 

knowledge of PV production or the total building load. The strengths of this method are based 

on the thermal demand (as well as the PV resource) that is estimated from scratch using very 

general information about the building and is not the result of any specific consumption data. 

A thermal model of the building along with an accurate solar resource estimation is used in 

order to evaluate the annual global thermal building requirement and annual solar production 

capacity. The solar resource is thereby estimated using the best model known in the literature. 

However, this remains an estimation using a typical meteorological year or equivalent, on an 

hourly basis, obtained using several years of data [15]. A three-node thermal model of the 

building is used to estimate the thermal capacity quickly and accurately [16]. An electric 

consumption profile is simultaneously considered [14], to reach a general purpose model 

suitable to any place or climate conditions. Thanks to this general approach, a comparison 

study is available and realized for 5 different locations worldwide. For each location and by 

fixing the general features of a selected building, the maximum PV resource is estimated, and 

the load profile is determined. Thereafter, a sizing is realized using a GA that aims to minimize 

the cost while constraining the Loss of Power Supply Probability (LPSP) and the final State of 

Charge (SoC) of the hydrogen storage elements (𝐻2-SoC). The robustness of the optimal sizing 

is validated for each location by repeating 10 times the sizing with the exact same inputs and 

by analysing the penalty function and the constraint through each generation. Finally, a 

comparative analysis based on total cost is presented between the various locations. 
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This paper is organized as follows: Section 2 describes the configuration of the hybrid system 

under study, the proposed sizing method, the input and output needed for the sizing and the 

simple used energy management strategy. The modelling of the whole hybrid system is 

described, including the PV contributions and the electrical and thermal need of the facility 

under study. The simulation results are presented and discussed for one case study in section 

3 and a comparison sizing is done and discussed between several places with different 

climates. This section also addresses the robustness analysis and the results are presented for 

2 locations. Finally, Section 5 addresses conclusions and future steps. 
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2. Modelling and optimal sizing strategy  

2.1 Hybrid system configuration 

The full configuration of the energy independent hybrid system under study is presented in 

Figure 1. The hybrid system is composed of one PV array (which constitutes the only input of 

external energy), a battery pack and a hydrogen system. The hydrogen system is composed of 

an electrolyzer that converts the PV electricity into hydrogen that is then compressed into 𝐻2-

tanks for long-term storage. The hydrogen energy is given back to the DC grid through a fuel 

cell then connected to the DC bus through a DC-DC converter.  

 

Figure 1: Schematic diagram of the stand-alone hybrid system 

As the main objective of this work is the optimal sizing of an independent building’s energy 

resources, the simulation should be fast and a sample resolution of 1 hour is selected. The 

very short-term power flow analysis is not considered and storage systems with fast dynamics 

(supercapacitors or flywheels) are not under evaluation here. However, these types of storage 
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systems should be considered in the final stage design, to refine the energy management, help 

the battery pack and the electrolyzer with fast dynamic power variations and increase their 

lifetimes [17]. 

The input of energy is totally done by the PV array. The battery carries out the absorption and 

restitution of energy on the scale of a day and it is preferred to the 𝐻2-system due to its better 

global efficiency. Storing a huge amount of energy in batteries is highly expensive, but efficient 

from an energy point of view. On the other hand, storing energy in the form of pressurized 𝐻2 

is cheap, but the whole efficiency is low. A trade-off must be made and a long-term storage in 

the form of pressurized 𝐻2 must be considered as it allows to reduce the total price of the 

system. 

The procedure used to size the energy independent house is as follows: first, the annual PV 

input of energy for the studied location is evaluated, as well as the annual thermal and 

electrical need of the house. Sizing the system is done by determining the number of PV cells, 

the number of batteries, the number of 𝐻2-tanks and the rated power of the electrolyzer and 

its respective fuel cell. These five parameters should be selected in order to minimize the price 

while constraining the LPSP and 𝐻2-SoC. The penalty function (PF) calculates the total 

investment cost, while the constraint function demonstrates an annual simulation of the 

system and returns the LPSP and 𝐻2-SoC at the end of the year. That means the best 

configuration should be computed under five decision variables, leading to the use of a specific 

algorithm to quickly find the optimal solution. An optimization algorithm evaluates the 

defined penalty and constraint functions under a given configuration to return the optimal 

solution. As a stop condition for the algorithm, the system should operate under normal 

conditions at least 95% of the time (LPSP≤ 0.05) under the lowest investment cost, with an 
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𝐻2-SoC at the end of the year that is equal or superior to the one at the beginning, including 

a 5% margin. 

 

2.2 Optimal Sizing Approach 

To size the independent building, an hourly-based simulation of the whole system throughout 

the year is done considering a realistic Energy Management Strategy (EMS). The EMS 

proposed here is based on control states and is fully depicted in Figure 2. 

Ipsakis, Voutetakis, Seferlis, Stergiopoulos and Elmasides present a parametric study of 

different EMS for the power management of a stand-alone system [18]. The results show that 

one of the presented EMS resulted in lower operation time and higher hydrogen inventory 

compared to the other EMS systems also tested. The EMS presented in this study is an evolved 

version of the best EMS presented in [19], considering the following improvements: the 

maximum power flowing through the batteries, the 𝐻2-SoC of the 𝐻2-tanks and a thermal 

recovery are considered, that results in the decision flowchart presented in Figure 2. Even if 

this EMS may not be optimal, the optimal building will be reached considering such an EMS. 
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Figure 2: logical block of control states for EMS 

This logical block operates by steps: first, it is determined if we are in excess or in deficit of 

power, by computing the difference between 𝑃𝑃𝑉  and 𝑃𝑙𝑜𝑎𝑑, respectively the power coming 
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from the PV panels and the one from the load of the building. If we are in excess, it means we 

can store this available power 𝑃𝑝𝑠𝑡 (>0) in the batteries and/or 𝐻2-tanks. The block of batteries 

is considered first because of their better efficiency and the block is reloaded if its state of 

charge 𝑆𝑜𝐶𝑏𝑙𝑜𝑐𝑘 is not full. At each step, it is checked that we do not overload the available 

power of the batteries 𝑃𝑏𝑙𝑜𝑐𝑘 𝑚𝑎𝑥 and/or the one of the electrolyze𝑟 𝑃max𝑒𝑙𝑒𝑐. We also check 

that the power is high enough (𝑃min𝑒𝑙𝑒𝑐) to be able to activate the electrolyzer. The remaining 

power available after redirecting the flow between the batteries and the electrolyzer is 

considered lost. If we are in deficit of energy, it means we need to discharge the batteries 

and/or the 𝐻2-tanks. We have thus a power 𝑃𝑝𝑠𝑡 (>0) to deliver to the building. We calculate 

the fraction of this load that is electric 𝑃𝑒𝑙𝑒𝑐𝑡𝑟𝑖𝑐 and the one that is purely thermal 𝑃𝑡ℎ𝑒𝑟𝑚𝑎𝑙. 

The general idea is then to use the important thermal losses of the fuel cell 𝑃𝐹𝐶 𝑡ℎ𝑒𝑟𝑚 to 

directly warm up the building. Once more, batteries are considered first for efficiency reason.  

 

This EMS has to be coupled with an optimization strategy to catch its full benefit resulting in 

an optimal sizing of the system. To optimize the sizing of the system, 5 integer variables are 

defined: the number of batteries 𝑁𝑏𝑎𝑡𝑡𝑒𝑟𝑖𝑒𝑠, the number of PV arrays 𝑁𝑃𝑉, the rated power of 

the electrolyzer 𝑃𝑒𝑙𝑒𝑐𝑡𝑟𝑜𝑙𝑦𝑧𝑒𝑟, the number of 𝐻2-tanks 𝑁𝑡𝑎𝑛𝑘𝑠 and the rated power of the fuel 

cell 𝑃𝐹𝐶 . Thus, the optimal sizing is obtained after finding the best combination of 5 integers 

variables where the penalty function is linear, and the inequality constraints are non-linear 

(variables defined below). There are several strategies available for optimization purposes and 

some works have already been done to highlight that the use of evolutionary algorithms (EAs) 

is a very good approach for global and direct searches in our case [20]. Among them, simulated 

annealing, particle swarm optimisation (PSO), ant colony algorithm (ACA), taboo search or 
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genetic algorithm (GA) are the most commonly used. Evolutionary algorithms (EAs) are 

stochastic search methods that mimic the social behaviour of species and/or the natural 

biological evolution to find a near-optimum solution for complex and large-scale optimisation 

problems. EAs like PSO, ACA or GA have been analysed and compared in the literature, 

resulting in similar performance [21]. Moreover, the sizing here deals with integer values that 

represent the number of batteries, tanks and PV arrays. We also consider fixed step of rated 

power for the fuel cell and electrolyzer, as manufacturers can’t provide them for a very specific 

value. We have thus to deal with Mixed-Integer Linear Programming (MILP) while making the 

optimization. This kind of optimization is already known in designing building supply systems 

[22].  For instance, Lozano, Ramos and Serra proposed a cost optimization of the design of a 

building system using a MILP [23]. The Matlab’s global optimization toolbox already proposes 

a function that enables to use a genetic algorithm to solve this kind of Mixed Integer 

Optimization problem. As this paper proposes to use an EA as a tool rather than compare 

different EAs each other, this function was thus selected in this study.  

Thus, the EMS presented is coupled with a GA to properly size the stand-alone system. GA is 

nowadays used in a wide range of areas. GA is inspired by natural biological process’ improved 

fitness through evolution. At each generation, a set of possible solutions is returned, each 

solution is considered as an individual composed of set of elements called ‘genes’ that hold a 

set of values for the optimization variables. GA works with a random population of individuals, 

where each individual is evaluated through a penalty function (PF). The best individuals, if they 

equal or improve the solutions, are then used and mixed together (through mutation and 

crossover) to pave the way for the new generation of the population.  
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The PF (1) calculates the cost of the entire facility, given the number of batteries, PV arrays, 

the rated power of the electrolyzer and the fuel cell and finally the volume of 𝐻2-tank.  

𝑝𝑡𝑜𝑡𝑎𝑙 = 𝑝𝑏𝑎𝑡𝑡𝑒𝑟𝑦𝑁𝑏𝑎𝑡𝑡𝑒𝑟𝑖𝑒𝑠𝐸𝑏𝑎𝑡𝑡𝑒𝑟𝑦 + 𝑝𝑃𝑉𝑁𝑃𝑉𝑊𝑝𝑃𝑉 + 𝑝𝑒𝑙𝑒𝑐𝑡𝑟𝑜𝑙𝑦𝑧𝑒𝑟𝑃𝑒𝑙𝑒𝑐𝑡𝑟𝑜𝑙𝑦𝑧𝑒𝑟

+ 𝑝𝐹𝐶𝑃𝐹𝐶 + 𝑝𝑡𝑎𝑛𝑘𝑁𝑡𝑎𝑛𝑘𝑠𝐸𝑡𝑎𝑛𝑘 

(1) 

with: 

• 𝑝𝑏𝑎𝑡𝑡𝑒𝑟𝑦 and 𝑝𝑡𝑎𝑛𝑘 the price respectively for batteries and 𝐻2-tanks (USD$/Wh). 

• 𝑝𝑃𝑉, 𝑝𝑒𝑙𝑒𝑐𝑡𝑟𝑜𝑙𝑦𝑧𝑒𝑟, 𝑝𝐹𝐶  the price respectively for the PV, electrolyzer and fuel 

cell(USD$/W) 

• 𝑁𝑏𝑎𝑡𝑡𝑒𝑟𝑖𝑒𝑠, 𝑁𝑡𝑎𝑛𝑘𝑠 and  𝑁𝑃𝑉 number of batteries, tanks and PV arrays. 

• 𝐸𝑏𝑎𝑡𝑡𝑒𝑟𝑦 and 𝐸𝑡𝑎𝑛𝑘, rated energy that can be stored in a battery or a tank. 

• 𝑊𝑝𝑃𝑉 peak power of the selected array. 

• 𝑃𝑒𝑙𝑒𝑐𝑡𝑟𝑜𝑙𝑦𝑧𝑒𝑟 and 𝑃𝐹𝐶  rated power of the electrolyzer and the fuel cell. 

 

Only the more relevant values in the cost penalty function are used and only one type of 

batteries for the whole system is considered. For the battery system, with the system 

described here (i.e. batteries put in parallel, to fix the network voltage), it is equivalent to 

consider the total energy or the maximum power of the batteries in the cost function: 

𝑃𝑏𝑙𝑜𝑐𝑘 𝑚𝑎𝑥 =
𝐸𝑏𝑎𝑡2

4 ∗ 𝑅𝑏𝑙𝑜𝑐𝑘
= 𝑁𝑏𝑎𝑡𝑡𝑒𝑟𝑖𝑒𝑠 ∗

𝐸𝑏𝑎𝑡2

4 ∗ 𝑅𝑏𝑎𝑡
= 𝑁𝑏𝑎𝑡𝑡𝑒𝑟𝑖𝑒𝑠 ∗ 𝑃𝑏𝑎𝑡 𝑚𝑎𝑥 

𝐸𝑛𝑒𝑟𝑔𝑦𝑏𝑙𝑜𝑐𝑘 = 𝑁𝑏𝑎𝑡𝑡𝑒𝑟𝑖𝑒𝑠 ∗ 𝐸𝑛𝑒𝑟𝑔𝑦𝑏𝑎𝑡 

(2) 

  

Thus, considering an “energy” cost plus a “power” cost for a battery: 

𝑝𝑡𝑜𝑡𝑎𝑙_𝑏𝑎𝑡𝑡𝑒𝑟𝑖𝑒𝑠 = 𝑝𝑒𝑛𝑒𝑟𝑔𝑦𝑁𝑏𝑎𝑡𝑡𝑒𝑟𝑖𝑒𝑠𝐸𝑏𝑎𝑡𝑡𝑒𝑟𝑦 + 𝑝𝑝𝑜𝑤𝑒𝑟 ∗ 𝑁𝑏𝑎𝑡𝑡𝑒𝑟𝑖𝑒𝑠 ∗ 𝑃𝑏𝑎𝑡 𝑚𝑎𝑥 

𝑝𝑡𝑜𝑡𝑎𝑙_𝑏𝑎𝑡𝑡𝑒𝑟𝑖𝑒𝑠 = 𝑁𝑏𝑎𝑡𝑡𝑒𝑟𝑖𝑒𝑠 ∗ [𝑝𝑒𝑛𝑒𝑟𝑔𝑦𝐸𝑏𝑎𝑡𝑡𝑒𝑟𝑦 + 𝑝𝑝𝑜𝑤𝑒𝑟𝑃𝑏𝑎𝑡 𝑚𝑎𝑥] 
                 (3) 

 

We have considered the use of batteries of type “energy”. We could have taken batteries of 

type “power” but the purpose is to optimize the whole building and not the batteries 
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themselves. One improvement could be to mix “energy” batteries and “power” batteries in 

the system and distinguish 𝑁𝑏𝑎𝑡𝑡𝑒𝑟𝑖𝑒𝑠 "𝑝𝑜𝑤𝑒𝑟" from 𝑁𝑏𝑎𝑡𝑡𝑒𝑟𝑖𝑒𝑠  "𝑒𝑛𝑒𝑟𝑔𝑦". 

 

For the GA, we set two constraints on the candidate solutions: the LPSP should remain below 

a threshold of 0.05 and the 𝐻2-SoC at the end of the year should be no less than the amount 

found at the beginning of the year (sustainability condition). A threshold of 5% is set for the 

LPSP and the initial 𝐻2-SoC is set equal to 50%. 

The proposed PF (1) is linear but the two constraints are not linear and we do have 5 

parameters to optimize in a very extensive domain. In these situations, classical algorithms 

that generate a single point for each iteration and select the next point with deterministic 

computation are not appropriate. On the contrary, the GA which generates a population of 

several individuals at each step, is much more appropriate and ensures the best solution. For 

this reason, the GA was chosen for this application. 

To evaluate the two constraints (LPSP and 𝐻2-SoC), an hourly simulation of whole system is 

completed. At the end of the year time scope, the LPSP and 𝐻2-SoC are evaluated. Thereafter, 

the GA is used to compute the optimal solution. The GA parameters are: a population size of 

300 individuals, a maximum of 200 generations and a stall of the genes after 125 generations.  

At each generation, we keep the 15 best individuals, set as elite (5%). Among the 95% 

remaining parents, we have a crossover fraction of 50%, meaning that 143 children are 

crossover children and 142 are mutation children. We use a basic crossover function: the child 

vector has each of its gene coming randomly from one of the two parents. The mutation 

children are created by randomly changing each of the parents’ gene, following a gaussian 

distribution. To accelerate the simulation, parallel computing is used to utilize the 4 cores of 
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the computer (Intel Core i7-7700HQ CPU @ 2.80GHz, 4 cores, 8 logical processors), resulting 

in a simulation that takes less than 5 minutes to compute. 

 

It is critical that the simulation which evaluates the two constraints accurately represents the 

variation of the 𝐻2-SoC and the battery SoC over the year. Indeed, it is only under this 

condition that we can ensure the whole system is properly sized and will operate well for at 

least 95% of the time. This means that a time scope of one year must be used. Some authors 

only consider a time scope of several weeks up to several months [19]. Moreover, the  

seasonal variation of the climate is almost never taken into account in the global load of the 

building [24]. However, the seasonal variation of the climate should not be neglected, since 

the PV energy production and also the energy needed to heat the building over one-year are 

linked to the different seasons. The proposed model uses a full year of climate data to estimate 

the thermal need and PV production, which is the most accurate estimation since these needs 

and productions vary based on the climate throughout the year. Under this condition, the one-

year simulation can provide reliable results on the performance of the independent building, 

by supplying accurate initial estimations of the LPSP and 𝐻2-SoC. Note that the optimal sizing 

obtained is optimal in the framework of the chosen EMS, and costs of components. If one 

chose another EMS or other costs of components, other optimal sizing may be reached. 
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2.3  Modelling of the hybrid system 

2.3.1 Modelling electricity production from solar energy 

For the hybrid system under study, the electric energy provided by the solar resource must be 

estimated. This must be a function of the PV arrays, the geographical position and the 

mechanical position of the arrays. The PV arrays performance is highly influenced by the local 

radiation and their orientation. Many studies propose a way to estimate the solar production 

[25]. The whole methodology used actually to estimate the power production is based on a 

method designed by Clark et al. and tested by Menicucci [26]. This latter has made a 

robustness analysis that has demonstrated that this method produces reliable results, with 

differences between 1 and 4% with a real system if we consider measured radiations directly 

on the system. The equations used are mainly extracted from [26], based on the most 

commonly used method of estimating energy solar production. Meteorological data for the 

considered location is gathered freely on the EnergyPlus website [27]. The position of the sun 

is obtained using the Duffie and Beckman’s equation  [28]. Different radiation calculations can 

be made, using different sky models. Among them, the HDKR model, the Perez Model and the 

Isotropic Sky Model are the most well-known. We consider an optimal orientation of the 

panels in this study. Thus, the isotropic sky model is used, as the panels mainly face the sun to 

maximize the photovoltaic production. This model is used to estimate the total solar radiation 

on a tilted surface by (4). 

𝐼𝑇 = 𝐼𝑟𝑅𝑏 + 𝐼𝑑 (
1 + cos (𝛽)

2
) + 𝐼𝜌𝑠 (

1 − cos (𝛽)

2
) (4) 

with: 

• 𝐼𝑟 : direct radiation (J/m²), obtained through the weather data 

• 𝐼𝑑 : diffuse radiation (J/m²) (weather data) 
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• 𝜌𝑠 : Reflection coefficient of the ground (0 ≤ 𝜌𝑠 ≤  1) 

• 𝐼 : Global horizontal radiation on a horizontal plane (weather data) 

• 𝑅𝑏 =
cos (𝜃)

cos (𝜃𝑧)
  : a geometric factor 

• β : slope with respect to a horizontal plane. (0°≤ β≤180°) 

 

Once the total solar radiation is calculated for a specific hour of a specific day of the year, the 

solar production for that hour can be evaluated using (5): 

𝐸𝑘 = 𝑆𝑃𝑉𝐼𝑇𝜂𝑚𝑝𝑝𝑡𝜂𝑒𝑙𝑒𝑐 (5) 

with:  

• 𝐸𝑘 : energy produced during the hour k of the day considered (J) 

• 𝑆𝑃𝑉 : total area of the solar panels installed (m²) 

• 𝜂𝑚𝑝𝑝𝑡 : average efficiency of the whole installation equipped with a Maximum Power 

Point Tracker (MPPT) algorithm. 

• 𝜂𝑒𝑙𝑒𝑐 : loss mainly due to dust, the joule effect and standard deviation. 

 

Finally, the efficiencies 𝜂𝑚𝑝𝑝𝑡   𝑎𝑛𝑑  𝜂𝑒𝑙𝑒𝑐 are estimated using equations mainly presented in 

[26], while the characteristics of the arrays are extracted from a solar panel directory [29].  

We do not superpose an uncertainty model to that model, as it is considered already included 

in the used approach (sky model plus the weather data). On the top of that, some parameters 

will be of paramount importance in practice and cannot be relevant in such a study, like the 

shadow induced by the surrounding environment.  

2.3.2 Modelling of the thermal needs of the considered house 

A method of determining a thermal need profile of the house throughout the year is presented 

below. To do so, the house is initially assumed to be a two-node system, as shown in Figure 3. 

Indeed, we consider the building as a unique thermal zone. This does not aim to reflect a real 

building with several thermally controlled zones. However, this model has already proven to 
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be valid at first order at least, thus enough for energetic analysis. [16] However, it cannot be 

used for detailed thermal analysis of any buildings. 

      

Figure 3: Two-node (or R3C2 model) thermal system representation of the building 

This description is an adaptation of the one presented by Danza, Belussi, Meroni, Salamone, 

Floreani and Dabusti [16], which is inspired by Crabb, Murdoch and Penman[30]. This 

approach is classified as a dynamic thermal model by [31]. Other authors suggest their own 

adaptation by varying the number of equivalent resistance or capacitance [32], [33]. 

Point A represents the ambient air inside the house, point B describes the walls and point C 

represents the external environment. For point A, the differential thermal equation that 

describes the system is computed by (6). 

𝑑𝑇𝐴

𝑑𝑡
=

(−𝐺𝐴𝐵 + 𝐺𝐴𝐶)

𝐶𝐴
𝑇𝐴 +

𝐺𝐴𝐵

𝐶𝐴
𝑇𝐵 +

𝑃ℎ𝑒𝑎𝑡/𝐴

𝐶𝐴
+

𝐺𝐴𝐶

𝐶𝐴
𝑇𝐶 (6) 

with: 

• 𝑇𝐴, 𝑇𝐵 𝑎𝑛𝑑 𝑇𝐶  : ambient air, walls and external air temperature (K) 

• 𝐺𝐴𝐵 𝑒𝑡 𝐺𝐴𝐶  : respectively, the equivalent conductance between the inside air and the 

walls and between the inside air and the outside air. (W/K) 

• 𝐶𝐴 : heat capacity or thermal capacity, of the inside air (J/K) 

• 𝑃ℎ𝑒𝑎𝑡/𝐴 : heat given from a heater inside the room plus irradiance from the sun 

through glazing. 
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The renewal of the inside air is included in the term 𝐺𝐴𝐶  of conductance between the inside 

and outside air of the room. Moreover, the house is roughly represented simply as a large 

room. 

The last equation can be easily applied to the two other points. These equations lead to a 

matrix system to solve (see Appendix B for more details). 

The raw weather data provides the external ambient temperature 𝑇𝐶  throughout the year. 

Furthermore, the heat from the sun through the glazing of the house 𝑆𝑔𝑎𝑖𝑛 can be post-

evaluated (a part of 𝑃ℎ𝑒𝑎𝑡/𝐴 and 𝑃ℎ𝑒𝑎𝑡/𝐵, [31]) and is fully presented in Appendix B. This 

approach can then provide the complementary heat that is needed to be provided through 

𝑃ℎ𝑒𝑎𝑡/𝐴 to maintain an average temperature inside the house of at least 20ºC (that means we 

do not consider the energy consumption for cooling). An explicit resolution method is used to 

be sure there is no discrepancy in solving the equations. 

For a specific case, the key parameters (equivalent conductance and heat capacity) of this kind 

of model need to be adjusted, so that the model can provide accurate results. To set these 

parameters, a tuning was performed to get an annual consumption per square meter in the 

Montreal area in the same order of magnitude to the country average (around 128 

kWh/m²/year). This is only to fix the key parameters of the thermal model. Then these 

parameters remain fixed for all the other considered locations, for fair comparison purpose. 

2.3.3 Modelling of the different subsystems 

This section describes the calculations done by the GA for each hour throughout one year.  

• Whole hydrogen system: 
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As shown in Figure 1, the entire hydrogen system is composed of one DC-DC converter, an 

electrolyzer and a fuel cell, for which the rated power 𝑃𝑒𝑙𝑒𝑐 and 𝑃𝑓𝑢𝑒𝑙 𝑐𝑒𝑙𝑙 vary. There is 

additionally a storage system for the 𝐻2-tanks, with the number of tanks being an important 

design parameter. However, as the focus of this model is to analyse the energy flow, it is 

important to evaluate the SoC of the tank as well as the fuel cell and electrolyzer efficiency. 

An alkaline electrolyser is considered due to its lower price compared to other technologies 

[34]. The efficiency of such an alkaline electrolyser is a function of the current density [35], as 

it is shown in Figure 4 (model extracted from [36]): 

 

Figure 4: Real and simplified efficiency of the electrolyzer 

Thus, considering the power supplied to the electrolyzer, the efficiency is considered a linearly 

decreasing function of power, assuming a fixed rated power (red curve in Figure 4). To convert 

a power supplied to the electrolyser into a quantity of hydrogen, the net calorific value of 𝐻2 

(or low heating value) is used (𝐿𝐻𝑉𝐻2
≈119 930 kJ/kg.) This mass of 𝐻2 is added or subtracted 

to the amount that is available in the tanks. To do so, the equation of state of Van der Waals 

is used (7): 
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(𝑃 +
𝑎𝑛²

𝑉²
) (𝑉 − 𝑛𝑏) = 𝑛𝑅𝑇 (7) 

with: 𝑎 ≈ 0.0246 𝑃𝑎.𝑚6/𝑚𝑜𝑙²  and 𝑏 ≈ 0.00002655 𝑚3/𝑚𝑜𝑙. The storage temperature of 

𝐻2 is assumed to be constant, equal to 15°C, and a 850 litre tank is assumed to have a 

maximum pressure of 60 bar [37]. The behaviour of the compressor is simplified to consider 

only a constant conversion efficiency of 95%. 

 

• Battery system model: 

For this application, a Lithium-ion battery is considered. It is a 5 kWh battery pack (24 V, 

360 Ah, 4 mΩ and voltage slope 𝛿= 0.05 V/%). The electrical model used is defined by following 

set of equations.  

During the sizing, the number of batteries 𝑁𝑏𝑎𝑡 is varying. It is assumed that the batteries are 

connected in parallel to become a block of batteries, in order to maintain the output voltage. 

Thus, the resulting parameters of the block are:  

𝐸𝑏𝑙𝑜𝑐𝑘 = 𝐸𝑏𝑎𝑡; 𝐶𝑏𝑙𝑜𝑐𝑘 = 𝑁𝑏𝑎𝑡𝐶𝑏𝑎𝑡;  𝑅𝑏𝑙𝑜𝑐𝑘 = 𝑅𝑏𝑎𝑡/𝑁𝑏𝑎𝑡;𝑉𝑏𝑎𝑡 = 𝑉𝑏𝑙𝑜𝑐𝑘 (8) 

with: 

• 𝐸𝑏𝑙𝑜𝑐𝑘 : open circuit voltage of the pack of batteries (V). 

• 𝐶𝑏𝑙𝑜𝑐𝑘 : nominal capacity of the pack of batteries (Ah). 

• 𝑅𝑏𝑙𝑜𝑐𝑘 : internal resistance of the pack (Ω). 

• 𝑉𝑏𝑙𝑜𝑐𝑘 : output voltage of the pack (V). 

The maximum power that can be extracted from the block follows the equation [38]:  

𝑃𝑏𝑎𝑡_𝑚𝑎𝑥 =
𝐸𝑏𝑎𝑡

2

(4𝑅𝑏𝑜𝑐𝑘)
 (9) 

 

That way, the current flowing through the batteries at a time t is equal to: 
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𝐼𝑏𝑙𝑜𝑐𝑘,𝑡 =
𝐸𝑏𝑎𝑡 − √𝐸𝑏𝑎𝑡

2 − 4𝑅𝑏𝑙𝑜𝑐𝑘𝑃𝑏𝑙𝑜𝑐𝑘,𝑡

2𝑅𝑏𝑙𝑜𝑐𝑘
 

(10) 

and the voltage can be evaluated using the equation: 

𝑉𝑏𝑎𝑡 = 𝐸𝑏𝑎𝑡 − 𝑅𝑏𝑙𝑜𝑐𝑘𝐼𝑏𝑙𝑜𝑐𝑘 (11) 

Finally, to manage properly the energy, the state of charge is needed and evaluated hour 

by hour using: 

𝑆𝑂𝐶𝑏𝑎𝑡,𝑡 = 𝑆𝑂𝐶𝑏𝑎𝑡,𝑡−1 − 
𝐼𝑏𝑙𝑜𝑐𝑘,𝑡

𝐶𝑏𝑙𝑜𝑐𝑘
 (12) 
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3 Results and discussion 

3.1 Solar resource estimation 

For each location, there is an optimal geometric position(𝛽, 𝛾)𝑏𝑒𝑠𝑡 that leads to the optimal 

solar production. Indeed, the solar production of the PV installation is a strong function of the 

mechanical position of the panels: the slope 𝛽 and the surface azimuth angle 𝛾. This is shown 

in Figure 5, where these two angles are varying, and the annual PV production is scaled by the 

power of the installation presented. Tests have been conducted for the Montreal area and 

show that in order to maximize the solar energy produced, 𝛾 ≈ 0° and 𝛽 ≈ 30° should be 

selected.  

 

Figure 5: Annual PV production as a function of  𝛽 and 𝛾 at the Montreal area 
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Table 1 shows the annual solar energy produced at each area under consideration (Paris, 

Montreal, Moscow, Cairo and Hanoi), representing a wide range of different climates. 

Table 1: Best annual solar production for the 5 places under study 

Local Slope  𝜷 (°) Azimuth 𝜸 (°) 
Annual production 

(kWh/Wp) 
Relative gap (Montreal 

area as reference) 

Montreal 30 0 1.23 0% 

Cairo 20 0 1.73 +41% 

Paris 30 0 0.98 -20% 

Hanoi 15 0 1.33 +8% 

Moscow 30 -10 0.91 -26% 

 

This table highlights that the solar energy produced is a strong function of the location: the 

same arrays installed in Cairo will produce 41% more energy than the same ones if installed in 

the Montreal area. For the optimal sizing strategy using the GA, this best configuration is 

selected for each location. It is also interesting to notice that in order to optimize the PV 

production on the whole year, the arrays should in all cases face the South, which is in 

agreement with the fact that all the locations selected are in the Northern hemisphere, 

meaning that the sun is due South at the solar midday. Moreover, a link seems to appear 

between the latitude of the location and the best slope, as suggested by the Table 2. 

Table 2 : Angle between best slope and latitude of the location 

Local Slope  𝜷 (°) Latitude φ  (°) Difference (°) 

Montreal 30 45 15 

Cairo 20 30 10 

Paris 30 49 19 

Hanoi 15 21 7 

Moscow 30 55 25 

 

Indeed, an angle of roughly 15° should be deduce to the current latitude to give the optimal 

slope, if the climate is not too wet and foggy. However, for Hanoi, the diffuse radiation has a 
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greater importance to the global solar radiation, meaning that the inclination of the arrays has 

minor impact on the resulting solar production. 

 

Moreover, in the best configuration, the solar production fluctuates a lot throughout the year, 

as it is highlighted for the case of the Montreal area. 

 

 

Figure 2 : Solar production throughout the year for the case of the Montreal area in optimal 
position 

 

We clearly notice that the optimal configuration tends to maximize the production in Summer, 

while minimizing it in Winter. This will lead to a high need of energy storage, as explained in 

the following section. 
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3.2 Thermal demand of the building 

A specific building was used to create a thermal profile for each location. The features of the 

building are: a Living Area of 200 m²; thermal conductance U of 0.25 W/(m²K) for the roof, 0.5 

W/(m²K) for the walls and 6 W/(m²K) between the inside air and the walls. Building height is 

6m and the percentage of renewal air volume per hour is n=30%/h. These features give an 

annual consumption per square meter for the Montreal area in the same order of magnitude 

as the country average (around 128 kWh/m² for heating in 2015, [39]).  

The thermal response for the building under study in the Montreal area is presented in Figure 

6. Note that this is a 3D map, where the colours are used to better appreciate the graph. 
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Figure 6: Thermal demand throughout the year in the Montreal area 

 

Figure 6 highlights clearly the seasonal impact of the local climate on the thermal demand of 

the house. This seasonal impact is consistent with more specific studies presented in [32].  

We can notice a high thermal demand between November and March, with pic values in 

January. However, during that period, the PV production is also low compared to what can be 

produced in Summer. Since the higher thermal needs occur when the solar energy production 

is low, the stand-alone system must store a huge amount of energy to face these periods. 

 

A summary of the annual consumption for heating at the different locations is presented in 

Table 3. 
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Table 3: Annual consumption for heating for the 5 areas under study 

Place Annual consumption for heating (kWh/m²/year) Relative gap (Montreal area as 
reference) 

Montreal 121.3 0% 

Cairo 1.35 -99% 

Paris 70.6 -41.8% 

Hanoi 3.8 -97% 

Moscow 139.3 +14.8% 

 

Results highlight the primary impact of the local climate on the heating consumption of the 

building. Indeed, with the same building and simply by changing the environment with solar 

input that warms the building and the exterior temperature, the annual consumption 

fluctuates from almost 100% from a place to another. This heating consumption could thus 

become negligible compared to an average electrical consumption of 85 kWh/m²/year for 

warm places like Cairo or Hanoi, as well as it can also be of paramount importance for cold 

places like the Montreal or Moscow area. 

Note that cooling is not considered here since air conditioning efficiency is much higher than 

heating element efficiency. Besides, there are many passive ways to limit the warming of a 

building by the sun, like the use of cheap overhangs and wingwalls to shade the windows. 

 

 

3.3 Optimal Sizing for the different locations 

To size the energy systems, the different research spaces are set as shown in Table 4.  

Table 4: Range of variation and price of the parameters used for the sizing procedure 
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Element Range of variation price 

Battery (5kWh) 1 to 15, by step of 1 380 USD$/kWh 

PV arrays (250 Wp) 1 to 500, by step of 1 2800 USD$/kWp (total installation) 

Max power of electrolyzer 1 to 50 kW, by step of 0.5kW 1500 USD$/kW 

Max power of the fuel cell 1 to 50 kW, by step of 0.5kW 1500 USD$/kW 

Number of 𝑯𝟐-tanks (0.85𝐦𝟑) 1 to 200, by step of 1 10 USD$/kWh 

 

The prices selected are in magnitude what is available nowadays. For  the 𝐻2-tanks, [40] 

propose to use around 6 USD$/kWh, whereas it is rather 10 USD$/kWh in [41]. The alkaline 

electrolyzer’s price is around 1500 USD$/kW as suggested by [34]. For the batteries, the 

market is moving quickly but 380 USD$/kWh is in agreement with [42]. Eventually for the fuel 

cells, price is highly function of the size of the system itself, but 1500 US$/kW seems to be 

reachable in most of the cases [42]. 

 

The electrical consumption (excluding heating) of the house is set to 85 kWh/m²/year 

regardless of the location. This is an average consumption, including domestic hot water, 

cooling, lighting and household appliances. This consumption is mapped throughout the year 

using the profile of normalized French residence available  from ENEDIS [43], presented in 

Figure 3. 
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Figure 3 : Profile of normalized French residence 

The sizing results for the Montreal area are presented in Figure 7. 

 

Place Montreal 

Electrical consumption (MWh/year) 17 

Thermal consumption (MWh/year) 25.2 

Total consumption (MWh/year) 42.2 

Solar production (kWh/Wp/year) 1.2 

PV installed power (kWp) 45.5 

Batteries capacity (kWh) 55 

Total tank capacity (kWh) 8720 

Energy reserve (equiv. week/Total annual need) 10.7 

Electrolyzer rated power (kW) 22.5 

Fuel cell rated power (kW) 5 

Total cost of the whole system (kUSD$) 345.4 

 

                                

 

 

 

Figure 7 - Results of the sizing using GA of the stand-alone system implanted in the Montreal area 

 

The results lead to a very expensive global system, essentially due to a very high capacity of 

energy storage. We define the energy reserve as: 
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𝐸𝑛𝑒𝑟𝑔𝑦 𝑅𝑒𝑠𝑒𝑟𝑣𝑒 (𝑤𝑒𝑒𝑘𝑠) = 52
𝑇𝑎𝑛𝑘 𝑐𝑎𝑝𝑎𝑐𝑖𝑡𝑦

𝑇𝑜𝑡𝑎𝑙 𝑎𝑛𝑛𝑢𝑎𝑙 𝑛𝑒𝑒𝑑
 (13) 

 

Considering the case of the Montreal area, the energy reserve request is above 10.7 weeks. 

This highlights the seasonal impact of the climate that leads to a high storage capacity 

requirement. This also suggests that the thermal need of the house should be reduced, by 

developing better thermal resistance of the building to reduce the overall system cost. 

The SoC for the batteries and the tanks are represented in Figure 8. The batteries have an 

average SoC of 57% but are used heavily throughout the year. The 𝐻2-SoC reveals the seasonal 

impact of the climate, with a period of global deficit during the winter, resulting in a 

continuous decrease of hydrogen stored in the tanks.  
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Figure 8: SoC of the batteries and the tanks throughout the year 

This is interesting to notice the sinusoidal variation of the 𝐻2-SoC throughout the year, which 

has not been superimposed but is the result of the optimal sizing provided by the GA. We 

should also observe the daily scale of variation of the batteries SoC, which is also a 

consequence of the optimal sizing. 

 

To validate that the sizing is almost optimal in the case under study, a verification procedure 

has been developed. For verification, the optimization procedure was repeated ten times and 

the results were saved and compared. Fixing LPSP=0.05, the ten solutions returned by GA are 
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grouped, with a maximum relative gap of 1.4% (with the best solution as a reference). The 

results are presented for the case of the Montreal and Paris area in Table 5. 

Table 5: Repetition of the optimization routine 

Test Montreal: Final penalty 
function (USD k$) 

Paris: Final penalty 
function (USD k$) 

1 346.2 300.5 

2 345.45 299.82 

3 348.75 301.34 

4 350.34 302.45 

5 348.09 302.15 

6 346.95 298.87 

7 346.54 300.0 

8 348.29 302.56 

9 345.93 298.87 

10 347.31 301.65 

 

 

Figure 4 : LPSP and Total installation cost throughout the generation (Montreal) 

Throughout the generation, the optimal individual is presented above for the optimal sizing 

obtained. It is shown quite obviously that as the price is decreasing, the LPSP is increasing, but 

remains just under the maximum target of 0.05. 
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The same methodology is used for the other locations and the key parameters for the sizing 

obtained by the GA are summarized in Table 6. 

 

Table 6: Compared sizing results for different locations using GA. 

 

The GA sizing coupled with the proposed methodology reveals that the climate has a huge 

impact on the total cost of the system. For the climates with a harsh winter (Montreal, 

Paris, Moscow), the sizing reveals a need for about 10 weeks of energy reserve in order 

to overcome the winter energy demands. This energy reserve appears quasi-constant for  

the areas of Paris, Montreal and Moscow, whereas the tank capacity and the thermal 

consumption for these locations vary from almost 100%. Thus, the parameter introduced 

seems to be relevant and can allow a fast sizing of the system knowing for instance the 

thermal consumption. Moreover, in term of the repartition of each key element on the 

total price, these tough climates result in an optimal system that has the same features, as 

it is shown in Figure 9. 

Place Montreal Cairo Paris Hanoi Moscow 

Electrical consumption (MWh/year) 17 17 17 17 17 

Thermal consumption (MWh/year) 25.2 0.3 14.7 0.8 28.7 

Total consumption (MWh/year) 42.2 17.3 31.7 17.8 45.7 

Solar production (kWh/Wp/year) 1.2 1.7 1 1.3 0.9 

PV installed power (kWp) 45.5 14.8 44.8 21.5 68.3 

Batteries capacity (kWh) 55 25 60 20 55 

Total tank capacity (kWh) 8720 400 6800 1200 12480 

Energy reserve (equiv. week/Total annual need) 10.7 1.2 11.2 3.5 14.2 

Electrolyzer rated power (kW) 22.5 1 16 6.5 32.5 

Fuel cell rated power (kW) 5 1 3.5 1 5 

Total cost of the whole system (kUSD$) 345.4 60.9 298.9 100.5 491.3 

Relative gap (Montreal=reference) 0% -82.4% -13.5% -70.9% +42.2 % 
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Figure 9: Visualization of the total cost breakdown for each place 

We can thus remark that the PV arrays and the tanks cover more than two third of the global 

price. This directly results in a much higher cost compared to the places where there is no 

need for an energy reserve, like Hanoi and Cairo. However, even for these tough climates, a 

huge variation still exists, depending on the degree of severity of the climate (from 299 kUSD$ 

in Paris up to 491 kUSD$ in Moscow). Moreover, for warm climates, the optimal solution 

seems to converge towards another constant configuration, where the PV system weighs for 

around ¾ of the total installation price, and the lasting part is equally distributed between the 

battery system on one hand, and the fuel cell, tanks and electrolyzer on the other hand. Thus, 

when there is not a big need for energy storage, the PV system remains the most expensive 

part of the system. These results suggest that some places are much more suitable for the 

developing of stand-alone systems than others. The results also suggest work should be done 

to reduce the thermal need of the buildings, or to find a way to reduce the resulting high cost 
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of storage systems. Another possibility is the hybridization of the considered system with a 

wind fuel cell or trying to use heat pump that can multiply the thermal energy available by its 

high efficiency. Unfortunately, these systems (heat pump or fuel cell) currently have high cost. 

Also, a gas boiler to partially heat the building can be considered, but its impact should be 

validated.  
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4 Conclusion 

This paper has presented a sizing method using a GA to implement a stand-alone hybrid 

system while minimizing the total cost of the system. Thanks to the proposed global approach, 

the sizing can be adjusted for different locations worldwide in a systematic way. 

The analysis of 5 locations with different climatic conditions highlights that some places are 

much more suitable for developing stand-alone buildings than others. Considering the 

Montreal area as a reference, the same autonomous building will be 44% more expensive in 

Moscow and more than 80% cheaper if implemented in Cairo. This is due to the local climate, 

which modifies the solar resource and thermal need of the building. Also, a solar panel in its 

best orientation will produce 40% more electricity in Cairo and 25% less electricity in Moscow. 

Additionally, the same building will need around 99% less energy for heating in Cairo and 

almost 15% more energy in Moscow. 

The model also highlighted that for cold climates, the thermal need during the winter is the 

major contributor to the cost of the stand-alone system. In such cases, proper insulation of 

the house is of paramount importance to enable a stand-alone building to be efficient. 

This study is a first step towards the implementation of a stand-alone building that considers 

the climatic conditions of the location. Once a system is sized, it is then necessary to develop 

a real-time energy management strategy, that controls the energy flows between the 

different subsystems. Work on this is underway.  
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Appendix A: Compared analysis on the orientation of the panels  

In the previous results, the configuration that maximises the annual PV production has been 

chosen. This resulted in a production that is maximized during the summer, when there is no 

significant thermal need. However, one may suggest that a configuration that conduct to 

maximize the PV production during winter, in order to better fit with the need of the building. 

Indeed, by tilting the arrays a little bit more, the production is at its highest level in winter and 

lowest level in summer, as presented in Figure 11. 
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Figure 11: Solar production for one array in the Montreal area tilted towards south at: 70° 

(right) and 30° (left) 

 

However, at 𝛽 ≈ 70°, the annual solar production is much lower than the production 

expected for 𝛽 ≈ 30°: that represents 15.45% less of annual solar production. This finally 

leads to a total installation cost that is a slightly higher, even if there is a better match between 

the PV production and the global requirement of the building, as presented in Table 7. 

Table 7: Compared result for two different configurations of the arrays 

Montreal, solar azimuth angle 𝜸 = 𝟎° 𝜷 = 𝟑𝟎° 𝜷 = 𝟕𝟎° 

Electrical consumption (MWh/year) 17 17 

Thermal consumption (MWh/year) 25.2 25.2 

Total consumption (MWh/year) 42.2 42.2 

Solar production (kWh/Wp/year) 1.2 1 

PV installed power (kWp) 45.5 52.8 

Batteries capacity (kWh) 55 55 

Total tank capacity (kWh) 8720 7920 

Energy reserve (equiv. week/Total annual need) 10.7 9.7 

Electrolyzer rated power (kW) 22.5 24.5 

Fuel cell rated power (kW) 5 5 

Total cost of the whole system (kUSD$) 345.4 354.4 

Relative gap (Montreal area as reference) 0% +2.6% 
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However, the results highlight a possibility for the design of the installation: with a different 

geometric configuration of PV arrays, which provides a higher production during the winter, 

the price increases very slightly, but the total volume of 𝐻2-tanks decreases. 

Appendix B: Thermal matrix system and evaluation of the solar gain  

Considering, the thermal matrix system: 

𝑑𝑇⃗ 

𝑑𝑡
= 𝐴̅𝑇⃗ + 𝐵̅𝑈⃗⃗ ; (14) 

with:  𝑇⃗ = (
𝑇𝐴

𝑇𝐵
) ; 𝐴̅ = (

−
𝐺𝐴𝐵+𝐺𝐴𝐶

𝐶𝐴

𝐺𝐴𝐵

𝐶𝐴

𝐺𝐴𝐵

𝐶𝐵
−

𝐺𝐴𝐵+𝐺𝐵𝐶

𝐶𝐵

);  𝑈⃗⃗  ⃗ = (

𝑃ℎ𝑒𝑎𝑡/𝐴

𝑃ℎ𝑒𝑎𝑡/𝐵

𝑇𝐶

) ;  𝐵̅ = (
1/𝐶𝐴 0 𝐺𝐴𝐶/𝐶𝐴

0 1/𝐶𝐵 𝐺𝐵𝐶/𝐶𝐵
) 

To present it, it is necessary to fix some parameters of the building: 

• Areas of glazing:  

𝐴𝑔,𝑛𝑜𝑟𝑡ℎ = 3𝑚2; 𝐴𝑔,𝑠𝑜𝑢𝑡ℎ = 25𝑚2; 𝐴𝑔,𝑒𝑎𝑠𝑡 = 8𝑚2; 𝐴𝑔,𝑤𝑒𝑠𝑡 = 7𝑚2; 𝐴𝑔,𝑡𝑜𝑡𝑎𝑙 = ∑𝐴𝑔,𝑖

4

𝑖=1

  (15) 

• Glass features: Thermal conductance 𝑈𝑔𝑙𝑎𝑠𝑠=2.6 W/(m²K); Extinction coefficient K=15 

𝑚−1, thick e=3.5mm and number of panes 𝑛𝑝𝑎𝑛𝑒𝑠 = 2. 

To evaluate the solar radiation that crosses each glazing, it is proposed to adapt a method 

from [26]. For each area of glass, the incidence angle 𝜃1 of the direct radiation is evaluated, 

then the absorption and transmission coefficient are calculated for that angle, using (16): 

𝑛1 ∙ sin(𝜃1) = 𝑛2 ∙ sin(𝜃2)    (𝑛1 = 1 for air, 𝑛2 = 1.526 for glass)  (16) 

 

• Transmission coefficient for absorption:   
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 𝜏𝛼 =
𝐼𝑡𝑟𝑎𝑛𝑠𝑚𝑖𝑡𝑡𝑒𝑑

𝐼𝑖𝑛𝑐𝑖𝑑𝑒𝑛𝑡
= 𝑒

(
−𝐾∙𝐿∙𝑛𝑝𝑎𝑛𝑒𝑠

cos (𝜃2)
)
 ; (17) 

• Transmission coefficient for reflection:  

𝜏𝑟 =
1

2
∙ (

1 − 𝑟//

1 + (2 ∙ 𝑛𝑝𝑎𝑛𝑒𝑠 − 1) ∙ 𝑟//
+

1 − 𝑟⊥

1 + (2 ∙ 𝑛𝑝𝑎𝑛𝑒𝑠 − 1) ∙ 𝑟⊥
). (18) 

with: 𝑟// =
𝑡𝑎𝑛²(𝜃2−𝜃1)

𝑡𝑎𝑛²(𝜃2+𝜃1)
   the parallel component of unpolarized radiation and 𝑟⊥ =

𝑠𝑖𝑛²(𝜃2−𝜃1)

𝑠𝑖𝑛²(𝜃2+𝜃1)
 

the perpendicular component of unpolarized radiation. 

For the diffuse and reflected radiation, an equivalent angle 𝜃1,𝑒𝑞𝑢𝑖𝑣 is used from the depicted 

approach in [44]. 

The average absorption of the house is evaluated using the equation: 

𝛼𝑟𝑒𝑎𝑙,𝑟𝑜𝑜𝑚 =
𝛼𝑟𝑜𝑜𝑚

𝛼𝑟𝑜𝑜𝑚 + (1 − 𝛼𝑟𝑜𝑜𝑚) ∙ 𝜏𝑑 ∙ 𝐴𝑔,𝑡𝑜𝑡𝑎𝑙/(𝐴𝑟𝑜𝑜𝑚 − 𝐴𝑔,𝑡𝑜𝑡𝑎𝑙)
,  (19) 

 

with 𝛼𝑟𝑜𝑜𝑚 = 0.45 average absorption coefficient of the inner walls, 𝐴𝑟𝑜𝑜𝑚 total inner areas 

of all the walls (m²) and 𝜏𝑑 average transmission coefficient for the diffuse radiation of the 

room. 

For each facade of the building, as it is done for the solar resource estimation, the direct, 

diffuse and reflected radiation need to be evaluated separately: 

𝑆𝑔𝑎𝑖𝑛,𝑁𝑜𝑟𝑡ℎ = 𝐼𝑟,𝑛𝑜𝑟𝑡ℎ ∙ 𝑅𝑏 ∙ 𝛼𝑟𝑒𝑎𝑙,𝑟𝑜𝑜𝑚,𝑑𝑖𝑟𝑒𝑐𝑡 ∙ 𝜏𝛼,𝑑𝑖𝑟𝑒𝑐𝑡 ∙ 𝜏𝑟,𝑑𝑖𝑟𝑒𝑐𝑡 + 𝐼𝑑,𝑛𝑜𝑟𝑡ℎ

∙ (
1 + cos(𝛽)

2
) ∙ 𝛼𝑟𝑒𝑎𝑙,𝑟𝑜𝑜𝑚,𝑑𝑖𝑓𝑓𝑢𝑠𝑒 ∙ 𝜏𝛼,𝑑𝑖𝑓𝑓𝑢𝑠𝑒 ∙ 𝜏𝑟,𝑑𝑖𝑓𝑓𝑢𝑠𝑒  

+ 𝐼𝜌𝑠 (
1 − cos (𝛽)

2
) ∙ 𝛼𝑟𝑒𝑎𝑙,𝑟𝑜𝑜𝑚,𝑎𝑙𝑏𝑒𝑑𝑜 ∙ 𝜏𝛼,𝑎𝑙𝑏𝑒𝑑𝑜 ∙ 𝜏𝑟,𝑎𝑙𝑏𝑒𝑑𝑜  

(20) 

 



43 

 

Eventually, the radiation collected by the building is obtained using (21): 

𝑆𝑔𝑎𝑖𝑛 = 𝑆𝑔𝑎𝑖𝑛,𝑁𝑜𝑟𝑡ℎ + 𝑆𝑔𝑎𝑖𝑛,𝑆𝑜𝑢𝑡ℎ + 𝑆𝑔𝑎𝑖𝑛,𝐸𝑎𝑠𝑡 + 𝑆𝑔𝑎𝑖𝑛,𝑊𝑒𝑠𝑡 (21) 

 

The radiation can be evaluated hourly throughout the year based on the energy coming from 

the sun and collected by the building. These equations can be solved to get the annual thermal 

demand of the house. 

 

Appendix C: Efficiency of the PV solar panels  

The efficiencies 𝜂𝑚𝑝𝑝𝑡  𝑎𝑛𝑑  𝜂𝑒𝑙𝑒𝑐 are estimated using the following equations: 

𝜂𝑚𝑝𝑝𝑡 = 𝜂𝑚𝑝𝑟𝑒𝑓
∗ {1 −

𝜇𝑚𝑝

𝜂𝑚𝑝𝑟𝑒𝑓

∗ (𝑇𝑎 − 𝑇𝑟) − 𝜇𝑚𝑝 ∗
𝜏𝛼∗𝐼𝑡

𝑈∗𝜂𝑚𝑝𝑟𝑒𝑓
∗3600

∗ (1 − 𝜂𝑚𝑝𝑟𝑒𝑓
) ∗ 𝑍𝑖}      (22) 

 𝜂𝑒𝑙𝑒𝑐 = 𝜂𝑖 ∗ 𝑘𝐼𝐴𝑀 ∗ (1 − 𝑃𝑠 − 𝑃𝑀 − 𝑃𝑂 − 𝑃𝑃) (23) 

With: 

𝜂𝑚𝑝_𝑟𝑒𝑓 : the rated efficiency of the solar panel at its MPPT point (manufacturer’s data) 

𝜇𝑚𝑝 : temperature coefficient at the MPPT point (manufacturer’s data) 

𝑇𝑎 𝑎𝑛𝑑 𝑇𝑟 : respectively, ambient and reference (=25°C) temperature 

𝑈 ∶ global heat transfer coefficient, U≈ 800 ∗ 𝜏𝛼/(𝑇𝑁𝑂𝑇𝐶 − 20), with 𝑇𝑁𝑂𝑇𝐶   corresponding 

to the fixed temperature of the cell in standard condition (°C) 

𝑍𝑖 ∶ intermediate calculation (see : [26]) 

𝜂𝑖: efficiency of the DC-DC converter 

𝑘𝐼𝐴𝑀 : incidence angle modifier 
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𝑃𝑠, 𝑃𝑀 𝑃𝑝 𝑎𝑛𝑑 𝑃𝑂 : dust loss (0.2%), deviation between real and specified operation (3%), loss 

due to deviation between real and standard I/V curves (2%), and ohmic loss (0.4%).  
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