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Abstract

Cloud Computing (CC) has become a subject of considerable research in the scientific
and industrial communities, as well as other technologies. Although there are several stud-
ies and recent developments stating CC is still in the process of evolution and increasingly
new technologies are emerging that can be added to it, such as Software Defined Networks
(SDN) and Network Functions Virtualization (NFV). The quality evaluation of these tech-
nologies tends to become increasingly important, and this directly impacts the users. Due
to the emergence of CC, SDN and NFV technologies, and the fact that they are highly
related, it was necessary to evaluate the quality of these environments in an integrated
way. This work proposes a metric for the quality evaluation of integrated environments.

1 Introduction

Over the years, Cloud Computing (CC) has become a subject of considerable research in the
scientific and industrial communities, as it represents a new era for the availability and use
of Information Technology services through the Internet [15]. The cloud computing paradigm
is based on a usage-based payment model, and suggests the integration of various technology
models to provide hardware infrastructure, development platforms, and applications such as
on-demand services [7].

Although there are several studies and recent developments, CC is still in the process of
evolution and increasingly new technologies are emerging that can be added to it [1]. This is
the case of Software Defined Networks and Network Functions Virtualization.

Software Defined Networking (SDN) represents a paradigm that promises to change the
state of traditional IP (Internet Protocol) networks, which are considered complex and difficult
to manage, because they have the control plane and the data plane grouped into the network
devices. SDN breaks vertical integration with the separation of these planes (control and data).
In this way, the control functionality is removed from devices, which become simple packet
forwarding elements [11].

Network Functions Virtualization (NFV) emerged as a solution to the challenges faced by
telecom service providers, as it leads to virtualization technology to provide a new way to
design, deploy, and manage network services [2]. NFV disassociates the Network Functions of
the physical equipment where they are executed, which can lead to significant reductions in
operating expenses (OPEX) and capital Expenses (CAPEX), in addition to promoting greater
return and agility in the implementation of new services [13].
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Cloud computing network infrastructure is shared with a number of independent entities.
Therefore, network management is a challenge. In this context, SDN has highly valuable
features for cloud computing systems, and also plays an important role in NFV technology
infrastructure by making networks more flexible, dynamic and cost-effective, while simplifying
the operational complexities [2].

With the great use of Information and Communication Technologies at all levels of human
activity, the evaluation of the quality of these technologies tends to become increasingly im-
portant [8]. Thus, due to the emergence of CC, SDN and NFV technologies, and the fact that
they are highly related, it was necessary to evaluate the quality of these environments in an
integrated way. A quality evaluation can be performed by measuring the quality attributes of
the technology in question [10].

In this context of cloud quality assessment, this work proposes a metric for the evaluation of
the quality of integrated Cloud Computing, Network Defined by Software and Network Function
Virtualization environments, with the main target audience being the researchers areas.

This work is still in progress, and therefore the experiments only used the environment of
a computational hybrid cloud. This paper presents an initial idea of a metric to analyze the
quality of the environment. It is also a way of knowing the used tool, to analyze its flexibility
in the inclusion of new metrics. However, the environment did not use SDN or NFV resources,
remaining for future work and application of the tool in these environments.

2 Related Work

[12] presented a proposal for a comprehensive quality model for assessing the quality of Software
as a Service (SaaS) cloud services. Based on ISO/IEC 9126 [9], these authors identified charac-
teristics, quality attributes and defined metrics to measure the quality of these attributes. This
work does not make any practical application in a real environment of defined metrics and its
quality assessment model is directed to a specific model of cloud computing (SaaS).

[16] proposed a quality model for cloud services called CLOUDQUAL, which specifies six
quality assessment metrics that serve cloud services in general. In this work, the authors
designed a case study involving three real-world storage clouds: Amazon S3, Microsoft Windows
Azure Blob Storage (Azure Blob) and Aliyun Open Storage Service (Aliyun OSS). By the use of
experimental results, the effectiveness of CLOUDQUAL was analyzed and its use for evaluating
the quality of cloud services is feasible.

[14] performed a systematic mapping on the current state of the art of the proposed Web
service quality models, using ISO/IEC 25010 [10] for articulation of the analysis. This work
presented characteristics and attributes of quality, with the definitions most used in Web service
quality models for these dimensions.

[5] proposed same metrics for elasticity evaluation in cloud environments, based on concepts
from Physics and Microeconomics. This metrics could be used in some future work in SDN and
NFV environments for evaluating the elasticity effects under different workloads.

The idea of these works was to discuss quality assessment for cloud computing environments,
as well as aspects, characteristics and quality attributes. This is one of the ideas of our work.
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3 Description of the Hybrid Cloud Environment

3.1 Testbed

The experiments used two different cloud computing environments: a private cloud and a
public cloud. For the private cloud we used OpenNebula 3.8. All physical machines had 5 or 7
cores, 24 GB RAM, Linux Ubuntu Server 12.04 64-bit operating system and KVM hypervisor.
Each virtual machine was created with 1 VCPU, 1 GB of RAM and Linux operating system
Ubuntu Server 12.04 64 bit. For the public cloud, the Microsoft Azure platform was used, with
instances created with standard type A1 (1 core and 1.75 GB of RAM) and Linux operating
system Ubuntu Server 14.04 64 bit.

The experiments used a maximum of four virtual machines, varying the number of instances
used in the private and public cloud, according to the design of the experiment. Apache
Tomcat was used as web server, NGINX as load balancer and HTTPERF as workload generator.
Figure 1 displays the used testbed, based on the architecture proposed in [4].

Figure 1: Autonomic architecture for elasticity in cloud computing using private and public
clouds [4]

3.2 Workload

The workloads generated for the experiments were given by: requests forwarded directly to
the load balancer virtual machine, generated by HTTPERF (with load of a multiplication of
matrices) and by web browsers, distributed among the others virtual machines allocated; and
requests executed directly on the virtual machines used by the infrastructure. Thus, competition
for resources in a CC environment can be emulated [4]. Figure 2 represents the applied workload.
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Figure 2: Workload applied to the infrastructure [6]

3.3 Metrics Analysis Support Tool

To assist in the visualization and analysis of the collected data, a tool was used that allows
the generation of graphs for the various metrics collected from the environment resources [3]
(Figure 3). This application was developed with Java programming language. It is based on
the reading of text files, which contains information collected from the environment, such as
CPU and memory usage, as well as application data such as response time for requests. The
log files have their own structure read by the application. Examples of log files are: virtual
machine allocation and average CPU consumption. These files are illustrated in Table 1 and
Figure 4

File Structure

Virtual Machine Allocation Date of collection; Maintain (m), Increase (a) or Decrease (d); Number
of allocated virtual machines

Average CPU consumption Date of collection; Average percentage of CPU value in all virtual
machines

Table 1: Structure of the log files

3.4 Application of Metrics

For experiments performing, a metric of resource utilization was used. In addition to the
resource utilization metric, the average CPU usage metric was used to aid in the evaluation of
resource utilization. The following formula was used for the resource utilization metric:

Ru =
Ra

Rp

(1)

Where Ru, Ra and Rp are equivalent to the used resources, allocated resources, and pre-
allocated resources, respectively. In our experiments, we used virtual machines as resources.
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Figure 3: General screen of the application for metrics analysis [3]

Figure 4: Excerpts from the log files for virtual machines allocation and average CPU utilization

The implementation of the resource utilization metric was basically due to the relationship
of resource utilization data with the total sampling time. The CPU Average metric shows an
average CPU utilization of the hybrid system completely. This metric was already implemented
in the tool, as previously mentioned. In the same way, as the allocation of virtual machines.

4 Experiments

For the metrics application, we used the database of the experiments described in the following
subsections (4.1 e 4.2), available in [6].

4.1 Experiment 1 - One Virtual Machine in the Private Cloud and

One Virtual Machine in the Public Cloud

This experiment lasted 36min10s. Only two virtual machines were involved in this experiment:
one in the private cloud and one in the public cloud. In this way, it was possible to verify if the
designed infrastructure would provide resources of the two clouds, constituting a hybrid cloud,
according to the necessity generated by the workload.

5
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Figure 5 shows the graphs generated from the application of the Resource Utilization and
CPU Average metrics, with the allocation of the virtual machines for complementary analysis.

From the analysis of the graph illustrated by Figure 5, it can be seen that the CPU utilization
average varied between practically all points of the ordinate axis (% CPU), reaching points of
use of 100%. From this information, it can be seen that many requests were occurring and
there were few virtual machines to meet these requests. Relating the CPU Average graph
to the Resource Usage chart, it can be noted that when the CPU reaches an average usage of
approximately 80% the load balancer starts to allocate more resources, in which case it allocates
another machine in the public cloud to aid in the processing of excess load.

Figure 5: Experiment 1: One virtual machine in the private cloud and one virtual machine in
the public cloud. CPU Average Usage, Virtual Machine Allocation and Resource Utilization
graphics

4.2 Experiment 2 - Three Virtual Machines in the Private Cloud and

One Virtual Machine in the Public Cloud

This experiment lasted 11min14s. Four virtual machines were involved in this experiment:
three in the private cloud and one in the public cloud. Thus, it was possible to verify if the
infrastructure performance would be impacted by the addition of a virtual machine from a
public cloud, and whether the SLA (Service Level Agreement) would be maintained.

Figure 6 displays the graphs generated from the Resource Utilization and Average CPU
metrics application. It also presents the allocation of virtual machines for further analysis.

From the analysis of the graph illustrated by Figure 6, it can be seen that the average CPU
utilization in this experiment remained more constant than that of the previous experiment.
This is due to the fact that there were more resources, that is, more virtual machines for the
distribution of workloads. By relating the CPU Average graph to the Resource Utilization
graph, it can be noted that when the CPU reaches an average usage of approximately 80% the
load balancer starts to allocate more resources. When the CPU Utilization Average reaches

5
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100%, all resources are allocated to assist in processing the excess load, which includes the
allocation of the public cloud machine.

Figure 6: Experiment 2: Three virtual machine in the private cloud and one virtual machine
in the public cloud. CPU Average Usage, Virtual Machine Allocation and Resource Utilization
graphics

5 Final Remarks

Managing resource utilization in CC environments is an essential task. With the emergence
of new technologies such as SDN and NFV, and their integrations with CC, this management
becomes even more important. Therefore, the need for metrics that assess the quality of service
of such environments is real. In the two presented experiments, the Resource Utilization metric
shown results that match what was expected of the resource utilization of the analyzed envi-
ronment. With the aid of the Average CPU metric it was possible to note that whenever the
clouds were overloaded, more resources were allocated (virtual machines), which were available
in the environment and the resources were being deallocated according to the load reduction.

In an integrated CC, SDN, and NFV environment, there is likely to be a need for resource
allocation and deallocation (scaling up and scaling down)). However, the Resource Utilization
metric would identify this allocation, but could have different behavior than it did in the exper-
iments performed on the testing environment. This is future work to be planned and executed.
Other intended future work is to design new metrics for quality evaluation for integrated envi-
ronments, and to perform new experiments. Also, to use and scaling containers instead only
virtual machines.
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