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Abstract

The metrology of mechanical parts using non-contact systems often requires complex post-processing oper-

ations to evaluate shape defects of the studied surface. For large parts, the geometric complexity combined

with the amount of acquired data make such treatments long and tedious. To overcome this challenge, a

shape defect measurement system based on global stereocorrelation is developed. This approach integrates

a self-calibration step using the CAD model of the studied part that allows the measurement results to be

directly expressed in the numerically defined frame of the part. The defects will be measured in a predefined

modal basis, thereby introducing registrations with a limited number of degrees of freedom and allowing for

easier analyses of the measured defects.
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1. Introduction

Manufactured mechanical parts have shapes that differ from their nominal description, which is defined

numerically (e.g., via CAD and/or FE models). Depending on the wavelength of the geometric deviations,

a classification is performed to separate defect typologies into position, orientation, shape, undulation and

roughness [1]. These differences are evaluated from the comparison between the surface acquisition and its

nominal definition. Current acquisition systems typically provide point clouds, which require a posteriori

processing to keep only the significant deviations from the studied defect [2]. In this context, optical methods

are increasingly used due to the good compromise between acquisition speed and measurement uncertainties.

This is especially true for the metrology of large parts [3], where the improvements of both CCD/CMOS

sensors and computation schemes allowed for the implementation of methods that only existed as concepts

before [4].

However, if the user is interested in the measurement and quantification of shape defects, one of the

major limitations to the use of optical systems concerns post-processing steps of the measured data. The
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latter ones acquired by optical means are often heterogeneous, noisy and may have scanning gaps due to the

complexity of the surface of interest [5]. This is why the measurements may become complex and the defect

quantification a real challenge. Another issue is related to the matching of measurements with the theoretical

surface definition. The most common methods rely on Iterative Closest Point (ICP) algorithms [6, 7] and

may induce some additional errors in the determination of deviations [8].

The defects in position, orientation and shape of an object entity will be described with a selected li-

brary. For elementary or parametric surfaces (e.g., Bézier patches), these descriptions are generally based

on trigonometric functions or polynomials. For example, Huang et al. [9] used Discrete Cosine Transforms

to express the shape defect of a workpiece. For optical components, the library was usually decomposed

via Zernike polynomials considering that each elementary defect represents a characteristic optical distor-

tion [10]. Ganti et al. [11] selected the so-called Weierstrass-Mandelbrot functions. These different ap-

proaches enable the shape defects of a workpiece to be described with few parameters. However they are

mainly limited to elementary surfaces.

To extend the representation of shape defects to complex surfaces, Franciosa et al. [12] proposed to use

mesh morphing techniques based on computer graphics tools to quantify shape deviations. This technique

enables a wide range of shape defects to be represented. However, its characterization is highly dependent

on the different parameters (e.g., distance from hull and shape functions). Samper et al. [13] suggested to

express the shape defects using a modal decomposition based on free vibrational modes. The amplitude of

higher modal wavelengths usually decreased (as the frequency increased). Thus the entire basis is generally

not needed to model shape defects. One can obtain a good description of shape defects with a restricted

number of modes, thereby reducing the number of degrees of freedom of the defect library.

It is worth noting that the modal approach is the object of standards [14, 15] for the analysis and

characterization of shape defects on elementary features (e.g., planes, cylinders, cones and circles). Even

though these documents only deal with simple geometries, the description of shape defects by eigenmodes

can be applied for any geometric complexity of the surface of interest, and any dimension by using finite

element solutions. This approach was used, for example, to evaluate defects of large flexible parts [16].

To determine and characterize shape defects of mechanical parts, the studied surface should first be

measured. As they can be potentially flexible and large, it is necessary to use non-contact techniques for

which the spatial resolution can easily be adapted. This is the case of image correlation techniques. Even

though mostly used for displacement measurements, stereocorrelation techniques can be utilized for shape

measurements [17, 18]. The position in the 3D space of multiple points are calculated using projection

matrices that are estimated during the calibration phase. Each “point” corresponds to the center of a small

interrogation window that is registered between images acquired by two cameras and are reconstructed by

triangulation. This approach provides a large amount of points, which help for analyzing complex geometries

(e.g., the topography of a tunnel portion [19]). However, the output is a point cloud, which involves a complex
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and time-consuming post-processing step. A second approach, similar to global approaches adopted in 2D-

DIC (2D Digital Image Correlation) [20, 21] consists in mathematically modeling the studied surface (by

NURBS [22, 23] or finite element meshes [24, 25]), and to determine the displacement field to apply to

minimize the correlation residual computed over the entire region of interest. This technique provides a

dense description of the measured fields (i.e., 3D shape or 3D displacement) and ensures direct links with

current CAD and isogeometric softwares [26].

Beaubier et al. [22] and Dufour et al. [23] modeled the studied surface with NURBS patches and, after

calibration, deformed the surface by iteratively optimizing the position of the control points to minimize the

global residuals. The minimization problem includes an extremely small number of unknowns, but cannot

represent surfaces having low order continuities (i.e., parts with groove or machining defect). Dubreuil et

al. [24] extended the previous approach to finite element meshes by deforming the surface along the local

normal vector. Further, regularization strategies were proposed either by penalizing the Hessian of the

minimization scheme [23] or by adding mechanical constrains [25].

The FE-based techniques offer less regular descriptions than standard NURBS models, thereby allowing

potentially more complex surfaces to be represented. Further, it is no longer limited to defects that are

of C1 class. However, the large number of degrees of freedom of the optimization problem may lead to

poor conditioning, and it is also necessary to start with a good initial guess to obtain consistent results.

Thus, global approaches seem more appropriate to study the shape defects of workpieces as the obtained

data require few or even no post-processing step compared to point clouds obtained with local approaches.

However, it remains necessary to find a compromise between a good description of the surface and a lim-

ited number of unknowns for shape measurement via stereocorrelation. The present paper introduces a

measurement method for expressing data directly in a predefined library. This system will rely on global

stereocorrelation. Unlike previous works [27, 24, 25], the surface will be deformed using displacement fields

that represent global (and no longer local) defects. Very recently, Jailin [28] proved that it was possible to

determine the amplitude of 8 vibrational modes using global DIC.

The paper is organized as follows. First, the method principle is presented by mainly detailing the

writing of the deformation of the surface of interest to match the nominal model with the actual geometry.

Second, this measurement method is applied to analyze a medium-sized test piece, and the corresponding

measurement protocol is introduced. Third, more detailed analyses of the results in terms of repeatability

and sensitivity are discussed.

2. Shape measurements

In this work, the shape defects of a mechanical part will be assessed by global stereocorrelation. Two

images of the patterned surface and the nominal CAD model of the part are needed. The registration
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technique used herein is divided into two steps [22, 24], namely, i) the self-calibration of the stereo-setup

and ii) the deformation of the nominal FE model.

2.1. Self-calibration

Although it is possible to extract information from a scene using uncalibrated cameras [29], calibration

is an essential step as soon as metric information is needed [30, 17]. For stereoscopic systems, the calibration

consists in determining the relationship between 3D points of the scene and 2D points in the image plane

of each camera by determining the different components of the projection matrix [P] and possibly some

distortion parameters.

Different calibration techniques exist and can be classified according to various criteria [31] (e.g., when

the approach is explicit [32, 33, 34] or implicit [35]). In the first case, the so-called intrinsic and extrinsic

parameters are determined. They allow for the construction of the projection matrices between the 3D

world frame and the image frames. In the second case, the different components of the projection matrices

are directly optimized. Although the latter approach allows for the measurement of 3D shapes, it does not

enable the physical parameters of the cameras to be evaluated. Whichever approach is selected, a pattern

is usually applied and at least one pair of images is acquired. At this step, there is still no link between

the digital model of the measured part and the measurement data. A registration operation is therefore

necessary to study the defects of the measured part.

In the DIC field, another possibility exists, which consists in using the observed part as the calibration

target [30]. To perform this self-calibration step, the mathematical description of the studied surface is

needed. This model may be based on NURBS descriptions [22, 23] or meshes [24, 25]. The left and right

projection matrices ([Pl], [Pr]) are then determined via global registrations using the nominal description

of the surface. The underlying minimization principle is based on the gray level conservation in the images

f l, fr acquired by the left and right cameras. For a 3D point X0 in the model frame, let xl and xr denote

its projection on each image plane, the gray level conservation reads

f l(xl) = fr(xr) (1)

For the studied area in the images, also called region of interest (ROI), an overall minimization is performed

to determine the projection matrices

(
[Pl], [Pr]

)
= argmin

[pl],[pr]

∑
ROI

(
f l
(
xl(X0, [pl])

)
− fr

(
xr(X0, [pr])

))2
(2)

At the end of this self-calibration step, two camera planes are therefore positioned in the CAD or FE

coordinate system.
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2.2. Shape correction using modal databases

Once the components of the projection matrices [Pl] and [Pr] are known, the nominal surface will be

deformed so as to minimize the correlation residuals. In the approach proposed herein, the deformation

of the surface is performed using a defect database obtained by modal analysis, thereby allowing a limited

number of unknowns to be used and a simplified post-processing step to be implemented. Let Λi denote the

amplitude associated with the mode qi, and X0 the vector position in the frame of nominal surface points

X = X0 +
N∑
i=1

Λiqi (3)

whereX is the estimate of the modal deformation. Analogously to the calibration step, the modal amplitudes

Λi are determined so as to minimize the global residual over the entire ROI

{ΛΛΛ} = argmin
{λλλ}

∑
ROI

(
f l
(
xl(X0, {λλλ})

)
− fr

(
xr(X0, {λλλ})

))2 (4)

where {ΛΛΛ} is the column vector that gathers all unknown amplitudes Λi.

In a similar way to DIC approaches [17, 36], a Gauss-Newton scheme is used to perform the previous

minimizations. It follows that linear systems are solved

[Hq] {δΛΛΛ} = {bq} (5)

where [Hq] and {bq} denote the “modal” Hessian and residual vector, respectively, and {δΛΛΛ} the correc-

tions to the current estimates of the modal amplitudes. With [Q] the modal matrix gathering the nodal

displacements of unitary modes, the modal Hessian is related to the Hessian [H] associated with the FE

discretization of the nominal shape by

[Hq] = [Q]> [H] [Q] (6)

This iterative process is performed until the corrections {δΛΛΛ} become low enough (i.e., ‖{δΛΛΛ}‖∞ < ε). In

such minimization schemes, the Hessian plays a central role. A sensitivity analysis will be performed in

Section 4 to study this matrix on a test case to determine what is the method sensitivity with respect to

different parameters.

3. Case study

The previous analysis is applicable to any size of the studied surface, provided the optical system is

adequate, and delivers the shape defect in a very compact way (i.e., only few modal amplitudes). Thus, it

is desirable to apply this method to large scale parts for which the determination of shape deviations may

be data- and computation-intensive. However, in order to validate the method and to compare it with other

industrial measuring methods, it is applied to a medium-size part.
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3.1. Experimental configuration

The digital model of the studied part, which consists of four Bézier patches connected in curvature,

was obtained with CATIA software1. The workpiece is 290 mm long along two directions, and its height

varies between +10 mm and −10 mm compared to the average plane (parallel to the base). In the proposed

method, the nominal description of the part is given as a triangular (T3) mesh. To avoid edge effects when

searching for the projection matrices [Pl] and [Pr], the surface was trimmed leaving a 10-mm strip out of

the surface (Figure 1(a)). The piece was then discretized and exported as a T3 mesh with an edge size of

3 mm (Figure 1(b)).

(a) (b)

Figure 1: Trimmed surface (a) and associated mesh (b)

The choice of the modal basis has an influence on the convergence of the algorithm (i.e., the Hessian

[Hq] depends on the modal basis, see Equation (6)). To study the influence of the selected basis on the

Hessian [Hq], two sets of displacement fields are considered. They are associated with the free vibrational

modes obtained with the CAD software Catia. The first basis is directly built as provided by the modal

analysis of the software. The second one is constructed by projecting the first basis according to the local

surface normal. This second basis is built in order to account for displacements only induced only by shape

defects with no motion induced by dimensional defects

Basis #1: qi Basis #2: (qi · n) n

where n denotes the outward unitary normal to any point of the surface of interest, and qi the i-th unitary

mode. These two bases are then normalized in amplitude so that the maximum displacement is unitary

(allowing for a simpler reading of modal amplitudes). As an example, three different modes from the

projected basis are shown in Figure 2.

1https://www.3ds.com/products-services/catia/
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(a) (b) (c)

Figure 2: Examples of unitary modes from the projected basis: 7-th mode (a), 30-th mode (b), and 49-th mode (c)

The physical part was machined in a parallelepiped made of polyurethane resin using a 3-axis machining

center. Since the part had a low stiffness, the clamping forces during the machining operation caused

relatively large permanent deformations. The hardware parameters of the optical setup are reported in

Table 1.
Table 1: DIC hardware parameters

Cameras CANON EOS 7D

Definition 5184× 3456 pixels (color images)

Color filter Bayer

Gray Levels rendering 14 bits

Lens CANON EF 20 mm

Aperture f/2.8

Field of view 530× 400 mm2

Image scale 100 µm/pixel

Stereo-angle 50◦

Stand-off distance 600 mm

Image acquisition rate 1-2 fps

Patterning technique projected pattern (see Figure 3(a) and text)

Pattern feature sizes 3 pixels (projector), 0.5-0.8 mm (on workpiece), 5-8 pixels (cameras)

As the material was not naturally contrasted, a speckle pattern was projected onto the surface. In the

present case, a Sony SXRD 4k projector was utilized to project the pattern (Figure 3(a)). The projected

random speckle pattern was generated from an image of definition 4096× 2160 pixels with a white / black

ratio of 60 %. The mean speckle radius of the projected pattern was about 0.4 mm on the workpiece,

which induced speckles 8 pixels in diameter on the acquired images (Figure 3(b)). The use of a projector

to pattern the surface allowed for an easy study of the influence of the speckle on the registrations. The

distortions of the optical setup were estimated based on the 5-parameter model of Brown [37] using the

Camera Calibration toolbox provided by Matlab R2017b version. The displacements induced by distortions
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were less than 25 pixels for the region of interest.

(a) (b)

Figure 3: Stereoscopic system (a) and pattern projected onto the workpiece surface (b)

Five images were acquired with each camera under the same experimental conditions in order to estimate

the acquisition noise. Considering the region of interest in the images, and subtracting the images (of the

same camera), the gray level fluctuations associated with each pixel are obtained. Figure 4 shows the gray

level fluctuations for the left and the right devices. It is worth noting that the dynamic ranges of both series

of images are equal to 255 gray levels.

(a) (b)

Figure 4: Gray level fluctuation for left (a) and right (b) cameras

For both devices, the noise is Gaussian with a very small mean; the standard deviations are equal to 3.4

and 2.5 gray level, respectively. This value can be used to determine the measurement uncertainty for any

given configuration [38, 39].

3.2. Reference measurement

In order to validate the consistency of the results obtained with the proposed method, they were compared

with the measurements obtained with a reference system. Currently, structured light scanning devices appear

to be one of the most efficient optical systems to measure parts with complex shapes [40]. In the present work,
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a fringe projection system ATOS Core 300 SN: 171215 was used. The system consisted of two cameras (focal

length: 12.5 mm) and a projector (focal length: 8.0 mm), allowing a volume of about 300× 230× 230 mm3

to be investigated. According to the manufacturer datasheet, the standard deviation of shape error obtained

with this system is 3 µm.

After measuring the workpiece using the ATOS Core system, a cloud of about 5.9 million points was

obtained. In order to validate the method and compare it to this reference system, it is essential to estimate

the shape defect of the part. A non-rigid registration algorithm [41] was used by considering K = 10

neighbors sorted in a cylinder of radius R = 4 mm and height h = 10 mm. The shape defect of the part was

estimated with N = 50 modes in both bases. The application of the non-rigid registration made it possible

to obtain the shape defect of the part and also the associated residual (related to acquisition noise, and the

completeness of the considered basis). The shape defect can be represented either by a bar diagram to give

the values of modal amplitudes (Figure 5(a-b)) or by displacement maps (Figure 5(c-d)). The two maps

associated with the shape corrections are very close, with a root mean square (RMS) difference of 26 µm,

and the modal amplitudes are very similar too.

(a) (b)

(c) (d)

Figure 5: (a-b) Modal amplitudes (expressed in mm) using ATOS Core point cloud with the two modal bases. (c-d) Corre-

sponding shape defects (expressed in mm)

The residuals are also reported in both ways. It is worth noting that rigid body motions, i.e., the first

6 modes, are not displayed. Figure 6 highlights the shape offsets projected according to the local norm
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between the deformed nominal part and the point cloud. For any basis, the results are very close (RMS

residual of 7.6 µm for both bases). In the present case, the residuals associated with either basis do not

allow their relevance to be discriminated. However, the shape residuals between the nominal geometry and

the measurement are low enough to state that both bases are able to describe the studied shape defects.

(a) (b)

(c) (d)

Figure 6: (a-b) Histograms of deviation between ATOS Core point cloud and estimated shape based on the two modal bases.

(c-d) Corresponding deviation maps (expressed in mm)

3.3. Modal stereocorrelation results

In the following analyses (Table 2), a first set of results is reported for modal stereocorrelation. To follow

the proposition of Dubreuil et al. [24], the second modal basis was selected (the other one will be studied in

Section 4 for comparison purposes).
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Table 2: DIC analysis parameters

DIC software Correli 3.0 [42]

Image filtering None

Element size 3 mm

Shape functions Linear

Evaluation points (per element) 28

Modal bases 44 modes (see text)

Matching criterion Quadratic differences

Interpolant Linear

Shape noise-floor see text

The pair of images used for the registration is shown in Figure 7. The self-calibration step can be

performed either with the nominal model of the part of interest or with its actual dimensions [22]. If

available, the latter information is more desirable and allows for faster convergence. In the present case,

the self-calibration was performed using the ATOS Core data, focusing this analysis on the shape defect

determination only. This will leave the calibration step out of the discussion. Modal stereocorrelation was

performed with the first 44 modes for the shape defect basis, that is to say modes 7 to 50 (i.e., the rigid

body motions were not considered).

(a) (b)

Figure 7: Left (a) and right (b) acquired pictures for the first set of analyses via modal stereocorrelation

The correlation residual map provides the relevant information on the optimization results. A low and

uniform residual all over the ROI indicates that the registration was successful and the selected modal basis

was complete enough to correctly describe the shape defects [23]. Heterogeneities in the residual map may

indicate a mismatch of the actual solution and the optimal one due to the incompleteness of the selected

basis or bad optimization solution. The residuals maps before and after shape correction are reported in

Figure 8. Before shape corrections, the residual map is heterogeneous almost everywhere. Conversely, at the
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end of the shape correction, the residuals are lower (i.e., they decreased from 5.2 % of the dynamic range

to 1.5 %), which validates the registration. It can be noted that some higher levels are observed close to the

top right corner, which indicates that in this area the shape corrections were not totally satisfactory. These

correlation residuals are higher than the acquisition noise (Figure 4), which may indicate a local mismatch

of the shape in that area.

(a) Before shape correction (b) After shape correction

Figure 8: Correlation residual maps (expressed in % of dynamic range) before and after shape corrections

The shape corrections are reported in Figure 9(a-b). Qualitatively, they are close to those obtained with

the reference method (Figure 5(b-d)). Quantitatively, the map of shape differences along the surface normal

is shown in Figure 9(c) and the corresponding histogram in Figure 9(d). The range of differences is less

than ±80 µm and the corresponding standard deviation is equal to 18 µm. These results validate the modal

stereocorrelation method. It is worth noting that one of the corners where the shape residual is high is also

the one where the correlation residual is high.
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(a) Shape defect map (b) Modal amplitudes

(c) Difference map (d) Histogram of differences

Figure 9: Results with modal stereocorrelation (a,b), and comparison with ATOS Core results (c,d). The unit of the color bars

is mm

The acquisition and data processing time of both ATOS Core system and the purposed DIC method are

similar for the studied surface, respectively 14 and 17 minutes. However, on large scale surfaces, this time

will remain identical for DIC and may be decreased by optimizing the matlab code, whereas it will greatly

increase for the ATOS Core system. The next question to address is whether such results are repeatable

for a given configuration, but also for different configurations. The answer is provided by performing a

sensitivity analysis.

4. Sensitivity analysis

In this section, a sensitivity analysis is performed to various parameters that can be set by the user. Since

Equation (5) is solved iteratively, it is important to ensure that the Hessian [Hq] is properly conditioned.

The corresponding eigenvalues can be used to optimize tests with respect to their sensitivities to acquisition

noise [43]. This matrix mainly depends on three parameters [22, 26]:

• ∇∇∇f l and ∇∇∇fr, corresponding to the gray-level contrasts and therefore depending among other things

on the projected speckle. The modification of the speckle pattern is delicate when obtained by spraying

black and white paints. It is a lot easier to investigate when it is projected (as herein);

• ∂xl

∂X and ∂xr

∂X characterize the pixel shifts induced by 3D offsets. These partial derivatives are directly

related to the projection matrices [Pl] and [Pr] relating the homogeneous coordinates in each camera
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plane to those of the considered physical point. These matrices depend on the intrinsic and extrinsic

parameters of each camera [34, 17];

• and in the present case the modal matrix [Q], which depends on the selected modal basis.

4.1. Influence of modal basis and speckle size

The relevance of the two bases introduced previously is now discussed. As shown in Section 3.2, the

two bases led to essentially the same result when using the ATOS Core system. They made it possible

to represent shape defects with an RMS residual less than 7.6 µm (see Figure 6). To study the influence

of the modal basis on the defect shape identification, the global correlation residual, which is the RMS of

the gray level differences normalized by the dynamic range of reference pictures (i.e., 255 gray levels), is

studied. Figure 10 shows the change of the global correlation residual during the shape correction phase

using the two modal bases. Figure 10(a) corresponds to a coarse speckle (mean speckle diameter ≈ 0.8 mm

or approximately 8 pixels). The results of Figure 10(b) are obtained with a fine speckle (mean speckle

diameter ≈ 0.5 mm or approximately 5 pixels).

(a) (b)

Figure 10: Correlation residuals during shape corrections with the two modal bases for coarse (a) and fine (b) speckles

In Figure 10(a), the first basis leads to oscillations with a gradual divergence in the last iterations, while

for the second basis, convergence is achieved in a regular way. The second basis makes it easier for the

registration to converge, which can be explained by the regularizing effect of the projection of displacements

according to the local surface normal [24]. Moreover, when the registration converges for both bases, the

correlation residuals are slightly lower with the second one (Figure 10(b)). Based on these two observations,

the second basis is the most relevant and will be kept for future investigations.

In the present case, finer speckles led to lower residuals when compared to the coarser ones, which was

already observed in other situations [44, 45]. In the studied case, the best results are obtained with speckle

diameters of 5 pixels, in line with the recommendations of the International Digital Image Correlation Society

(i.e., speckle size of 3-5 pixels [45]).
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4.2. System configuration

The influence of the camera position on the correlation results is investigated in the sequel. To per-

form this analysis, three camera positions were chosen near the initially selected stereoscopic configuration

(Figure 11). The results presented in Section 3 were obtained using configuration #3. For these four config-

urations, five images were acquired with each camera to study the repeatability of the results. The projected

speckle was identical in all four configurations, and the position and orientation of the workpiece relative to

the projector did not change.

Figure 11: Investigated camera configurations

To perform the calculations, the first 44 shape defect modes of the second basis were used (i.e., modes

7 to 50, the first 6 are rigid body modes). Since there are 5 left images and 5 right images, 25 pairs of

images can be analyzed (Left1-Right1, Left1-Right2, etc.), allowing an average result to be constructed and

the fluctuations to be analyzed. The following results correspond to the mean results computed from the 25

image pairs for each configuration. The average shape correction maps for each configuration (Figure 12)

all appear essentially identical and very close to the reference case (Figure 9(a)).
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(a) Configuration #1 (b) Configuration #2

(c) Configuration #3 (d) Configuration #4

Figure 12: Average correction map (expressed in mm) for the four studied configurations (Figure 11)

For the 25 pairs of images, the mean value and the standard deviation on each modal amplitude were

computed and are reported in Figure 13. Regarding the modal amplitudes, although the distribution is

generally similar and close to the reference case (Figure 9(b)), some minor changes are observed. It is worth

noting that the error bars differ from one configuration to another.
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(a) Configuration #1 (b) Configuration #2

(c) Configuration #3 (d) Configuration #4

Figure 13: Average modal amplitudes for the four studied configurations (Figure 11) and corresponding standard deviations

(error bars)

By using the mean value of the modal amplitudes (Figure 13), the associated shape defect map in each

configuration are compared to the reference measurement (i.e., with the ATOS Core system). Figure 14

shows that the global shape defect is close to ±15 µm from the reference measurement with a root mean

square difference varying between 53 µm and 18 µm depending on the studied configuration. Thus, the

relative position of the cameras has a significant impact on the shape defect determination.
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(a) Configuration #1, STD: 33 µm (b) Configuration #2, STD: 53 µm

(c) Configuration #3, STD: 18 µm (d) Configuration #4, STD: 40 µm

Figure 14: Average map of differences (expressed in mm) between modal stereocorrelation and ATOS measurements

Figure 13 also highlights two configurations for which the modal amplitude uncertainty is higher than

the other ones. By looking more specifically at the results, one can distinguish two different series of modal

amplitudes that give approximately the same correction map (see Figure 15). This observation explains the

large error bar on the modal amplitude.
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(a) Solution 1 (b) Solution 2

(c) Solution 1 (d) Solution 2

Figure 15: Pair of solutions for configuration #2. The unit of the color bars is mm

The error bars applied to the modal amplitudes Λi do not make it possible to visually obtain an indication

of the repeatability of the shape defect itself. This is why one should look at the standard deviation not in

terms of modal amplitudes, but in terms of displacements along the local surface normal. Figure 16 reports

the standard deviation of the shape defect. The shape defect uncertainty varies according to the chosen

configuration. The mean standard deviation ranges between 17 µm (configuration #1) and 120 µm (config-

uration #2). This result confirms the fact that the measurement configuration (and thus the corresponding

projection matrices [Pl] and [Pr]) has an important influence. Such result also calls for an optimization of

the stereo-vision system.
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(a) Configuration #1 (b) Configuration #2

(c) Configuration #3 (d) Configuration #4

Figure 16: Standard deviation map (expressed in mm) of the shape defect

4.3. Influential shape defects

For the different measurement configurations, one can study the Hessian matrix [Hq]. To study the

ability of the method to detect some defects in a given measurement configuration, it is necessary to analyze

the eigenvalues of the Hessian [43]. A high eigenvalue defines an eigenmode that is very sensitive, i.e., its

uncertainty is very low. Conversely, a low eigenvalue will be more impacted by image noise.

A spectrum analysis of the Hessians makes it possible to determine the influence of the measurement

configuration on the detection of some defects. Figure 17 shows the spectra associated with measurement

configurations #1 to #4. It is observed the spectrum slightly varies from one configuration to another but

the general tendency remains the same. In all studied configurations, 12 modes are much less influential

than the other 32. It is worth noting that, based on the trends of these spectra, if the considered basis

contained too many modes, the conditioning would further degrade and may lead to numerical instabilities.
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Figure 17: Spectra of Hessians for the four studied configurations (Figure 11)

It will be shown hereafter that these less influential modes have high spatial frequencies, whereas the

most influential ones have low spatial frequencies. It is worth noting that, based on these spectra, another

analysis could be performed using less eigenmodes to ensure a good conditioning of the problem while keeping

a good representativeness of the studied shape defect. This study is not presented herein as the conditioning

was not problematic in the presented study. For each configuration, one can study the displacement map

associated with the most sensitive eigenmode. Figure 18 shows the displacement maps associated with the

most influential mode (eigenvector #1 referring to the above spectra, see Figure 17). The edges of the

mesh were intentionally left out to better perceive the shape variations. The most influential eigenmode is

not the same depending on the selected measurement configuration. However, all of them have rather high

wavelengths.
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(a) Configuration #1 (b) Configuration #2

(c) Configuration #3 (d) Configuration #4

Figure 18: Most sensitive eigenmodes (i.e., eigenvector #1)

Figure 19 reports the least influential eigenmode, which is different for the four configurations. Their

fluctuations have significantly larger spatial frequencies than the most sensitive mode (Figure 18).
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(a) Configuration #1 (b) Configuration #2

(c) Configuration #3 (d) Configuration #4

Figure 19: Least influential eigenmodes (i.e., eigenvector #44)

Thus, according to Figures 17, 18 and 19, the high frequency defects will be naturally filtered by modal

stereocorrelation while the low frequency ones will be captured. However, if one is interested in detecting

local defects (which require the use of high frequency representations), one may turn to the residual map

(Figure 8) to locate the areas in which the computed shape mismatch with the real surface should be

enriched.

4.4. Discussion

In this section, a detailed analysis on the effect of different parameters on the stereocorrelation results

is presented. Several parameters have a significant influence:

• Modal basis: two modal bases were studied. Although the shape defect could be represented by

either one, Figure 10 shows that the choice of the basis had a first order influence on the defect

determination. Further, the projected basis has a regularizing effect for any of the speckle patterns. In

this study, both bases were built from discrete modal decomposition (DMD) elements. This technique

enable any types of surface to be analyzed but constrains the shape defects to be continuous. However,

if one is interested in detecting discontinuous defects, it is possible to locate them based on residual

map, and then enrich the basis.
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• System configuration: the relative position and orientation of the cameras with respect to the

workpiece had an influence on several parameters of the method:

– If the industrial measurement system (ATOS Core) is assumed to be the reference, the difference

between the correlation results and those obtained with ATOS Core characterize the accuracy

of modal stereocorrelation. Thus, according to Figure 14, the average shape defect is close with

respect to the reference solution with an RMS difference ranging between 18 µm and 53 µm

depending on the stereovision configuration.

– The computed shape defect repeatability is also impacted by the camera configuration. In some

cases, the shape defect estimates are highly repeatable (standard deviation less than 22 µm)

whereas in some cases it reached 125 µm (Figure 16). However, the computed shape defects are

similar and close to the reference measurement (with an RMS difference ranging from 18 µm to

53 µm as shown in Figure 14).

– The defect sensitivity depends on the camera configuration too (Figures 18 and 19). It is also

worth noting that the low spatial frequency defects are generally the most influential, which means

the proposed method will easily detect the first eigenmodes. If one is interested in looking for

local defects, a residual map analysis highlights the area(s) of the surface where a local defect may

be present so that a multiscale analysis could be performed around this location or an enrichment

strategy could be followed.

5. Conclusion and Outlook

In this work, modal stereocorrelation was implemented to measure shape defects. To avoid issues related

to the measured data registration with respect to the nominal model, a self-calibration step was performed.

The originality of the method lies in the use of modal bases, thereby allowing for dense representations of

surface shape defects, while limiting the number of unknowns of the problem (and therefore its solution

complexity) and also reducing the post-processing phase.

The developed method was applied to a medium-sized test part (290× 290× 20 mm3) and the obtained

results were compared to the defect found with a reference system (ATOS Core). The shape defects measured

with this method were close to those found with the reference system, with standard differences not exceeding

53 µm for an overall shape defect amplitude of approximately 2 mm. These differences can be decreased

down to a standard deviation of 18 µm depending on the measurement configuration. To avoid any issues

arising from the self-calibration step, and to only study the limits of the shape defect measurement phase,

the self-calibration step was carried out using the ATOS Core measurements for the surface of interest.

In future work, the self-calibration step will be optimized. This method will also be applied to larger

workpieces. Last, since the uncertainties of the system depend on the positions of the cameras with respect to
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the part of interest, the sensitivity analysis can be used to determine the optimal configuration for measuring

a known defect database. Last, since video-projected patterns were considered herein, their optimization

may also be investigated.
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