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Abstract

We study three manpower allocation problems in labor-intensive cellular manufacturing, for which mathematical programming formulations were already developed and computer tested but no computational complexity analysis is provided in the literature. We present very efficient new solution procedures for two of these problems and prove that the third problem is NP-hard in the strong sense and that it can be solved efficiently for special cases. Solutions of the studied problems can be used for solving more general manpower allocation and cell loading problems in labor-intensive cellular manufacturing.
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1 Introduction

Cellular manufacturing is a practical realization of the group technology philosophy, whose scientific principles were first mentioned by Flanders [22] in 1925 and further developed and advocated by many scholars, some references in the chronological order are: Sokolovsky [45], Mitrofanov [36], Opitz [37], Burbidge [15], Ham et al. [27], Kusiak [34], Wemmerlöv and Hyer [55, 56], Harhalakis et al. [25], Heragu [26], Brandon [10], Askin et al. [2], Askin and Zhou [3], Tanaev et al. [53], Irani [29], Inman and Helm [28], Dolgui and Proth [20], Askin [4], Stevenson [46], Brusco [11], Wahyudin et al. [54], and many others. Group technology aims at reducing setup times and costs and increasing productivity, product quality and worker and customer satisfaction by clustering and matching products requiring the same or similar
operations and machines performing these operations. Manufacturing cell is a collection of machines and workers or robots operating these machines in a close neighborhood.

Many industries such as automotive industry, aircraft part manufacturing, garment production, jewelry manufacturing, medical device manufacturing utilize labor-intensive manufacturing cells. Each cell is usually assigned a team of full-skilled workers each of which can perform any operation. In labor-intensive cellular manufacturing, manpower is the major resource, and its optimal allocation to operations in a cell is one of the main problems. Various aspects of the workforce assignment problems in cellular and team-based manufacturing have been studied by King [33], Wild [57], Peters and Waterman [39], Wilson [58], Chen and Saxena [17], Johnson [31], Johnson and Johnson [32], Peterson [40], Russel et al. [43], Wirth et al. [59], Süer [47], Bukchin et al. [12], Süer and Bera [50], Akturk and Wilson [1], Davis and Mabert [18], Groover [24], Li et al. [35], Bukchin and Masin [13], Süer and Dagli [51], Cesani and Steudel [16], Bidanda et al. [8], Dimitriadis [19], Becker and Scholl [6, 7], Süer et al. [48, 49], Süer et al. [52], Battaïa and Dolgui [5], Rubin and Bai [42], Otto and Battaïa [38]. Besides, team-based approach is widely used to improve functioning of organizations (Rami Shani et al. [41], Janiak [30]).

Süer et al. [48, 49] consider assignment of full-skilled workers to cells intended for parallel execution of tasks in product manufacturing. A set of eligible assignment configurations (product, cell, number of workers) is given. The objectives are minimizing the number of tardy products and minimizing the total number of workers. The decision includes the number of cells to open, cell sizes in terms of the number of workers, product-cell assignment and product sequences for each cell. Süer et al. [52] extend these models by considering the minimization of the total product tardiness. The solution procedure in Süer et al. [52] is a two-stage one. In the first stage, a given number of workers is allocated over a given number of parallel tasks for a given single product type in a single cell. Three problems are formulated, which differentiate by the assumptions of whether a worker can be shared between several tasks or not, or whether worker sharing between the tasks is limited. Mathematical programming formulations are suggested and computer tested for these problems. The next solution stage addresses cell loading with alternative configurations determined by the number of workers and the product type for each cell.

We study computational complexity of the three problems of the first solution stage in
Süer et al. [52]. The problems are formulated in Section 2. The criterion is the same for all three problems. In [52], it is to maximize the minimum output rate over all tasks. In our paper, it is to minimize the maximum task time. Let \( t \) be the task processing time if it is assigned a single worker. If it is assigned \( y \) workers, then its processing time is \( t/y \) and the task output rate is \( 60y/t \) task cycles per hour if \( t \) is in minutes. It is easy to see that the criteria of maximizing the output rate and minimizing the maximum task time are equivalent. We have made our choice because min-max problems are more popular than max-min problems in the optimization literature. Section 3 contains properties of optimal solutions for two of the problems and a generalization of one of them, and low order polynomial time algorithms based on these properties. The third problem is proved NP-hard in the strong sense and several its special cases are shown to be polynomially solvable in Section 4. The paper concludes with a short summary of the results and suggestions for future research.

2 Problem formulations

The common part of all three studied problems is the following. There are \( s \) tasks to be performed by \( n \) full-skilled workers. The tasks are performed in parallel. Each worker has the same capacity, which we assume, without loss of generality, to be equal to one. In the general case, capacity of the same worker can be shared between the tasks, and several workers can be assigned to the same task. The processing time of task \( j \) is equal to \( t_j/y_j \), where \( y_j \) is the total worker capacity assigned to it, \( j = 1, \ldots, s \). Denote by \( \delta_{ij} \) a portion of the capacity of worker \( i \) assigned to task \( j \), \( 0 \leq \delta_{ij} \leq 1 \). We have \( y_j = \sum_{i=1}^{n} \delta_{ij}, \ j = 1, \ldots, s \). The problem is to distribute worker capacities between \( s \) tasks so that each task is assigned a non-zero capacity portion and the maximum task processing time, \( \max_{j=1,\ldots,s} \{ t_j/y_j \} \), is minimized.

Three variations of the common problem are denoted as CN, DS and RS(\( u \)), which abbreviate “continuous”, “discrete” and “restricted up to \( u \)”, respectively. In the problems CN and DS, variables \( y_j \) are real and integer numbers, respectively, which address the cases where the same worker can be shared and, respectively, it cannot be shared between several tasks. In the problem RS(\( u \)), variables \( y_j \) are real numbers with an additional requirement that the total worker capacity \( \sum_{j=1}^{s} y_j \) can be distributed between the workers so that the same worker is assigned to at most \( u \) tasks for a given number \( u \), \( u \in \{1,\ldots,s\} \). The input
size of any of the three problem variants is \(O(s)\). Mathematical programming formulations of the three problems are given below. Introduce variable vector \(y\) with entries \(y_j\) and variable matrix \(\delta\) with entries \(\delta_{ij}\), \(i = 1, \ldots, n, j = 1, \ldots, s\). We call pair \((y, \delta)\) a solution.

**Problem CN** (with unrestricted worker sharing):

\[
\min_y \max_{j = 1, \ldots, s} \left\{ \frac{f_j}{y_j} \right\},
\]

subject to

\[
\sum_{j=1}^s y_j \leq n, \quad y_j > 0, \quad j = 1, \ldots, s.
\]

Denote optimal solution and optimal solution value for the problem CN as \((y^{(cn)}, \delta^{(cn)})\) and \(F^{(cn)}\), respectively. Given vector \(y^{(cn)}\), corresponding matrix \(\delta^{(cn)}\) can be determined by the following **Wrap Around Rule**.

**Wrap Around Rule.**

**Step 1.** Define integer task capacity deadlines \(D_j = \lfloor y_j^{(cn)} \rfloor\), \(j = 1, \ldots, s\). Assign workers \(1, \ldots, D_1\) in their maximum capacities to task 1: \(\delta_{i1}^{(cn)} = 1, \ i = 1, \ldots, D_1\). Assign workers \(D_1 + 1, \ldots, D_1 + D_2\) in their maximum capacities to task 2: \(\delta_{i2}^{(cn)} = 1, \ i = D_1 + 1, \ldots, D_1 + D_2\). Continue in the same fashion until assigning workers \(\sum_{i=1}^{s-1} D_i, \ldots, \sum_{i=1}^s D_i\) in their maximum capacities to task \(s\): \(\delta_{is}^{(cn)} = 1, \ i = \sum_{i=1}^{s-1} D_i, \ldots, \sum_{i=1}^s D_i\). If \(y_j^{(cn)} > 1, \ j = 1, \ldots, s\), are integer, then stop: \(\delta^{(cn)}\) is determined. Otherwise, perform Step 2.

**Step 2.** Define fractional task capacity deadlines \(d_j := y_j^{(cn)} - \lfloor y_j^{(cn)} \rfloor\), \(j = 1, \ldots, s\). Define set \(S = \{j \mid d_j > 0\}\). To facilitate presentation, assume \(S = \{1, \ldots, s^0\}\). Determine task index \(j_1\) such that \(\sum_{j=1}^{j_1-1} d_j < 1 \leq \sum_{j=1}^{j_1} d_j\). Assign worker \(w = \sum_{i=1}^s D_i + 1\) to tasks \(1, \ldots, j_1\) so that \(\delta_{w,j}^{(cn)} = d_j, \ j = 1, \ldots, j_1 - 1\) and \(\delta_{w,j}^{(cn)} = 1 - \sum_{j=1}^{j_1-1} d_j\). If \(\sum_{j=1}^{j_1} d_j > 1\), then re-set \(S := \{j_1, j_1 + 1, \ldots, s^0\}\) and \(d_{j_1} := \sum_{j=1}^{j_1} d_j - 1\). If \(\sum_{j=1}^{j_1} d_j = 1\), then re-set \(S := \{j_1 + 1, j_1 + 2, \ldots, s^0\}\). To facilitate presentation, assume \(S = \{j_1, j_1 + 1, \ldots, s^0\}\). Determine task index \(j_2\) such that \(\sum_{j=j_1}^{j_2-1} d_j < 1 \leq \sum_{j=j_1}^{j_2} d_j\). Assign worker \(w + 1\) to tasks \(j_1, j_1 + 1, \ldots, j_2\) so that \(\delta_{w+1,j}^{(cn)} = d_j, \ j = j_1, j_1 + 1, \ldots, j_2 - 1\) and \(\delta_{w+1,j}^{(cn)} = 1 - \sum_{j=j_1}^{j_2-1} d_j\). If \(\sum_{j=j_1}^{j_2} d_j > 1\), then re-set \(S := \{j_2, j_2 + 1, \ldots, s^0\}\) and \(d_{j_2} := \sum_{j=j_1}^{j_2} d_j - 1\). If \(\sum_{j=j_1}^{j_2} d_j = 1\), then re-set \(S := \{j_2 + 1, j_2 + 2, \ldots, s^0\}\). Continue in the same fashion until assigning worker \(w + k = \lceil \sum_{j=1}^s y_j^{(cn)} \rceil\) to tasks \(j_k, j_k + 1, \ldots, s^0\). \(\square\)
The Wrap Around Rule can be implemented to run in $O(s)$ time.

**Problem DS** (without worker sharing): the only difference with the problem CN is that constraints (3) are replaced with

$$y_j \in \{1, \ldots, n\}, \quad j = 1, \ldots, s.$$  \hfill (4)

Due to the constraints (4), problem DS has no solution if $n \leq s - 1$. If $n = s$, then there exists a unique feasible (and optimal) solution $y = (1, \ldots, 1)$. Assume that $n \geq s + 1$ for the problem DS. Denote optimal solution and optimal solution value for the problem DS as $(y^{(ds)}, \delta^{(ds)})$ and $F^{(ds)}$, respectively. Given vector $y^{(ds)}$, corresponding matrix $\delta^{(ds)}$ can be determined by Step 1 of the Wrap Around Rule, in which notation “cn” is replaced by “ds”.

Introduce 0-1 variables $z_{ij}$ such that $z_{ij} = 1$ if $\delta_{ij} > 0$. Note that we allow $z_{ij} = 1$ if $\delta_{ij} = 0$. Values $\delta_{ij}$ and $z_{ij}$, $j = 1, \ldots, s$, $i = 1, \ldots, n$, are variables in the problem with restricted worker sharing.

**Problem RS(u)** (with restricted worker sharing):

$$\min \max_{\delta} \left\{ \frac{t_j}{\sum_{i=1}^{n} \delta_{ij}} \right\},$$

subject to

$$\sum_{j=1}^{s} z_{ij} \leq u, \quad i = 1, \ldots, n,$$  \hfill (6)

$$\sum_{j=1}^{s} \delta_{ij} = 1, \quad i = 1, \ldots, n,$$  \hfill (7)

$$z_{ij} \geq \delta_{ij}, \quad i = 1, \ldots, n, \quad j = 1, \ldots, s,$$  \hfill (8)

$$\delta_{ij} \geq 0, \quad z_{ij} \in \{0, 1\}, \quad i = 1, \ldots, n, \quad j = 1, \ldots, s.$$  \hfill (9)

Constraints (6) guarantee that each worker is assigned to at most $u$ tasks. Constraints (7) ensure that each worker is employed in its maximum capacity (equal to 1). Constraints (7) and (9) imply $\delta_{ij} \leq 1$ for all $i$ and $j$. Constraints (8), (9) and relation $\delta_{ij} \leq 1$ imply $z_{ij} = 1$ if $\delta_{ij} > 0$. Denote optimal variable vector $y$, optimal variable matrix $\delta$ and optimal solution value for the problem RS(u) as $y^{(rsu)}$, $\delta^{(rsu)}$ and $F^{(rsu)}$, respectively.

Constraints (6)-(9) have the same effect as those in the model 1c in Süer et al. [52]. Note that the number of variables and constraints in the problem (5)-(9) is $O(sn)$, which is not polynomial because of $n$. 
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Equivalent formulations of the problems CN, DS and RS\((u)\) will be obtained if we reverse dividend and divisor in the objective function, replace min-max criterion with max-min one and allow \(y_j, j = 1, \ldots, s\), to take zero values. By doing so, the problems CN, DS and RS\((u)\) become a linear programming (LP) problem, an integer linear programming (ILP) problem and a mixed integer linear programming (MILP) problem, respectively. Such formulations are given by Süer et al. \[52\]. While LP can be solved in polynomial time in the number of variables and constraints, ILP and MILP cannot be handled in polynomial time in their general form, unless \(\mathcal{P} = \mathcal{NP}\). We shall demonstrate that the problems CN and DS can be solved in \(O(s)\) and \(O(s^2)\) time, respectively, and that the problem RS\((u)\) is NP-hard in the strong sense. These results improve solution approaches for the first two problems in \[52\], and justify the MILP approach for the third problem.

3 Properties and efficient solutions of problems CN and DS

We start with proving useful properties of an optimal solution of the problem CN.

**Statement 1** There exists an optimal vector \(y^{(cn)}\) which satisfies the following properties:

\[
\begin{align*}
(i-cn) \quad & \sum_{j=1}^{s} y_j^{(cn)} = n, \\
(ii-cn) \quad & F^{(cn)} = \left( \sum_{j=1}^{s} t_j \right) / n, \\
(iii-cn) \quad & y_j^{(cn)} = t_j / F^{(cn)} = t_j n / \left( \sum_{j=1}^{s} t_j \right), \quad j = 1, \ldots, s.
\end{align*}
\]

**Proof:** Consider an optimal vector \(y^{(cn)}\) and assume that property (i-cn) is not satisfied for it. Increase arbitrary values \(y_j^{(cn)}\) so that this property is satisfied. Since this update does not increase optimal value \(F^{(cn)}\), the new solution is optimal.

Now consider an optimal vector \(y^{(cn)}\) for which property (i-cn) is satisfied. By the definition of the objective function, relations \(t_j \leq y_j^{(cn)} F^{(cn)}, \quad j = 1, \ldots, s\), are satisfied. By summing left-hand sides and right-hand sides of these relations and taking into account \(\sum_{j=1}^{s} y_j^{(cn)} = n\), we obtain \(\sum_{j=1}^{s} t_j \leq n F^{(cn)}\) and \(F^{(cn)} \geq \left( \sum_{j=1}^{s} t_j \right) / n\). Thus, \(\left( \sum_{j=1}^{s} t_j \right) / n\) is a lower bound for \(F^{(cn)}\).

Define \(y_j = \frac{t_j n}{\sum_{r=1}^{s} t_r}, \quad j = 1, \ldots, s\). We have \(\sum_{j=1}^{s} y_j = n\). Therefore, \(y\) is feasible for the problem CN. Moreover, \(t_j / y_j = \left( \sum_{r=1}^{s} t_r \right) / n, \quad j = 1, \ldots, s\), which implies that \(y\) is optimal. Properties (i-cn), (ii-cn) and (iii-cn) are satisfied for it.\(\square\)
Statement 1 and the fact that the Wrap Around Rule runs in $O(s)$ time implies that the problem CN can be solved in $O(s)$ time.

We now pass to considering the problem DS. First note that if $[y^{(cn)}_j] = y^{(cn)}_j$, $j = 1, \ldots, s$, then $y^{(cn)}$ is feasible for the problem DS, and therefore, $y^{(ds)} = y^{(cn)}$ and $F^{(ds)} = F^{(cn)}$. Assume that $[y^{(cn)}_j] < y^{(cn)}_j$ for some $j$, $1 \leq j \leq s$. In this case, $\sum_{j=1}^s [y^{(cn)}_j] < \sum_{j=1}^s y^{(cn)}_j = n$.

**Theorem 1** If $\sum_{j=1}^s [y^{(cn)}_j] < n$, then $F^{(ds)}$ belongs to the set $T := \left\{ y_j = [y^{(cn)}_j] - 1, [y^{(cn)}_j] - 2, \ldots, \max\{1, [y^{(cn)}_j] - s + 1\}, j = 1, \ldots, s \right\}$.

**Proof:** By the definition of the value $F^{(ds)}$, this value is equal to $t_j/y$ for some $j = 1, \ldots, s$ and $y = 1, \ldots, n$. Since $F^{(cn)}$ is a lower bound for $F^{(ds)}$ and $\sum_{j=1}^s [y^{(cn)}_j] < n$, we know that $F^{(ds)} \geq \min_{j=1,\ldots,s} \left\{ \frac{t_j}{[y^{(cn)}_j] - 1} \right\}$. To prove the theorem, it remains to show that $F^{(ds)} \leq \max_{j=1,\ldots,s} \left\{ \frac{t_j}{\max\{1, [y^{(cn)}_j] - s + 1\}} \right\}$.

Consider vector $y^{(0)} = \left( \max\{1, [y^{(cn)}_j] - s + 1\}, \ldots, \max\{1, [y^{(cn)}_j] - s + 1\} \right)$. Introduce sets $J_1 = \{ j \mid y^{(0)}_j = 1 \}$ and $J_2 = \{ j \mid y^{(0)}_j \geq 2 \}$. We have $|J_1| + |J_2| = s$ and

$$\sum_{j=1}^s y^{(0)}_j = |J_1| + \sum_{j \in J_2} [y^{(cn)}_j] - |J_2|(s - 1).$$

If $J_2 = \emptyset$, then, taking into account $n \geq s + 1$, obtain $\sum_{j=1}^s y^{(0)}_j = |J_1| = s < n$. If $J_2 \neq \emptyset$, then $|J_1| \leq s - 1$, $|J_2| \geq 1$ and

$$\sum_{j=1}^s y^{(0)}_j = |J_1| - |J_2|(s - 1) + \sum_{j \in J_2} [y^{(cn)}_j] \leq \sum_{j \in J_2} [y^{(cn)}_j] \leq |J_2| \leq s |J_2| < n.$$

Thus, $\sum_{j=1}^s y^{(0)}_j < n$. Consider another vector $y^{(1)}$ with $y^{(1)}_j = y^{(0)}_j$ for $j = 1, \ldots, s - 1$, and $y^{(1)}_s = n - \sum_{j=1}^{s-1} y^{(0)}_j > y^{(0)}_s$. It is clear that $\sum_{j=1}^s y^{(1)}_j = n$, i.e., $y^{(1)}$ is feasible, and

$$F^{(ds)} \leq \max_{j=1,\ldots,s} \left\{ \frac{t_j}{y^{(0)}_j} \right\} \leq \frac{t_j}{y^{(0)}_s} \frac{t_j}{y^{(0)}_j} = \max_{j=1,\ldots,s} \left\{ \frac{t_j}{\max\{1, [y^{(cn)}_j] - s + 1\}} \right\},$$

which completes the proof. \hfill $\square$

Consider $F \in T$ and a vector $y$ satisfying $y_j \in \{0,1,\ldots,n\}$ and $\frac{t_j}{y_j} \leq F$, $j = 1, \ldots, s$. Relations $\frac{t_j}{y_j} \leq F$ and integrality of $y_j$ imply $y_j \geq \left\lfloor \frac{t_j}{F} \right\rfloor$, $j = 1, \ldots, s$. Define vector

$$y^{(F)} = \left( \left\lfloor \frac{t_1}{F} \right\rfloor, \ldots, \left\lfloor \frac{t_s}{F} \right\rfloor \right).$$

If $\sum_{j=1}^s \left\lfloor \frac{t_j}{F} \right\rfloor \leq n$, then $y^{(F)}$ is feasible for DS. Otherwise, if $\sum_{j=1}^s \left\lfloor \frac{t_j}{F} \right\rfloor > n$, then there is no vector $y$ simultaneously satisfying conditions (2), (4) and relations $\frac{t_j}{y_j} \leq F$, $j = 1, \ldots, s$, that
is, $F < F^{(ds)}$. We deduce that $F^{(ds)}$ is equal to the minimal value $F \in T$, for which relation 
\[ \sum_{j=1}^{s} \left\lfloor \frac{t_j}{F} \right\rfloor \leq n \] is satisfied. The value of $F^{(ds)}$ and the corresponding optimal vector $y^{(ds)}$ can be found by the following Bisection Search Procedure over the elements of the set $T$.

**Bisection Search Procedure.**

**Input:** Set $T$ defined in Theorem 1. We stress that $T$ is defined as a set and not as a multi-set, that is, all its elements are distinct.

**Step 1.** Select smallest element, denoted as $A$, in the set $T$. If $n \geq \sum_{j=1}^{s} \left\lfloor \frac{t_j}{A} \right\rfloor$, then $F^{(ds)} = A$ and $y^{(ds)} = y^{(A)}$. Stop. If $n > \sum_{j=1}^{s} \left\lfloor \frac{t_j}{A} \right\rfloor$, then remove $A$ from $T$, select largest element, denoted as $B$, in $T$, determine feasible solution $y^{(B)}$ with $y_j^{(B)} = \lceil \frac{t_j}{B} \rceil$, $j = 1, \ldots, s - 1$, $y_s^{(B)} = n - \sum_{r=1}^{s-1} y_r^{(B)}$, and perform Step 2. Step 1 can be implemented to run in $O(s)$ time.

**Step 2.** If $|T| = 1$, then stop: $F^{(ds)} = B$ and $y^{(ds)} = y^{(B)}$. If $|T| \geq 2$, then select median $M$ in the set $T$, which is the $\lceil |T|/2 \rceil$-th smallest element in this set. This can be done in $O(|T|)$ time by employing the median finding technique of Blum et al. [9]. If $n \geq \sum_{j=1}^{s} \left\lfloor \frac{t_j}{M} \right\rfloor$, then update set $T$ by removing elements larger than $M$ from it, re-set $B := M$ and repeat Step 2. If $n > \sum_{j=1}^{s} \left\lfloor \frac{t_j}{M} \right\rfloor$, then update set $T$ by removing $M$ and elements smaller than $M$ from it, and repeat Step 2. Both removals can be done in $O(s + |T|)$ time. If $T^0$ is the set $T$ after any of the removals, then $|T^0| \leq |T|/2 + 1$.

Since the cardinality of the set $T$ is decreased almost twice in each iteration of Step 2 and the number of iterations of this step is $O(\log s)$, the Bisection Search Procedure can be implemented to run in $O(s \log s + |T|/2 + |T|/4 + |T|/8 + \cdots + 1) = O(s \log s + |T|)$ time. Therefore, problem DS can be solved in $O(s^2)$ time.

The results for the problem CN can be extended for the following more general problem, which we denote as CN-POWER. Let $\alpha$ be a given constant, $\alpha > 0$. CN-POWER differs from CN only in that the processing time of task $j$ is equal to $t_j/(y_j)^\alpha$ if $y_j$ is the total worker capacity assigned to it, $j = 1, \ldots, s$. We denote optimal solution and optimal solution value of the problem CN-POWER as $(y^{(po)}, \delta^{(po)})$ and $F^{(po)}$, respectively. If $0 < \alpha < 1$, then this problem is appropriate in situations when the per worker efficiency drops as the team size increases.

**Statement 2** There exists an optimal vector $y^{(po)}$ which satisfies the following properties:

\[(i-po) \sum_{j=1}^{s} y_j^{(po)} = n,\]
\[ (ii-po) \quad \frac{t_1}{(y_1^{(po)})^\alpha} = \cdots = \frac{t_s}{(y_s^{(po)})^\alpha}, \]
\[ (iii-po) \quad F^{(po)} = \left( \sum_{j=1}^s (t_j)^{\frac{\alpha}{1}} \right)^{\alpha}, \]
\[ (iv-po) \quad y_j^{(po)} = \frac{\sum_{j=1}^s t_j}{\sum_{j=1}^s (t_j)^{\frac{\alpha}{1}}}, \quad j = 1, \ldots, s. \]

**Proof:** Consider an optimal vector \( y^{(po)} \) and assume that property (i-po) is not satisfied for it. Increase arbitrary values \( y_j^{(po)} \) so that this property is satisfied. Since this update does not increase the optimal value \( F^{(po)} \), the new solution is optimal.

Consider an optimal vector \( y^{(po)} \) for which property (i-po) is satisfied. Re-number tasks such that \( \frac{t_1}{(y_1^{(po)})^\alpha} \leq \cdots \leq \frac{t_s}{(y_s^{(po)})^\alpha} \). Assume that property (ii-po) is not satisfied. Then \( \frac{t_1}{(y_1^{(po)})^\alpha} < \frac{t_1}{(y_1^{(po)})^\alpha} \). Determine \( \delta \) such that \( 0 < \delta < y_1^{(po)} \) and \( \frac{t_1}{(y_1^{(po)})^\alpha} = \frac{t_1}{(y_1^{(po)} + \delta)^\alpha} \). The latter equality is equivalent to \( \delta = \frac{\left( y_1^{(po)} \left( \frac{t_1}{1+y_1^{(po)}} \right) \right)^{\frac{1}{\alpha}} - y_1^{(po)}}{1 + \left( \frac{t_1}{1+y_1^{(po)}} \right)^{\frac{1}{\alpha}}} \). The inequality \( \frac{\left( y_1^{(po)} \left( \frac{t_1}{1+y_1^{(po)}} \right) \right)^{\frac{1}{\alpha}} - y_1^{(po)}}{1 + \left( \frac{t_1}{1+y_1^{(po)}} \right)^{\frac{1}{\alpha}}} > 0 \) is equivalent to the valid inequality \( \frac{t_1}{(y_1^{(po)})^\alpha} < \frac{t_1}{(y_1^{(po)} + \delta)^\alpha} \), and the inequality \( \frac{\left( y_1^{(po)} \left( \frac{t_1}{1+y_1^{(po)}} \right) \right)^{\frac{1}{\alpha}} - y_1^{(po)}}{1 + \left( \frac{t_1}{1+y_1^{(po)}} \right)^{\frac{1}{\alpha}}} < y_1^{(po)} \) is equivalent to the valid inequality \( -y_1^{(po)} < y_1^{(po)} \).

Consider a new solution by re-setting \( y_1^{(po)} := y_1^{(po)} - \delta \) and \( y_s^{(po)} := y_s^{(po)} + \delta \). The new solution is optimal, it satisfies property (i-po), and the number of distinct values \( \frac{t_1}{(y_1^{(po)})^\alpha} \) reduces by one. Continue the described modification until these values become equal, in which case properties (i-po) and (ii-po) are satisfied.

Consider an optimal vector \( y^{(po)} \) for which properties (i-po) and (ii-po) are satisfied. Property (ii-po) implies \( \frac{t_j}{(y_j^{(po)})^\alpha} = F^{(po)} \), or equivalently,
\[ y_j^{(po)} = \left( \frac{t_j}{F^{(po)}} \right)^{\frac{1}{\alpha}}, \quad j = 1, \ldots, s. \]
By summing left-hand sides and right-hand sides of (10), we obtain \( n = \sum_{j=1}^s \left( \frac{t_j}{F^{(po)}} \right)^{\frac{1}{\alpha}} \) and further \( F^{(po)} = \left( \sum_{j=1}^s (t_j)^{\frac{\alpha}{1}} \right)^{\alpha} \), that is, property (iii-po) is satisfied. Property (iv-po) follows from (10) and property (iii-po).

Taking into account the fact that the Wrap Around Rule can be employed to convert \( y^{(po)} \) into \( \delta^{(po)} \), we deduce that the problem CN-POWER is solvable in \( O(s) \) time under the assumption that any power function in Statement 2 is computable in \( O(1) \) time. Computational complexity of the discrete analog of the problem CN-POWER is an open question.
4 Properties and strong NP-hardness of problem RS(\(u\))

Similar to the problems CN and DS, it can be easily shown that there exists an optimal vector \(y^{(\text{rsu})}\), for which \(\sum_{j=1}^{s} y_{j}^{(\text{rsu})} = n\). It follows that the problem RS(1) reduces to the problem DS and the problem RS(\(s\)) reduces to the problem CN. In the rest of this section we assume that \(2 \leq u \leq s - 1\). Let us prove more properties of the problem RS(\(u\)), which throw light on its complexity.

**Statement 3** If \(un < s\), then the problem RS(\(u\)) has no solution.

**Proof:** Since each worker can be assigned to at most \(u\) tasks, the maximum number of tasks assigned to \(n\) workers does not exceed \(un\). Hence, if \(un < s\), then at least one task will always remain unassigned.

Assume that the tasks are re-numbered such that \(t_1 \geq \cdots \geq t_s\).

**Statement 4** For the same instance of the problems CN and RS(\(u\)), \(2 \leq u \leq s - 1\), if \(y_{s-1}^{(\text{cn})} = t_{s-1} n / (\sum_{j=1}^{s} t_j) \geq 1\), then \(y^{(\text{rsu})} = y^{(\text{cn})}\) and optimal matrix \(\delta^{(\text{rsu})}\), in which each worker is assigned to at most two tasks, can be obtained in \(O(s)\) time from \(y^{(\text{cn})}\).

**Proof:** Consider the same instance of the problems RS(\(u\)), \(2 \leq u \leq s - 1\), and CN, and optimal vector \(y^{(\text{cn})}\) with \(y_{s-1}^{(\text{cn})} \geq 1\). Determine \(\delta^{(\text{rsu})}\) as follows. Let \(I\) and \(J\) be the sets of integer and non-integer values of \(y_{j}^{(\text{cn})}\), respectively. From \(y_{s-1}^{(\text{cn})} \geq 1\) it follows that set \(J\) contains at most one value which is less than one. Calculate \(w = \sum_{j \in I} y_{j}^{(\text{cn})}\). Assign workers 1, \ldots, \(w\) to tasks \(j \in I\), one worker for each task.

To facilitate the proof, assume without loss of generality that \(J = \{1, \ldots, |J|\}\) and \(y_{1}^{(\text{cn})} = \min\{y_{j}^{(\text{cn})} \mid j \in J\}\). Then \(y_{j}^{(\text{cn})} > 1, j = 2, 3, \ldots, |J|\).

Perform the following computations for \(h = 1, \ldots, |J|\). Calculate \(w_{h} = \lceil y_{h}^{(\text{cn})} \rceil\). If \(w_{h} \geq 1\), then assign workers \(w+1, w+2, \ldots, w+w_{h}\) to task \(h\) from \(J\) and re-set \(w := w+w_{h}\). Calculate \(\gamma_{h} = y_{h}^{(\text{cn})} - w_{h}\). If \(\gamma_{h} > 0\) and \(h = |J|\), then assign worker \(w+1\) to task \(h\) in the capacity \(\gamma_{h}\) and stop. If \(\gamma_{h} > 0\) and \(h \leq |J| - 1\), then assign worker \(w+1\) to tasks \(h\) and \(h+1\) from \(J\) in the capacities \(\gamma_{h}\) and \(1 - \gamma_{h}\), respectively. Re-set \(y_{h+1}^{(\text{cn})} := y_{h+1}^{(\text{cn})} - (1 - \gamma_{h})\). Since the original value of \(y_{h+1}^{(\text{cn})}\) was greater than one, we have \(y_{h+1}^{(\text{cn})} > 0\) for the new value. Repeat the described computations for \(h := h + 1\). Finally, all \(n = \sum_{j=1}^{s} y_{j}^{(\text{cn})}\) workers will be assigned and each of
them will be assigned to at most two tasks. For the given $y^{(cn)}$, the described computations require $O(s)$ time.

Let us show that conversion of the optimal vector $y^{(cn)}$ of an instance of the problem CN into an optimal solution of the same instance of the problem RS($u$) is not always possible.

**Statement 5** There exists an instance of the problem RS(2) which has a solution such that $y^{(rs2)} \neq y^{(cn)}$ and $F^{(rs2)} > F^{(cn)}$, where $y^{(cn)}$ is an optimal vector of the same instance of the problem CN and $F^{(cn)}$ is the optimal value of CN.

**Proof:** Consider the same instance of the problems RS(2) and CN, in which $n = 5$, $s = 8$, $t_1 = \cdots = t_6 = 8$ and $t_7 = t_8 = 1$. According to the Statement 1, $F^{(cn)} = (\sum_{j=1}^{8} t_j)/n = 10$, $y^{(cn)}_1 = \cdots = y^{(cn)}_6 = (8 \cdot 5)/50 = 0.8$ and $y^{(cn)}_7 = y^{(cn)}_8 = (1 \cdot 5)/50 = 0.1$. If $0 < y^{(rs2)}_8 \leq 0.1$, then at least one worker is assigned to task 8 in the capacity which does not exceed 0.1. Since $u = 2$ in the problem RS(2), this worker must be assigned to one of the tasks 1, $\ldots$, 7 in the capacity of at least 0.9, which cannot be realized if $y^{(rs2)} = y^{(cn)}$. Hence, $y^{(rs2)} \neq y^{(cn)}$. As $y^{(cn)}$ is the unique optimal vector for the problem CN and this problem is less restricted than RS2, $F^{(rs2)} > F^{(cn)}$.

We now prove that the problem RS(3) is difficult.

**Theorem 2** The problem RS(3) is NP-hard in the strong sense.

**Proof:** We will use a reduction from the NP-hard in the strong sense problem 3-PARTITION, see Garey and Johnson [23].

3-PARTITION: Given $3m + 1$ positive integer numbers $h_1, \ldots, h_{3m}$ and $H$ satisfying $\sum_{j=1}^{3m} h_j = mH$, does there exist a partition of the set $\{1, \ldots, 3m\}$ into subsets $X_1, \ldots, X_m$ such that $\sum_{j \in X_i} h_j = H$ for $i = 1, \ldots, m$?

Given an instance of 3-PARTITION, we construct an instance of the problem RS, in which $s = 3m$, $t_j = h_j$, $j = 1, \ldots, s$, $n = m$ and $u = 3$. We show that the instance of 3-PARTITION has a solution if and only if the corresponding instance of RS3 has a feasible solution with value $F^{(rs3)} \leq H$.

**Part “if”**. Assume that the constructed instance of RS3 has a feasible solution with value $F^{(rs3)} \leq H$. In this solution, a non-zero fraction of the capacity of each worker is assigned to
each of at most $u = 3$ tasks and each task is assigned at least one non-zero fraction of the worker capacity. Consider variables $z_{ij} \in \{0, 1\}$ such that $z_{ij} = 1$ if task $j$ is assigned a non-zero fraction of the capacity of worker $i$, $j = 1, \ldots, 3m$, $i = 1, \ldots, m$. The above mentioned assignment requirements can be written as

$$\sum_{j=1}^{3m} z_{ij} \leq 3, \ i = 1, \ldots, m,$$

(11)

and

$$\sum_{i=1}^{m} z_{ij} \geq 1, \ j = 1, \ldots, 3m.$$  

(12)

By separately summing both sides of the relations (11), we obtain $\sum_{i=1}^{m} \sum_{j=1}^{3m} z_{ij} \leq 3m$, and by summing both sides of the relations (12), we obtain $\sum_{i=1}^{m} \sum_{j=1}^{3m} z_{ij} \geq 3m$. Therefore, $\sum_{i=1}^{m} \sum_{j=1}^{3m} z_{ij} = 3m$.

If $\sum_{i=1}^{m} z_{ij} \geq 2$ for some $j$, then (12) implies $\sum_{i=1}^{m} \sum_{j=1}^{3m} z_{ij} \geq 3m + 1$, which is a contradiction. Similarly, if $\sum_{j=1}^{3m} z_{ij} \leq 2$ for some $i$, then (11) implies $\sum_{i=1}^{m} \sum_{j=1}^{3m} z_{ij} \leq 3m - 1$, a contradiction again. We deduce $\sum_{i=1}^{m} z_{ij} = 1$, $j = 1, \ldots, 3m$, and $\sum_{j=1}^{3m} z_{ij} = 3$, $i = 1, \ldots, m$, which verbally means that each worker is assigned to exactly three tasks and no two workers share the same task. Denote by $X_i$ the set of tasks assigned to worker $i$, $i = 1, \ldots, m$. We showed that $X_1, \ldots, X_m$ is a partition of the the set $\{1, \ldots, 3m\}$. Furthermore, $F^{(rs3)} \leq H$ implies

$$\frac{t_j}{\delta_{ij}} \leq H, \ \text{for} \ j \in X_i, \ i = 1, \ldots, m,$$

(13)

where $\delta_{ij}$ is the fraction of the capacity of worker $i$ assigned to task $j$, $\sum_{j \in X_i} \delta_{ij} = 1$, $i = 1, \ldots, m$. By separately summing both sides of the relations (13) over $j \in X_i$, we obtain $\sum_{j \in X_i} t_j \leq H \left( \sum_{j \in X_i} \delta_{ij} \right) = H, i = 1, \ldots, m$, which, together with $\sum_{j=1}^{3m} t_j = mH$, implies $\sum_{j \in X_i} h_j = \sum_{j \in X_i} t_j = H$ for $i = 1, \ldots, m$. Hence, $X_1, \ldots, X_m$ is a solution of 3-PARTITION.

**Part “only if”**. Assume that $X_1, \ldots, X_m$ is a solution of an instance of 3-PARTITION. For the corresponding instance of RS3, construct a solution, in which fraction $y_{ij} = \frac{t_j}{\Pi_i} = \frac{h_j}{\Pi_i}$ of the capacity of worker $i$ is assigned to task $j \in X_i$, $\sum_{j \in X_i} y_{ij} = (\sum_{j \in X_i} h_j)/H = 1, i = 1, \ldots, m$.

For this solution, each worker is assigned to exactly $u = 3$ tasks, each task is assigned exactly one worker, and

$$F^{(rs3)} = \max_{j \in X_i, i = 1, \ldots, m} \left\{ \frac{t_j}{y_{ij}} \right\} = H, \ i = 1, \ldots, m,$$

that is, $X_1, \ldots, X_m$ is a solution of the corresponding instance of RS.
Note that the instance of the problem RS(3) constructed in the above proof might not be labor-intensive because the number of workers \( n \) is three times smaller than the number of operations. The proof can easily be modified to show that the labor-intensive variant of the problem RS(3) with the number of workers much larger than the number of operations is NP-hard in the strong sense. Let \( f(m) \) be any given polynomial function of \( m \) with positive integer values, for example, \( f(m) = m^3 \). To address the labor-intensive case, we update the instance of the problem RS(3) in Theorem 1 so that \( s = 3m + 1 \), \( t_{3m+1} = f(m)H \) and \( n = m + f(m) \). The other parameters remain unchanged. The only significant change in the proof is an observation that \( F^{(rs\bar{3})} \leq H \) implies that the task \( 3m + 1 \) is assigned the total capacity of at least \( f(m) \).

5 Conclusions and extensions

We developed \( O(s) \), \( O(s) \) and \( O(s^2) \) time algorithms for the problems CN, CN-POWER and DS, respectively, and proved strong NP-hardness of the problem RS(3). The problem RS(\( u \)) has no solution if \( un < s \), and it can be solved in \( O(s) \) time if the second smallest value \( t_jn/\left(\sum_{j=1}^{s} t_j\right) \), \( j = 1, \ldots, s \), is at least one. The problem RS(1) reduces to the problem DS and the problem RS(\( s \)) reduces to the problem CN.

The following open questions are interesting. Does there exist an algorithm for the problem DS with the running time better than \( O(s^2) \)? Can the results for the problem CN-POWER be extended for the discrete analog of this problem? Can an optimal vector \( y^{(cn)} \) be converted in polynomial time into an optimal solution \( (y^{(rs\bar{u})}, \delta^{(rs\bar{u})}) \) for the cases other than that in Statement 4?

The development of alternative MILP formulations and efficient optimal and approximation algorithms for the problem RS(\( u \)) are the perspective directions for future research. We also consider opportunities for translation of the optimization results on workforce management in manufacturing to workforce management in organizations.
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