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Abstract: How come that Homo sapiens is the sole animal species communicating 

with a language (i.e., a human language)? Theorists of language evolution have 

mostly adopted a human- centered approach to address this question. This chapter 

discusses the limits of this approach and proposes an alternative that consists in 

studying the domain general functions that serve language comprehension and 

production from a comparative and evolutionary perspective. Special attention is 

given to domain general processes which allow humans and animals to integrate 

information in space and time, and thus develop perceptual and more conceptual 

abstract categories. This chapter presents illustrative studies that reveal the various 

aspects in which these integration processes diEer in human and nonhuman ani-

mals. Finally, we discuss the source of these species diEerences and their potential 

implications for our understanding of language evolution.

Keywords: Animal communication, integration processes, categorization, language 

evolution, baboons

1.  Introduction

1.1  Limits of strictly human- centered approaches

In the various scientific disciplines interested in language evolution – anato-

my, physiology, paleoanthropology, linguistics, psychology, neurosciences, 

computer sciences – the precisely defined architecture of human language 

is classically used as the basic reference, the canon, to which all nonhuman 

communication systems are compared. Said diEerently, the communica-

tion system of Homo sapiens -an approximately 200,000 year- old isolated 

species (there are no other living species in the genus Homo) with almost 
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1.5kg brain tissue, living in complex societies with a long history of cultural 

evolution -is used as the unique reference system in most comparative stud-

ies on language evolution (for a review, Hauser et al., 2002). Obviously, this 

makes sense given that the purpose of these comparative studies was not to 

build a descriptive catalogue of other animal communication systems but 

to better understand human language evolution. However, when pushed 

too far, such an anthropomorphic approach can be misleading because, by 

definition, nonhuman animals cannot equal human animals in performance 

when it comes to human language. A current caveat in human- centered 

comparisons consists in assuming non- explicitly that nonhuman cogni-

tive architectures must resemble human cognitive architecture, in parts 

or as a whole. However, such an assumption can hold only if: 1) human 

and nonhuman cognitive architectures had followed similar evolutionary 

paths and were adapted to comparable environmental, social and biological 

constraints, and 2) if the cognitive architecture of each species was a con-

struction made of independent (non- interacting) cognitive components that 

are not sensitive to developmental and phylogenic factors. Given that every 

species has a unique cognitive architecture, it seems like a vain enterprise to 

search for strictly identical components in humans and nonhuman animals.

Consider one example: syntax. DiEerent types of syntaxes have been 

formalized in Chomsky’s hierarchy, from simple (finite state) grammars 

to complex (supra- regular) grammars. In an attempt to better understand 

human cognitive “uniqueness”, major eEorts have been put in the inves-

tigation of nonhuman species’ ability to process supra- regular grammars 

(e.g., Fitch and Hauser, 2004; Gentner et al, 2006; Abe and Watanabe, 

2011). Unsurprisingly, nonhuman animals do not equal Homo sapiens in 

that particular type of linguistic computation. The very attempt to search 

for strict human- like syntax in nonhuman animals implies that there is only 

one way to compute information in a complex communication system: the 

human way. This view does not consider the possibility that each species, 

even phylogenetically close to Homo sapiens, might have developed its own 

original and complex –possibly multimodal- cognitive architecture, which 

does not include human- like syntax. It also neglects the existence of inter-

actions between the various components of a cognitive architecture whose 

eEects increase over phylogenetical and developmental time scales (syntax 

might not exist as an independent computational subsystem, not even in 

Raphaëlle
Texte inséré 
 

Raphaëlle
Barrer 

Raphaëlle
Texte inséré 
 

Raphaëlle
Barrer 

Marie
Barrer 
is


Marie
Note
Unmarked définie par Marie



Towards a Multiple Bottleneck Scenario of Language Evolution 335

humans, see Seidenberg and MacDonald, 1999). These interactions make 

it very unlikely that complex integrated levels of computation (syntax- like 

processes) in the cognitive architectures of two diEerent species resemble 

each other.

We must acknowledge, however, that more and more studies are look-

ing for simpler forms of syntax in nonhuman animals. This approach has 

recently gained interest in the field of ethology and to some extent in lin-

guistics (for a review, Schlenker et al., 2016; see also Petkov and Wilson, 

2012). It refers to basic learning principles that allow the extraction of com-

binatorial semantics, statistical regularities, or adjacent and nonadjacent 

dependencies according to which qualitatively comparable basic learning 

principles are supposed to hold for human as well as nonhuman commu-

nication sequence learning (e.g., Seidenberg et al., 2002).

The narrow anthropomorphic approach of language evolution that we 

question here is not only found in linguistics but has dominated other 

domains as well, such as comparative anatomy. Rapid progress of imag-

ing techniques over the past 20 years has spurred a frantic search for the 

anatomical landmark of language in Homo sapiens. After a couple of un-

successful attempts to teach human vocal language to nonhuman primates 

(e.g., Hayes, 1951), it has become clear that our closest cousins – chim-

panzees –are not able to pronounce human phonemes. The first proposed 

explanation for the incapacity to produce speech was that their larynx was 

too high (e.g., Lieberman, 1968, 1975). The existence of a physical limita-

tion for speech in chimps has been admitted in the research community 

for many years. However, recent studies suggest that vocal tract anatomy 

cannot suhce to explain the absence of speech in nonhuman mammals 

(for a review, Fitch 2010). Fitch et al. (2016) inferred from X- ray videos 

and a modeling approach that macaca’s tract has the potential to produce 

a broad range of speech sounds. This was confirmed in one of our recent 

study in which we recorded the spontaneous vocalization of baboons (Papio 

papio, Boë et al., 2017). We found that the baboons produce sounds that 

share the acoustic F1/F2 formant properties of human [  æ  o u] vowels, 

and those baboon sounds were produced by movements of the tongue in a 

human- like articulatory space defined by two axes (anterior- posterior and 

superior- inferior, see Boë et al., 2017 for more details). Therefore, the in-

ability of nonhuman primates to produce human phonemes is more likely 
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due diEerences in the neural circuits that command oro- facial muscles, or 

to other cognitive diEerences, than to diEerences in the anatomy of the 

vocal tracts.

Other anatomical factors have been proposed to explain the uniqueness 

of language in the human species. Most of them concern human- centered 

brain features. Neuroscientists have been looking for the homologue struc-

tures of Broca’s area and Wernicke’s area in the brain of various apes. 

Broca and Wernicke are important regions of the human brain whose injury 

provokes severe language disorders, the so- called Broca’s and Wernicke’s 

aphasias. Because of interspecific anatomical diEerences, direct comparisons 

of brain regions across species are dihcult to make. Instead, researchers 

have compared brain asymmetries across species. In the human brain, the 

language function is mostly hosted in the left hemisphere. Broca’s area, 

Wernicke’s area and the planum temporale are bigger in the left than in the 

right hemisphere (Geschwind and Levitsky, 1968). Those asymmetries, that 

were first thought to be unique to humans, have been observed as well in 

nonhuman primates (e.g., Cantalupo and Hopkins, 2001; Cantalupo et al., 

2003). In a recent paper, Gomez- Robles and collaborators (2013) propose 

that, at a whole brain scale, there is continuity in asymmetric variation 

between humans and chimpanzees: similar brain asymmetries exist in both 

species, even though the human brain tends to be a little more asymmetric 

and more sensitive to developmental constraints.

More recently, tremendous eEorts have been put into the identification of 

precise brain regions or neural structures that might be unique to humans 

and explain the emergence of language in our species. For example, Leroy 

et al. (2014) have proposed that the superior temporal sulcus (STS) critically 

diEers in human and nonhuman species: human STS is deeper in the right 

hemisphere compared to the left, and this depth asymmetry is not found 

in chimps. Given that STS is central in the perisylvian language region, 

this particular landmark could be a promising “human- only” candidate. 

However, as the authors acknowledge, the link between this anatomical 

feature and the language ability in humans remains loose: MRI anatomical 

measurements made on various groups of human subjects show that the STS 

depth asymmetry is bigger in men than in women, it persists in children with 

impaired language development, and is unchanged in adults with reversed 

language lateralization (situs inversus). To drive the point home, an even 
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more recent study shows that the very same STS brain asymmetry exists in 

baboons (Meguerditchian et al., 2016). Further investigations on the rela-

tionship between variation in human brain anatomy (at a brain network 

scale) and variation in human language function are needed before one can 

make between- species comparisons and draw convincing conclusions about 

the role of precise human brain features in the evolution of human language.

The literature on human brain landmarks for language also raises a 

crucial question: what can gross anatomy tell us about fine- grained and 

complex interacting cognitive functions, in particular in a comparative 

perspective? Without a well- defined theoretical model of the anatomy- to- 

function relationship in each species that would make the comparison pos-

sible, the explanatory power of anatomy brain diEerences remains very 

limited. This would not be the case if we knew precisely the functional 

significance of those particular brain regions in their neural networks, in 

both species. For example, recent studies have shown that the homologue of 

Broca’s area in chimps is involved in communicative behaviors (Taglialatela 

et al., 2008; 2011), however little is known about the type of computation 

it makes, or about the way it deals with a combination of communicative 

gestures and vocalizations, or about the way this region interacts with 

deeper structures involved in emotional vocalizations (Jürgens, 1979). Just 

like the linguistic/cognitive human- centered components, the anatomical 

landmarks of language -when strictly human- inspired (and functionally 

underspecified)- seem of very little explanatory value to understand lan-

guage evolution in the human lineage, at least in the current state of our 

scientific knowledge.

The search for a unique (cognitive or anatomical) key factor at the origin 

of human language will inevitably lead to a stalemate. Brains, just like the 

cognitive function they host, are shaped by species- specific phylogenetical 

and developmental trajectories. They are complex systems and the dif-

ferences between human and nonhuman brains and functions cannot be 

easily reduced to single “keys” components, especially when a strict human- 

centered definition of these components is applied.
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1.2  An alternative …

What could be the alternative to this narrow human- centered approach? 

In this chapter, we propose to step backward to enlarge our view of lan-

guage evolution. Rather than focusing on the presence or absence of strictly 

human- inspired language features in nonhuman animals, we believe that an 

alternative is to examine the background of the language function, namely 

the inherited domain- general elements of “the machinery required to master 

human language” (SaEran and Thiessen, 2008), that might be used in non-

human species for communicative and/or other purposes. Domain- general 

mechanisms correspond to learning devices that apply to a variety of diEer-

ent cognitive functions, as opposed to domain- specific mechanisms that are 

dedicated to specific cognitive functions. The opposition between domain- 

general versus domain- specific mechanisms was first proposed in a cognitive 

development framework where Skinner’s view (1957) was opposed to that 

of Chomsky (1959). In the present chapter, we use the notion of domain- 

general mechanism in a more evolutionary perspective. This idea we defend 

here is that the human language- device is mainly made of domain- general 

elements, some of which are shared with other species (either because they 

were present in a common ancestor or they result from convergence pro-

cesses). These inherited cognitive components are very likely to take dif-

ferent forms in diEerent species, as a function of the cognitive domain 

they are involved in, because diEerent domains show diEerent regularities 

and constraints that shape these components. However, we expect that the 

close comparison between human and nonhuman performance will reveal 

what aspects of those domain- general cognitive components are shared 

across species. The underlying hypothesis we uphold here is that complex 

and phylogenetically recent cognitive functions, including language, are 

probably the product of intense re- use and re- combination of subsets of 

inherited anatomical, cognitive, behavioral components (Anderson 2010). 

Phylogenetically close species might share some (but not all) of these com-

ponents, as a support of communication and/or other cognitive functions. 

For example, the serial organization and structuration of elements that we 

find in the processing of syntax might as well serve the planning of complex 

motor sequences in humans (Koechlin and Jubault, 2006), in other primates 

or in birds, including the sequences of bird’s songs (Suzuki et al., 2016).
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In the remaining part of this chapter, we will firstly describe some of the 

multilevel integrative processes that are critically involved in human lan-

guage, which likely evolved from domain- general inherited functions. We 

will then consider and discuss main findings of the literature on compara-

tive cognition regarding these domain general mechanisms. In this context, 

we will pay special attention to the mechanisms by which animals integrate 

stimulus information at various levels, from low level perceptual grouping 

mechanisms that lead to global percepts, to more cognitively complex pro-

cessing mechanisms that make it possible to associate meanings to objects or 

categories for example. Importantly, this chapter is not aimed at making an 

exhaustive review of the literature regarding these cognitive processes. Our 

goal is to document potential species diEerences and similarities concerning 

these processes, and to illustrate these diEerences and similarities by a selec-

tion of suggestive findings. In a final section of this paper, we will discuss the 

potential impact of these results on our understanding of language evolution.

2.  Integration processes in nonhuman animals

2.1  Integration in time and space

Language production and comprehension involve the processing of a continu-

ous flow of information, and a temporal integration of the diEerent linguistic 

elements. There is an obvious connection between sequential learning and 

language, because these two cognitive processes require the extraction and 

further handling of elements occurring in temporal sequences. However, be-

cause most behaviors have a temporal structure, the capacity to relate events 

in the time dimension might derive from a domain- general function that 

is involved in many diEerent contexts, beyond language. We will consider 

below four diEerent aspects of sequence processing, which are the ability to 

(1) remember sequence of events, and to process that sequence as temporally 

ordered, (2) to learn the transitional probabilities of items occurring in se-

quence, (3) to learn and process nonadjacent dependencies, and therefore to 

know that event A is followed by event B with intervening events between 

them, and (4) to gain information regarding the general structure of the 

sequence (i.e., syntax as concerns human language). For all these problems, 

we document below which aspects of sequence processing seem shared by 

animals and humans, and which aspects seem more restricted to humans.
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2.1.1  Serial list learning

List learning corresponds to the capacity to both remember items in a list, 

but also to remember their temporal ordering. Nonhuman animals can learn 

and remember lists of items, (e.g. Terrace et al., 2003). Comparative inves-

tigations of serial list learning in animals, especially pigeons and monkeys, 

suggest that the memory of lists of items is not qualitatively diEerent from 

what is found in humans. When taught that A<B, B<C, C<D, D<E, various 

nonhuman species have been able to properly order previously un- trained 

test pairs such as C<E. Pigeons and monkeys show serial position eEects 

(Wright et al., 1985) sharing similarities with those of humans. Monkeys 

also show the symbolic distance eEects found in humans: their latency to 

compare two items is shorter when the items are far apart in the list (e.g., 

AC vs CD; Colombo and Frost, 2001). All these discoveries show that 

animals are capable of developing representations of series of items based 

on their ordinal position. Although the succession of words in a sentence 

is not strictly equivalent to a succession of unrelated items, serial list learn-

ing capacity is probably necessary in both cases. These results encourage 

the view that the underlying features of the learned representations are 

shared by human and nonhuman animals, suggesting quite old evolutionary 

mechanisms for item list learning.

2.1.2  Processing of adjacent dependencies and chunking

Adjacent dependencies refer to a predictive relationship between one event 

and the event immediately following it in the sequence. Consider two three- 

item sequences, the sequences A- B-C and A- B-D, which are presented an 

equal number of times. In this very small corpus composed of two se-

quences, A is always followed by B and B is followed half time by C and 

half time by D. The transitional probability between A and B is thus equal 

to 1, while the transitional probability between either B and C or B and D 

is equal to .5. Consideration of the transitional probabilities is one of the 

mechanisms promoting the learning of auditory and visual sequences in 

humans (e.g., Hunt and Aslin, 2001). It is one of the mechanisms by which 

children learn word boundaries and segment speech streams into words: in 

a sentence, the transitional probability between the last syllable of a word 
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and the first syllable of the following word is lower than the probability 

between two successive syllables within one word (SaEran et al., 1996).

Comparative studies have shown that a high transitional probability 

between two AB items facilitates the processing of the second B item in 

pigeons and monkeys. Froehlich et al. (2004), for instance, tested pigeons 

in a serial response time task requiring to peck a stimulus appearing se-

quentially at three possible locations and in a predefined order. The transi-

tional probabilities between the stimulus locations were controlled in this 

task, and the authors report that response time to peck is a direct func-

tion of these probabilities. Thus, high transitional probabilities gave rise 

to short response times at the second location of the considered pair, while 

low transitional probabilities gave rise to longer response times. These au-

thors directly compared their results on pigeons to Hunt and Aslin’s study 

conducted on humans (2001), and report that although slower, pigeons 

processed information at roughly the same rate as humans, as reflected in 

similar overall regression slopes (Figure 1).

Figure 1:  Average response times of pigeons and humans depending on transitional 
predictability of the items in a sequence. Results on pigeons are from Froehlich 
et al. (2004), those on humans are from Hunt and Aslin (2001). Also shown 
are linear regression lines for the two sets of data. Pigeons responded slower 
but processed information at roughly the same rate as reflected in similar 
overall slopes. Figure adapted from Froehlich et al. (2004).
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In humans, the processing of transitional probabilities between adjacent 

elements comes with another type of processing known as chunking that 

consists in clustering information within sequences (e.g., the syllables in 

a word). Chunking in humans occurs during the memorization of verbal 

items, but chunking is not restricted to verbal material, and can be found as 

well in the visual domain (e.g., Orbán et al., 2008). Experimental evidence 

suggests that the capacity to organize sequences in chunks is also in the 

scope of numerous animal species (rats: Fountain, 1990; pigeons: Terrace, 

1991; tamarins: Hauser et al., 2001; baboons: Minier et al., 2016). In a 

recent experiment involving a serial response time task, it was found for 

example that baboons organized 9-items sequences in three chunks of three 

items each, and that these chunks precisely included the items sharing the 

highest transitional probabilities (Minier, Rey and Fagot, 2016). There-

fore, is seems that human and nonhuman animals are prone to statistical 

learning making use of transitional probabilities to both segment streams 

of (visual or auditory) information and organize the elements composing 

these streams into chunks.

2.1.3  Nonadjacent dependencies

Equally important for language is the capacity to detect and learn non-

adjacent dependencies. Consider the following sequence structure A- X-B: 

A is followed by a variable item X, and item X is systematically followed 

by B. Given this structure, there is a nonadjacent transitional probability 

of 1 between A and B. Learning nonadjacent dependencies is important 

for language. For instance, a listener has to detect the relation between 

the subject and the verb in a sentence despite the presence of intervening 

words such as adverbs. This capacity can also be useful in very diEerent 

nonlinguistic contexts, for example when we have to detect a systematic 

relation between two events separated in time (e.g., the ring of the doorbell 

signaling that someone is coming), and irrespective of the intervening other 

events. Experiments have shown that humans and animals can both process 

nonadjacent dependencies in temporal sequences of events, although non-

adjacent probabilities are more dihcult to detect and learn that adjacent 

dependencies (humans: Newport and Aslin, 2004; tamarins: Newport et al., 

2004; rats: Fountain and Benson, 2006). Moreover, there are similarities 
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between species regarding the factors that aEect the learning of nonadjacent 

dependencies (e.g., facilitatory eEect of perceptual similarity of the nonad-

jacent elements in both humans and monkeys; humans: Creel et al., 2004; 

Gebhart et al., 2009; squirrel monkeys: Ravignani et al., 2013).

However, animals may have more dihculties when presented with com-

plex sequences. Wilson et al. (2015) tested two monkeys and 33 humans 

using an auditory artificial grammar containing both adjacent and nonadja-

cent (long- distance) relationships. After an initial exposure to the sequences, 

the subjects from the two species were exposed to sequences containing 

violations of either the adjacent or both adjacent and nonadjacent rela-

tionships. Both species showed sensitivity to adjacent transitions, but only 

humans, and even roughly half of them, indicated significant sensitivity to 

nonadjacent dependencies. Wilson et al. (2015) concluded that in some 

conditions, nonadjacent probabilities are less salient in macaques than in 

humans. Although replications and extensions are required, this study sug-

gests that, compared to monkeys, humans have a greater facility to deal 

with several dependencies of diEerent types (i.e. both adjacent and nonad-

jacent) at the same time.

2.1.4  Learning of sequence structure

Learning the structure of a sequence requires the extraction of the rela-

tionships between the constitutive elements of that sequence. This kind of 

learning probably supports, among others, the encoding of grammatical 

and syntactic linguistic regularities (e.g., in most German sentences, the 

verb is at the end). However, such structural regularities also exist in many 

other (non- linguistic) domains, such as the motor domain. For instance, 

Byrne et al. (2001) reported that the preparation of food items requiring 

complex manipulations (thistle leaves) in wild gorillas follows a hierarchical 

sequential organization.

Marcus et al. (1999) have shown that very young 7-month- old infants 

can quickly learn that sequences of auditory stimuli follow an ABB or 

an ABA structure. The processing of such structures was also studied in 

nonhuman animals, but the results were quite inconclusive: zebra finches 

(Heijningen et al., 2012), rats (Toro and Trobalón, 2005) and even rhesus 

macaques (Procyk et al., 2000) do not seem to catch the diEerence between 
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the ABA vs ABB structures. One study compared zebra finches and humans 

using the same experimental procedure and stimuli (Chen et al., 2015): 

zebra finches did not learn these two types of structures, while humans 

learned them readily. There is to our knowledge only one study in which 

an animal species could successfully learn sequence patterns of the ABA/

ABB type. This study from Spierings and Ten Cate (2016) compared two 

avian species, budgerigars and zebra finches, and obtained positive results 

in the former. From this set of experiments, we can conclude that learning 

the structure of sequences might very well be in the scope of some nonhu-

man species, but this ability is clearly not as developed as it is in humans.

2.1.4  Integration in space

We documented above that human language function makes great use of 

temporal information, but spatial information is also crucially important 

for language. Infants at very young age learn that words and communica-

tive gestures refer to entities in their immediate surrounding space. Words 

also make it possible to refer to objects that are spatially (or temporally) 

absent (the displacement feature proposed by the linguist Charles Hock-

ett in 1960 to characterize human language). Finally, nonverbal forms of 

language, such as sign language or writing gestures strongly rely on an 

encoding of spatial information. No doubt that being capable to integrate 

and combine information in the spatial domain is also a domain general 

function important for a complex use of language.

In the late seventies, Navon (1977) has shown that human subjects 

tend to process the global shapes of visual object before they process 

their constitutive (local) details. This eEect has been named the “global 

precedence eEect” and is often considered to be an attentional phenom-

enon. Global precedence in humans was demonstrated in experimental 

research using large letters (global shape) made of smaller letters (local 

features). The degree to which animals perceive the global properties of 

the visual input in comparison to more featural ones has been an issue 

in animal cognition for some time. In our laboratory, we explored this 

eEect in baboons (Deruelle and Fagot, 1998; Fagot and Deruelle 1997) 

using large shapes (square, circle, cross) made of smaller shapes (again 

square, circle, and cross) as stimuli. In our tests, the baboons were re-
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quired to either match (Fagot and Deruelle, 1997) or identify (Deruelle 

and Fagot, 1998) these stimuli considering either their global of local 

structure. For comparative purposes, humans were also tested in the same 

experimental conditions.

Figure 2:  Processing of the global / local stimulus structure in humans and baboons. 
Left: Illustration of the stimuli used with humans and baboons in Fagot 
and Deruelle (1997). This experiment required to match hierarchical 
stimuli considering their global or local structure (in this local trial, they 
have to match the circle made of circles, with the square made of circles, 
considering their common local features). Right: percentage correct 
obtained in humans and baboons in global and local trials. Humans 
showed an advantage to process the global structure of the stimuli, while 
baboons showed a local advantage. This local advantage in baboons is 
accounted for by a general diYculty to “group” the local elements of the 
hierarchical global/local stimuli into a global whole. Humans are much 
less sensitive than monkeys to the spatial distance separating the local 
elements (e.g., Deruelle and Fagot, 1998). Figure adapted from Fagot 
and Deruelle (1997).

These experiments revealed a striking species diEerences in global– local 

processing (Figure 2). Human participants exhibited the global advantage 

already found by Navon (1977), whereas baboons demonstrated their best 

performance and fastest response times in the local condition. Several ex-

periments were conducted to understand the cause of this human- baboon 

diEerence, which suggested that the performance of the baboons strongly 

depended on the distance separating the local elements (Deruelle and Fagot, 

1998): when the distance was enlarged, the strength of the local bias in-

creased and this eEect was amplified in baboons compared to humans. This 
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eEect has been replicated many times in pigeons, capuchin monkeys and 

chimpanzees (for reviews, see Fagot and Barbet, 2006; Fagot and Parron, 

2012).

At first glance, one might consider local precedence in animals as a purely 

perceptual/attentional phenomenon, but we propose that it is more than 

this. One of the main properties of language is that it can convey informa-

tion about things that are not immediately present (spatially or temporally; 

Hockett, 1960). This displacement feature is crucial in the comparison 

between human language and other forms of primate communication. We 

have previously proposed (Fagot and Barbet, 2006) that a strong local bias 

limits the processing of the relation between and among objects. This eEect 

is for instance demonstrated in Fagot and Parron (2010), showing that an 

increase in the separation of the distance between two bars of either identi-

cal or diEerent colors limits the classification of this stimulus on a same/

diEerent relational basis. We suggest that a strong bias in favor of a local 

processing mode (in either the spatial or temporal domain) in nonhuman 

animals might place important constraints on their communicative systems. 

It reduces the possibility to make non (temporally or spatially) adjacent 

relations between or among the communicative signals, and between or 

among the communicative signals and the objects in the real word to which 

they refer, especially when they are far or absent.

2.2  Integration of stimulus dimensions and sensory modalities.

Animals, including humans, live in a rich world of information, and dealing 

with this complexity is probably critical for the survival of every species. 

The processing of this complexity may be achieved by a variety of cognitive 

mechanisms, which include, among others, the integration of the diEer-

ent perceptual dimensions into single entities (i.e., integration of stimulus 

dimensions), and the grouping of various exemplars of a given object into 

categories (e.g., object categorization; see a discussion of this issue below). 

Interestingly, these functions, which are of general adaptive value, are all 

critical for a multidimensional/multimodal system, such as language. For 

instance, speech comprehension requires that multiple prosodic (e.g., into-

nation, stress) and phonemic (e.g., voice onset time, place of articulation) 

dimensions present in the acoustic signal are processed and integrated. 
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Language comprehension is also achieved using a multimodal/multisensory 

mode of processing when various auditory and visual information are si-

multaneously integrated (e.g., for the mapping of the lip movements with 

the auditory signals).

2.2.1  Combining multiple stimulus dimensions

Discrimination tasks are often proposed to animals as a mean to assess 

their perceptual abilities. Typically, stimuli are presented to the subjects, 

and the subjects’ behavioral responses to some perceptual dimensions or 

combinations of dimensions are reinforced, while responses to the non- 

relevant dimensions are not. Evidence suggests that animals can discrimi-

nate stimuli along various dimensions: color, shape, luminance, orientation 

of the visual objects, or the pitch of auditory stimuli. Animals can as well 

base their behavioral responses on combination of two or more stimulus 

dimensions. For instance, Cook (2001) showed that pigeons can learn to 

select the computer screen area where horizontal green lines are presented, 

while avoiding the screen areas showing non- green lines and green lines in 

a non- horizontal orientation.

In their review article, Lea and Wills (2008) comment on three main 

trends emerging from the literature on learned discrimination in nonhuman 

animals. The first one is that unidimensional discrimination is easier to learn 

than multidimensional discrimination based on combinations of features or 

conjunctions. Smith et al. (2012) have for instance trained monkeys to sort 

sine wave gratings depending on their orientations or both the orientation 

and spatial frequency considered in conjunction. Learning was much faster 

in the unidimensional than in the bi- dimensional test condition. Another 

example of this eEect comes from research on conceptual discrimination 

by monkeys (e.g., D’Amato and van Sant, 1988) and the demonstration 

that discrimination performance relies strongly on an analysis of features, 

such as color, rather than on configurations of features. Lea and Wills’ 

(2008) second conclusion is that when the stimuli are made of multiple 

relevant dimensions, nonhuman animals express a tendency to focus their 

attention on one dimension only, mostly when this dimension has suh-

cient discriminative values. There are also multiple examples of this trend 

in the literature. In our laboratory, we found that baboons discriminated 
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computerized human faces considering exclusively the contour of the face 

(Martin- Malivel and Fagot, 2001) or pixel luminance information (Martin- 

Malivel et al., 2006), instead of the multiple levels of information (e.g., 

configural information, identity, etc.) that the facial stimuli may provide, 

and that humans process. Finally, Lea and Wills’ (2008) report than even 

with ingenious experimental designs, attempts to force nonhuman animals 

to process multiple aspects of the stimuli mostly lead to failures. This can 

be nicely illustrated by Dépy et al. (1997). The baboons in this study were 

initially trained to discriminate between two categories of stimuli defined 

by the possession of any combination of two out of three possible binary 

features. Baboons could sort these two classes of stimuli to a good accuracy 

level, albeit after a long training process of several thousands of trials, but 

remained unable to take the three discriminative features into considera-

tion to achieve this performance, two of the three features taking a leading 

role in the task.

Wang et al. (2015) recently recorded the brain activity (IRMf) of rhesus 

monkeys and humans in two test phases. In the first phase, subjects from 

the two species perceived passively sequences of four tones, the last one 

being either of a lower or higher pitch than the first three. After this habitu-

ation procedure, the same subjects perceived sequences violating the general 

structure used during the habituation phase. Thus, some test sequences con-

tained a number of tones diEerent from the habituation sequences (number 

deviant), some other sequences contained four tone units with identical 

pitch (sequence deviant), and a last set of sequences diEered from the ha-

bituation sequences regarding both the number of items and pitch. In both 

species, homologous brain areas were particularly responsive to violations 

in number (intraparietal and dorso premotor areas), and sequence (ventral 

prefrontal and basal ganglia), but humans were the only primates showing a 

joint sensitivity to both factors in the perisylvian language region (bilateral 

inferior frontal and superior temporal gyri). One limitation of this study is 

that an absence of evidence in baboons is not the evidence of an absence. 

Although this study does not address directly the relationship between brain 

and behavior, its results suggest that the perisylvian region is involved in 

humans only in the integration of various stimulus dimensions contained 

in auditory sequences of stimuli.
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2.2.2  Combining multiple sensory modalities

The question of multimodal integration warrants a discussion in this sec-

tion, due to its relevance to the origin of language. Evidence suggests that 

the ability to integrate information across sensory modalities in not at 

all restricted to humans. Cross- modal integration was demonstrated for 

instance using task requiring the processing of multi- sensory stimuli (Lanz 

et al., 2013), cross- modal interference tasks in baboons (Martin- Malivel 

and Fagot, 2001), and cross- modal matching tasks in chimpanzees (e.g., 

Davenport and Rogers, 1970). Unfortunately, we are aware of only one 

study in which the performance of humans and nonhuman animals were 

directly compared in cross modal tasks using the same stimulus material. 

This experiment from Fagot et al. (2000) requested the subjects to catego-

rize pictures of humans and baboons in one condition, and human and 

baboon vocalizations in another one. In this experiment, the subjects of 

the two species perceived a prime prior to the presentation of the stimu-

lus to be categorized. Depending on the condition, the prime could be a 

picture or a vocalization of baboons or humans and three conditions were 

tested: intra- modal visual- visual priming, intermodal auditory- visual prim-

ing, and intramodal visual- auditory priming. Three subjects out of four in 

each species demonstrated intra- modal priming. Inter- modal priming was 

demonstrated in the three out of four human subjects in the auditory- visual 

condition, and all four in the visual- auditory condition, but it was only 

found in one baboon out of four in each intermodal condition, suggesting 

that inter- modal integration is more dihcult in baboons than in humans. 

Given the small number of subjects involved in this study, a replication is 

warranted before drawing any firm conclusion on the evolution of intra- 

modal integration.

2.3  Categorization and conceptual integration

A central aspect of human cognition is our ability to form categories of 

various kinds of objects or mental entities. Categorization implies that the 

exemplars of each category are grouped into classes considering physical or 

more abstract properties. Categorization is a domain- general ability that is 

fundamental for a variety of more specialized functions (e.g., inference or 

decision making), including the language function considered in this book.
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Historically, Herrnstein and Loveland (1964) were the first to demon-

strate categorical abilities in nonhuman animals. They showed that pi-

geons could sort pictures of humans and pictures devoid of humans in two 

open- ended categories. Since this study, numerous papers have confirmed 

that various animal species can ehciently categorize stimuli considering 

low level perceptual stimulus dimensions, such as the pitch for auditory 

stimuli, and the color, shape, size, motion, orientation, luminance for visual 

stimuli (see for instance Berg and Grace, 2011, where pigeons were trained 

to categorize sine- wave disks considering their spatial frequency and ori-

entation). However, the ability of nonhuman animals to apply categorical 

processes to more abstract – human- like – stimulus dimensions remains a 

matter of debate.

2.3.1  Equivalence classes: grouping arbitrary items within the 
same category

An important aspect of language is its arbitrariness. Arbitrariness corre-

sponds to the fact that nothing in the physical form (acoustic properties) 

of most words refers to the objects they designate. For example, the word 

“car” does not “sound” like the vehicle it refers to. Therefore, words can 

refer to things in the real world, and things can refer to words, although 

there is no natural or necessary connection between them. In that case, 

words and objects are linked by a relation of equivalence, and the many ex-

emplars of a given category of object (e.g., many diEerent tables that vary in 

shape and color) can be categorized under a unique word label. The ability 

to form arbitrary connections between words and objects during ontogeny 

probably comes from the many co- occurrences of words- objects pairs that 

infants encounter during development. We presume that this ability relies 

on a more domain- general capacity to make associative (arbitrary) connec-

tions between items, or categories of items.

Experiments on “stimulus equivalence” have directly addressed the ca-

pacity of human and nonhuman species to group arbitrary items into cat-

egories, on the basis of their associative history (Sidman and Tailby, 1982). 

The prototypical design of stimulus equivalence experiments is shown in 

Figure 3. In stimulus equivalence experiments, the subject first learns a 

network of associations (shown in black in Figure 3) with repeated expo-
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sures to these associations. Then, probe trials (shown by the red arrows 

in Figure 3) test if the subject (1) can associate each stimulus to itself (e.g., 

associate A to A, reflexivity relation), (2) can revert the trained relations 

(e.g., associate B to A, symmetry), and can associate the stimuli that have 

a common associate (associate A to C, transitivity). According to Sidman 

and Tailby (1982), stimulus equivalence is fully shown if the subject dem-

onstrates, without further training, the relations of reflexivity, symmetry 

and transitivity in post training trials. One may easily imagine the serious 

limits of a cognitive system that would fail in this task. The formation of 

equivalence classes has the power to permit to use stimuli interchangeably, 

and is probably the corner stone of complex symbolic thought.

Figure 3:  Typical paradigm for experiments on stimulus equivalence. In this 
experimental design, the black arrows illustrate the trained associations. 
The dotted arrows illustrate the untrained associations that emerge in 
humans after an initial training phase (e.g., Sidman and Tailby, 1982).

Equivalence relations emerge early in human infancy (23-month old, Lip-

kens et al., 1993). By contrast, the formation of equivalence classes seems 

especially dihcult for nonhuman animals such as pigeons or monkeys, and 

among the three relations sustaining stimulus equivalence, the relation of 

symmetry seems the most dihcult one to acquire. Lionello- DeNolf (2009) 

reviewed a total of 24 articles on symmetry testing, and found that the vast 

majority of these articles reported negative results. Moreover, the handful 

of articles reporting more positive findings all used a very small number 

of subjects who received special training procedures, such as long training 

combining symmetry and reflexivity trials (Frank and Wasserman, 2005) 

or forms of symbolic training (Pepperberg, 2006).

A recent paper from our research group nicely illustrates that dihculty 

(Medam et al., 2016). We trained baboons to associate pictures of bears and 
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pictures of cars to two diEerent shapes which served as category labels. The 

baboons demonstrated category learning in this task, but failed to respond 

correctly when asked to reverse the trained relation and to associate the 

category labels to the pictures of cars and bears. The immediate conclu-

sion from this study and others (see Lionello- DeNolf, 2009) is that the 

preferred mode of processing in nonhuman animals is not favorable to the 

spontaneous emergence of symmetrical relations, which is fundamental for 

the emergence of equivalences classes. Arbitrariness, as defined by linguists, 

requires arbitrary, bidirectional associations between the words and their 

referent (e.g., the written “CAT” refers to the cat animal, as the cat animal 

refers to the “CAT”). Evidence suggests that nonhuman animals too can 

form arbitrary associations between various items with no logical connec-

tions between them, but they apparently have great dihculties to process 

these associations as bi- directional.

2.3.2  First order relations

Nonhuman animals can master a broad range of discrimination tasks, and 

some of them involve the processing of first- order relations. First- order rela-

tions refer to spatial or more abstract relations among objects, such as the 

fact that an object is above or below another one, or that two objects have 

the same functions. Particularly important for our linguistic system is the 

first- order relation of sameness/diEerentness. Our language makes great use 

of categories, and the abstract concept of sameness is essential for the develop-

ment of verbal categories. The concept of sameness can provide the basis for 

the most complex cognitive operations, such as the conservation of volumes 

or areas, or analogical reasoning (see below). Without this concept, we would 

be unable to understand sentences such as “This is a cat!”, and to get from 

this sentence the idea that the animal we see belongs to the cat category. We 

would as well be unable to understand sentences such as “It is warm again”, 

suggesting a similarity between the current and past weather. Comparative 

psychologists have shown that a variety of nonhuman animal species, such as 

the chimpanzee (Premack, 1983), the baboon (Wasserman et al., 2001) and 

the rat (Wasserman et al., 2012), succeed in learning same- diEerent relational 

tasks. However, the nature of the mechanisms supporting this competence in 

nonhuman animals, and their similarity with humans, remain unclear.

Marie
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Wright and Katz (2006) asked the following question: how much training 

nonhuman animals need to form the same/diEerent concept? To answer this 

question, they tested pigeons, capuchin monkeys and rhesus monkeys with 

the same test design. Animals from the three species saw two pictures in suc-

cession on a touch screen, and two kinds of trials were distinguished. In the 

“same” trials, the second picture was identical to the first one, while it was 

diEerent from the first one in the “diEerent” trials. In both kinds of trials, 

a white key was always displayed on the right of the second picture. When 

the first and second pictures were identical (identical trials), then the subject 

was asked to touch/peck the second picture to obtain a reward. If the second 

picture was diEerent from the first one (diEerent trials), then a touch/peck at 

the white response key was considered correct. The monkeys needed much 

less items (about 32) to develop the concept of sameness, than did the pigeons 

(256). The number of trials children would need in this task is not known, but 

studies have shown that children can categorize cats as diEerent from dogs 

with only 12 training exemplars (Quinn et al., 1993), and by 10 months of 

age, they can form categories with only 7 or 8 training exemplars (Younger 

and Cohen, 1986). The data therefore suggest an evolutionary trend in this 

ability: humans would require exposure to a smaller number of items than 

the other animals, to form categories and develop same/diEerent concepts.

The concept of sameness can be applied to a broad range of attributes, 

from the most perceptual to the most abstract ones, and another interesting 

issue in the comparative literature is to know if animals use the same kind 

of information as humans, when solving similar tasks requiring an abstract 

concept of sameness/diEerentness. This kind of questions has been addressed 

extensively by Wasserman and collaborators (see review in Wasserman et al., 

in press; Wasserman et al., 2004). These authors trained pigeons, baboons and 

humans to categorize displays resembling those of the top of Figure 4. They 

consisted in arrays of 16 icons which were either all same (same relation) or 

all diEerent (diEerent relation). After they received this category training, the 

subjects were tested with arrays containing mixtures of icons, in which some 

icons were duplicated a number of times in the array. The authors reasonned 

that if the subjects have formed the concept of sameness, then they should 

classify the arrays containing at least one item diEerent from the others as 

“diEerent arrays”, irrespective of the fact that some icons are repeated. Fig-

ure 4 illustrates the most substantial findings of this set of experiments. This 
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figure indicates the percentage of diEerent responses with the mixtures, as a 

function of the entropy of the stimulus. Entropy in this experiment should be 

understood as a quantification of the perceptual variabity of the array: the 

all- same arrays have an entropy of 0, and the all diEerent- arrays have the high-

est possible entropy value of 4 (mixtures have intermediate entropy values).

Figure 4:  Use of perceptual (entropy) cues by pigeons, monkeys and humans, 
in a same/di^erent discrimination task. The top panel shows the kind 
of displays employed in Wasserman and collaborators’ experiments 
(Wasserman et al., 2004, left: same array, right: di^erent array). The 
bottom figure shows that the same- di^erent response of monkeys and 
pigeons is controlled in this task by the entropy of the arrays while 
80% of the humans humans used more abstract cues in this task. Figure 
adapted from Wasserman et al. (2004).
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The bottom part of Figure 4 shows that the behaviour of the baboons and 

the pigeons was controlled by the entropy of the arrays, which is a percep-

tual cue. Response from a subset of humans (about 20% of the group) was 

also largely controlled by the entropy of the arrays, but this constraint was 

realeased in most of the subjects (80%) who treated the arrays containing 

at least one item diEerent from the others as illustrations of the “diEerent” 

concept. It can therefore be concluded that humans expressed more abstract 

judgments than pigeons and baboons in this task. We will not present in 

this chapter the full series of experiments using this kind of stimuli with 

animals (for a recent review, see Wasserman et al., in press), but the reader 

should be aware that clear demonstrations also exists that monkeys can 

also base their same/diEerent responses on abstract cues independently of 

the entropy of the stimuli (Flemmig et al., 2013). Nevertheless, although 

several animal species seem capable of abstract same/diEerent judgements, 

humans, more readily than other animals, apply qualitative, rule- based 

frameworks on the Same- DiEerent discrimination task.

2.3.3  Analogical (second- order) relational processing

Our linguistic systems make great use of analogies, and our capacity to 

produce and understand analogies is considered by many as the “the Fuel 

and Fire of Thinking” (Hofstater and Sander, 2013). Developmental studies 

have shown that analogical reasoning is facilitated in children by the ca-

pacity to represent abstract relations in symbolic terms via linguistic labels 

(Christie and Gentner, 2014).

Most research on analogical reasoning in animals has used the Relational 

Matching- to- Sample task (RMTS: e.g., Fagot and Thompson, 2011) il-

lustrated in Figure 5. In this task, the subject first perceives one pair of ob-

jects which are either identical or diEerent. Two comparison pairs are then 

presented, and the subject must indicate the stimulus pair exemplifying the 

same (same or diEerent) relation as the sample pair. In other words, the task 

can be conceptualized as “if AA then BB, and if AB then CD”. Researchers 

in the domain of comparative cognition have tested several animal species, 

including pigeons, monkeys and apes using the RMTS task (for a review, 

see Wasserman, Castro and Fagot, in press). Most of these attempts failed 

(Thompson and Oden, 2000), but a handful of studies also provide more 
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positive results, in particular in tests involving thousands of training trials 

(e.g., Fagot and Thompson, 2011).

Figure 5:  Illustration of the relational matching task used, in baboons, with color 
(left part of the figure) and shape (right) stimuli.

 In our laboratory, we could demonstrate that the baboons can successfully 

solve the RMTS task with pairs of color patches as stimuli (Fagot and Par-

ron, 2010, see Figure 5). In a diEerent study (Fagot and Thompson, 2011), 

we could further demonstrate that baboons can also solve this RMTS task 

considering the shape of the items (Figure 5). Again, this cognitive feat also 

required an extensive training period (from 17 to 30 000 trials per subject). 

In both studies, the diEerent generalization tests confirmed the real abstract 

nature of the processes at work in these two tasks. For instance, the baboons 

could continue to solve the task with a high level of performance when 

we used novel colors (Fagot and Parron, 2010), and novel shapes (Fagot 

and Thompson, 2011) as stimuli. However, although cognitive flexibility is 

suggested by these findings, the data also suggest limits in this processing. 

In Fagot and Parron’s (2010) study, color cues were in fact proposed to 6 

baboons, and 4 of these 6 subjects eventually learned the task. In Fagot and 

Thompson’s (2011) study, the same task was given one year later to a larger 

group of subjects, including the 6 already tested in Fagot and Parron (2010). 

Six out of 29 baboons learned the RMTS task with shapes, but importantly, 

none of the baboons who had initially learned the task with colors could 

also learn it with shapes. In other words, learning the RMTS task with color 
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cues did not help at all the subjects to learn. Generalization across domains 

is central to analogical reasoning in humans, and is probably what makes 

human reasoning so flexible. Generalization across domains allows us, for 

instance, to understand the meaning of a sentence like “atoms are like tiny 

solar systems” or “life is a gift, a chocolate box”. Baboons – and probably 

other nonhuman primates as well – are quite flexible to process items and 

their relations within given domains, those they have been trained with 

(e.g., color), but are clearly not as skilled as humans to generalize across 

domains. This, we believe, is another factor that may greatly aEect nonhu-

man animal’s potential for developing elaborated forms of language.

3.  Summary and Conclusions

The main goal of the chapter was to examine the origin of human language 

from the standpoint of comparative psychology. Language in its various 

forms (e.g., gesture, writing, speech) is a multi- level integrative process 

that requires, at the perceptual stage, the segmentation and grouping of 

perceptual information to extract the general meanings of the communica-

tive signals. We have argued above that many of the integrative processes 

involved in the language function are in fact domain- general processes that 

can also be found in non- linguistic functions.

Considering that language uses a multitude of domain- general functions, 

examination of these functions in animals and especially in nonhuman pri-

mates should provide important information on the cognitive background 

that made it possible for language to emerge in our evolutionary history. 

Following this reasoning, we comparatively examined in this chapter a 

number of domain- general cognitive functions, which imply various forms 

of integration of perceptual/conceptual information. Among the considered 

functions, we examined the ability of animals to integrate information in 

time and space, to combine stimulus dimensions, to group objects into cat-

egories, and to develop conceptual/relational processes (first- and second- 

order concepts). Of course, this list is not exhaustive but we believe that it 

represents a significant selection of basic cognitive domain- general processes 

that serve language perception and comprehension.

The present overview of the literature allowed us to reach two main 

conclusions. First, we have identified clear- cut demonstrations that non-
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human animals are capable of grouping information in time and space, 

can combine stimulus dimensions, and can form categories at diEerent 

levels of abstractness. Thus, we suggest that these functions are shared by 

humans and nonhumans, at least to some extent, and that they are not 

language specific (i.e., they have a long phylogenetic history). Second, the 

literature also reveals important diEerences in performance among nonhu-

man animals, and between nonhuman animals and humans. For example, 

evidence suggest that, compared to humans, in nonhuman animals the 

integration of information in time and space is more “local”, and the capac-

ity to integrate the information on a larger scale is more restricted. When 

we come to consider how animals integrate various stimulus dimensions, 

experimental evidence suggest that they tend to focus on some particular 

physical dimensions of the stimuli more than humans do, and they hardly 

combine information from diEerent stimulus dimensions. When we come 

to consider more general categorization processes, it appears that nonhu-

man primates form categories but their categories seem to be more strongly 

tied to the perceptual input than those of humans, and abstract processes, 

when they emerge, need many more trials to develop, and/or do not gen-

eralize to untrained dimensions as readily as for humans. In other words, 

for most of the integrative functions we have considered in this chapter, 

nonhuman animals show behaviors that diEer at least quantitatively, if not 

qualitatively from human behavior, and we propose that these diEerences 

might be the bottlenecks for the evolution of language. Obviously, evolu-

tion has no direction and mastering some human- like language is not and 

has never been an issue in nonhuman animals. However, it might be that a 

particular pattern of development of these domain- general functions was 

a prerequisite to the emergence of human language, and that favorable 

conjunctions occurred only once in the phylogeny of the primate group, 

giving rise to the human language. The idea that some domain- general 

nonlinguistic functions form the bottlenecks of language evolution will be 

further developed below.

To account for the evolution of language, many theorists have focused 

their attention on language specific functions, which were considered as 

key factors for the evolution of human language. For example, many tra-

ditional theories claimed that only humans have a low larynx (which was 

disconfirmed since), or that only humans have the ability to understand 
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and produce recursive structures allowing an infinite variability in language 

production. Here, we do not want to discount these explanations, but we 

think that they do not take the problem at its roots. At this point in the 

scientific endeavor, we think that it is now necessary to step back a bit to 

enlarge our view of the problem. Doing so, we can imagine two diEerent 

scenarios on the origin of language.

The ”language- first” scenario would be that our primate/prehominid 

ancestors had rather limited cognitive resources and it was the appearance 

of language that boosted their general cognitive capacities. Although there 

is no doubt that language is a booster for cognitive functions, we think that 

this scenario does not hold. To illustrate our rebuttal of this theory, imagine 

an animal cognitive system with a limited working memory span of N=1 

item. How could a language system develop with such limited memory re-

sources? A clear expansion of this memory system would be required before 

the animal would have a chance to develop a proto- language system. This 

very extreme example shows that language evolution requires a cognitive 

background to support it, and it is only when such a cognitive background 

has evolved – potentially as a response to ecological pressures – that a form 

of proto- language can have a chance to emerge.

The second possible scenario, called “prerequisites- first”, is that language 

only emerged in our evolutionary history once critical domain- general func-

tions had gained in cognitive power in our animal/pre- hominid ancestors. 

This scenario raises one major question: which domain general function(s), 

or combination of functions, must have evolved at first for the emergence of 

language? We have no clear answer to this question but can provide several 

lines of thinking on this issue. First, we note that studies focusing on the 

so called low level perceptual mechanisms showed important diEerences 

between the platyrrhines and catarrhines species, but very little diEerences 

are observed in perceptual functions in monkeys, apes and human species 

(see for instance Fobes and King, 1982 for a review of visual perception). 

This mere fact suggests that the evolution of these perceptual functions is 

probably not the factor that made the diEerence and triggered the evolution 

of speech in humans. Secondly, comparative experiments suggest more per-

vasive diEerences between humans and the other primates in two domains 

at least. The first domain of importance is the domain of working memory. 

Working memory in humans seems to depart from that of other animal 
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species in several important aspects, for instance regarding the ability to 

process large amount of information in parallel (e.g., Fagot and De Lillo, 

2011), or to process long- distance dependencies (e.g., Wilson et al., 2015). 

Although not discussed in the context of this chapter, working memory in 

humans may also qualitatively depart from that of the other animals in its 

use of a phonological loop facilitating memorization in the short term. The 

second domain for which strong diEerences emerge between humans and 

the other animals is the domain of attention. Nonhuman animals seem to 

focus on single stimulus dimensions more than humans do, and tend to 

have a more local mode of processing of the perceptual input than humans. 

There remains a debate on whether the increase in cognitive functions fol-

lowed the phylogenetic order, from the remote prosimian species to the ape 

species phylogenetically closest to humans (e.g., Reader et al., 2011), or 

whether variations in cognitive power among the diEerent primate species 

have occurred at multiple times in the course of evolution, in independent 

unrelated primates groups, for instance under the pressure of social factors 

such as the complexity of the social network (Dunbar, 1998). Discussing 

these hypotheses is out of the scope of the current chapter. However, what-

ever the source of this increment in cognitive power is, we propose that the 

language ability appeared in the evolution of primates at a point in time 

where domain- general cognitive capacities, especially those pertaining to 

attention and working memory converged and were suhciently developed 

to permit its evolution. This idea is in line with recent usage- based theories 

suggesting that that language could be acquired in humans by means of 

domain- general – evolutionary old – processes (Bybee, 2010; Tomasello, 

2005).

From a more practical standpoint, we conclude from this chapter that 

the comparative investigation of non- linguistic, domain general functions 

should be considered of central importance in the debate on the evolution 

of language. Unfortunately, real comparative studies, in which humans and 

other species are tested on the same problems using the same tasks, are rela-

tively rare in this literature, and most of them only concern a very limited 

number of species.  Such studies will become mandatory to further test the 

hypothesis that the expansion of domain- general functions in nonhuman 

primates served as a basis for the evolution of language.

fagot
Barrer 
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