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ABSTRACT
This article deals with the analysis of pages of French parish reg-
isters from 16th to 18th century. These documents are structured
in paragraphs called acts. Each act contains valuable demographic
information that can be useful to genealogists willing to find infor-
mation about their ancestors. The first step toward parish register
analysis consists of delimiting each act. But these documents are
so poorly-structured that the visual separation between the acts
is not always clearly visible. One of the main visual indication of
separation is the signature of the priest at the end of each act. In
this work, we propose to train and compare several u-shaped neural
networks for signature detection. We also propose a rule-based sys-
tem for segmentation into acts and evaluate the impact of signature
detection at act level.

CCS CONCEPTS
• Applied computing→ Document analysis.

KEYWORDS
parish registers, neural networks, signature detection, structure
analysis

1 INTRODUCTION
Parish registers - or church books - are documents in which were
recorded the acts of baptisms, marriages and burials. From 1539,
priests were required by law to keep these records written in French
in order to save nominative and dated information about the popu-
lation. This type of document is especially useful to people willing
to find their ancestors. In France, parish registers are all the more
important before 1792 since the French administration did not reg-
ister the population before this date. Consequently, parish registers
are a major source of demographic data.
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Figure 1: Pages from a French parish register from 1727 con-
taining 5 acts on the left page and 3 acts on the right page

Recently, there has been growing interest in transforming these
records into digital documents to automatically extract information.
However this task is laborious : unlike civil records, parish regis-
ters are quite poorly-structured documents, as shown in Figure 1,
and present many challenges relative to old documents such as
bleed-through degradations, faded ink and contrast variations. But
they also present artefacts related to the writer, like cross-outs, ink
stains, small spacing and overlapping texts and signatures. All these
characteristics make them hard to understand and process. Besides
being challenging to read, their structure is also hard to recognise.
Each page can contain up to ten acts. At first glance, one could
believe that several elements allow for visualising the separation
between each act: margin annotations, punctuation, vertical or hor-
izontal spacing... However, these visual elements are not consistent
among documents since they depend on the writer. Yet, the end of
each act is very frequently signed by the priest, as shown in Fig-
ure 2a and Figure 2b. Sometimes, it is also signed by the witnesses,
especially for marriages, like in Figure 2c. Consequently, signatures
are the main graphical elements that could help to delimit the acts.

Yet, signature detection is not easy in such documents. First of
all, signature appearances are variable as shown in Figure 2. Each
writer has a unique signature making the signature detection task
hard for an automatic system. Moreover, it can be hard to detect
some signatures without any information on the meaning of each
word. For instance in Figure 2b, the two last words are actually a
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(a) Act followed by a stylized signature

(b) Act followed by a non-stylized signature

(c) Act followed by a group of signatures

Figure 2: Illustration of different kinds of signatures found
in parish registers

signature but could easily be interpreted as words by non-French-
speaking readers. Second, their localisation is not regular. If most
signatures are likely found at the end of a text line (e.g in the right
side of the page), some can be found under the act in the middle of
the page or in the left side of the page.

In this paper, we aim to delimit each act in these records using
signatures as separators. Isolating an act is the first step towards
church record analysis and would allow to extract more meaningful
information at this level, such as dates and names.

2 RELATEDWORKS
To the best of our knowledge, the challenge of finding signatures in
historical books has not been addressed yet. This can be easily ex-
plained since this task is very specific to our problematic. However,
many similar issues have been successively tackled in historical doc-
uments: layout analysis, text line segmentation, baseline detection
and ornament/decoration detection.

In the last literature, many neural-network based methods man-
aged to significantly improve state-of-the-art performances [2] [11],
especially u-shaped networks. U-Nets were originally introduced
by Ronneberger et al. [10] for biomedical segmentation. It is now
widely used for semantic segmentation in many fields of research
and industry, including document image segmentation. The princi-
ple of U-Net is the following: first, an encoder network takes the

image to be processed as an input and outputs a feature map, i.e. a
representation of the input in the feature space. Second, a decoder
network that is symmetrical to the encoder takes that feature map
and outputs the closest match to the actual input.

Recently, Oliveira et al. [9] introduced dhSegment, a u-shaped
neural network that was successively used to solve five different
tasks relative to document image segmentation, including orna-
ment detection which is very similar to our task. Promising results
were obtained using few training data. One of the advantages of
dhSegment is that it uses a pre-trained model (e.g ResNet-50 [6],
VGG-16 [12]) as an encoder so that it takes advantage of the high
level features learned on the ImageNet dataset [1]. Such a strategy
also significantly reduces the training time.

Grüning et al. [5] propose several improvements to the U-Net
for baseline detection. They designed a U-Net with residual blocks,
called RU-Net. Residual blocks increase the representative power
of the network. The authors also introduced ARU-Net, which is
RU-Net designed with a spatial attention mechanism. Finally, they
proposed LARU-Net, which is ARU-Net with a MDLSTM layer
at the lowest resolution. Taking advantage of data augmentation
strategies, they managed to train these models from scratch with
few training data. Results show that the ARU-Net architecture per-
forms significantly better than the others for text-line segmentation.
In the following, we refer to all these improved U-Net architectures
to {LARU}-Net.

We choose to train both dhSegment [9] and {LARU}-Net [5] for
the signature detection task. This decision is motivated by three
main reasons:

• both networks perform well when trained on similar tasks;
• they do not require a lot of training data;
• both frameworks are freely available on Github.

Another interesting approach is presented in [8] where a rule-
based grammar is used to find the location of handwritten fields in
pre-printed records. Since the documents share a similar layout, the
authors design a logical description of the contents of the collection
of documents in order to find a region of interest based on other
visual indicators (line segments, keywords...). In the end, they were
able to successively detect 97.2% of the fields.

This paper aims to take advantage of both approaches. It is
organised as follows: first we describe the objective of the article
as well as the methods used, then we describe our database and
the experiments performed, finally we evaluate our strategies and
comment on the obtained results.

3 METHOD FOR ACT DETECTION
3.1 Objective
Since signatures are key elements regarding the document structure,
our first goal is to achieve pixel-wise segmentation of the signature
class. We also want our model to be able to recognise signatures
using few training data. Finally, as our goal is to segment pages
into acts, we have designed a rule-based description grammar to
delimit the acts from the location of the signatures. We evaluate
our system at the pixel level and at the act level by comparing the
acts obtained when using ground truth and predicted signatures as
an input.
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3.2 Presentation of the networks used
We choose to train dhSegment and {LARU}-Net to detect signa-
tures. We use the code provided by the authors. Both networks
were introduced to extract text baselines in old documents. The
two architectures are both u-shaped networks - meaning that they
consist of a contracting path followed by a symmetrical expensive
path. Figure 3 shows the structure of U-Net as it was originally
proposed by Ronneberger et al. [10].

Figure 3: U-Net architecture [10], ©Springer

3.2.1 dhSegment. dhSegment is based on the U-Net architecture
except that its contracting path consists of a pre-trained model e.g
ResNet or VGG. Consequently, the training time is significantly
reduced. The authors also observed that using pre-trained weights
was also beneficial to the learning process since the model appeared
less sensitive to outliers. For our task, we use a ResNet as a con-
tracting path since it gives better results. Weights are initialised
using Xavier initialisation [4] and optimised using Adam optimiser
[7]. dhSegment can take as input images of any size as long as they
fit into memory. To this end, images are resized so that the total
number of pixels lies between 6 × 105 and 106. Images can also be
cropped into patches (we used patches of size 300 × 300) in order
to allow batch training. A margin was added to avoid any border
effects. Data augmentation is applied to all images: rotation and
scaling. The authors claim that these parameters can be applied to
most tasks. Just note that the input resolution of the images must
be chosen carefully to fit the task.

3.2.2 {LARU}-Net. {LARU}-Net refers to 3 different improvements
to the U-Net architectures proposed by Grüning et al. in [5]:

• RU-Net: U-Net with residual blocks
• ARU-Net: RU-Net with attention mechanism
• LARU-Net: ARU-Net with a MDLSTM layer

We refer the reader to [5] for a detailed description of the different
architectures. We choose to compare U-Net, RU-Net, ARU-Net and
LARU-Net to build our method. Each model is trained from scratch
with the following parameters. Input images can be of any size. They
are normalized and downscaled by a factor of 2, 3 or 4 depending of
their original size. Xavier initialisation [4] is used and the weights

are optimised using Adam [7]. Due to memory limitations, batch
size is fixed to 1.

3.3 Rule based-grammar
We design a logical description of the documents at the collection
level. Our main goal would be to delimit each act in parish registers.
Signatures are essential since they mark the end of each act. An-
other key visual aspect of the acts lies in the text lines. Information
about the localisation of signatures and text lines in every docu-
ments allow us to design a logical description of parish registers
to delimit the acts. This idea has been presented in [8] where the
authors combine the results of an automatic analysis with a logical
description of the contents of the documents.

3.3.1 Description. The designed system takes as an input the local-
isation of text lines and signatures, and outputs the bounding box
of each act. Text lines were extracted using the baseline detector
proposed in [5] which is freely available on Github.

We use the DMOS-PI method to implement logical rules for this
collection. The main outline of the algorithm is the following:

• Detect the pages in the image,
• In each page, look for a group of signatures. Look for text
lines upwards. This combination of text lines and signatures
forms an act.

• Repeat until finding all the acts in the page.
Result for one act is presented in Figure 4c.

(a) Original image

(b) Input signatures (red) and baselines (blue)

(c) Output: bounding box of the acts (orange)

Figure 4: Act construction using baselines and signatures

Applying this logical description algorithm using baselines and
ground truth signatures outputs a pseudo ground truth of the acts.
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3.3.2 Limit of the description. Logical rules were designed to pro-
duce a correct delimitation of the acts that are signed. However,
while most of the acts are signed, some of them are not. For instance,
in Figure 5a, there are actually 3 acts, however two of them are not
signed. These acts are ignored to be eventually incorporated in the
next signed act, as shown in Figure 5b.

(a) Original image (b) Act delimitation

Figure 5: Act construction when some acts are not signed

4 EXPERIMENTS
4.1 Description of the database
Our database is provided by Archives Départementales d’Ille-Et-
Vilaine (35, France). It contains 340,000 images of documents from
54 cities from 16th to 18th century.

Obtaining training data is time-consuming since each signature
must be delineated. We have arbitrarily selected 200 images from
this database such that each city is represented, and that it spans the
whole period. We used VGG Image Annotator [3] to draw polygons
around each signature (Figure 9a). Two ground truth images are
obtained :

• Figure 6c: pixels belonging to polygonal zones are set to 255,
others are set to 0.

• Figure 6d: pixels belonging to polygonal zones are set to
their value in the corresponding binary image (Figure 9b),
other pixels are set to 0.

For each image, we tried to capture the signatures without in-
cluding surrounding elements (text, ink stain...) in order to limit the
noise induced by the binarisation algorithm. Ground truth images
could be improved by precisely delineating the signature outlines,
however this would require a significant amount of time.

4.2 Signature detection
We choose to compare two Neural Network architectures: dhSeg-
ment and {LARU}-Net where {LARU}-Net refers to all the models
presented by Grüning et al. [5] (e.g U-Net, RU-Net...).

4.2.1 Data augmentation. Both [9] and [5] propose strategies of
data augmentation. However, they were specifically designed for
baseline detection. For signature detection, we chose to only apply
transformations that do not alter the symmetry of the documents.
All images are rotated with r ∈ [−0.2, 0.2] rad and scaled by a
random factor s ∈ [0.2, 0.5] to speed-up computations. These trans-
formations are applied on-the-fly, and double the training set size.

(a) Annotated image (b) Binary image

(c) Polygon ground truth (d) Outline ground truth

Figure 6: Polygonal zones are drawn around each signatures.
Ground truth is obtained by combining the binary image
and the polygonal zones.

4.2.2 Experiments. We train different architectures in order to
compare them. To this end, we perform two main experiments.

The first main experiment consists in a binary classification
problem where we use the ground truth images of the outline of
signatures (Figure 6d). Background corresponds to class 0 and sig-
nature outlines to class 1. In this task, the two classes are exclusive
so the softmax cross entropy loss function is used.

Our second experiment is based on the method presented in [5]
that suggests that using multiple classes actually helps the training.
In the same way, we use 3 classes for signature detection: signatures
(Figure 6d), surrounding area (e.g polygonal zones in Figure 6c) and
background. For this task, a pixel can belong to more than one class
(e.g signature and polygonal zone) so the sigmoid cross entropy
loss function is used.

We use the Adam optimizer [7] and Xavier initialisation [4] for
all experiments. {LARU} architectures are trained for 250 epochs.
dhSegment is trained for 100 epochs since a pre-trained Resnet is
used as a contracting path.

4.2.3 Training. We use 5-cross-validation which means that our
dataset is divided into 5 subsets. We run the training 5 times, using
3 subsets for training (120 images), 1 for validation (40 images) and
1 for testing (40 images). The main advantages is that every image
is at one point in the testing subset so we get an estimation of the
test error on all 200 images. It should be noted that we followed
the recommendations of the original articles for the number of
epochs. {LARU}-Net is trained from scratch, which explain why
more epochs are needed.

All experiments run on Nvidia RTX 2080 Ti GPU. Each fold takes
between 2 and 10 hours depending on the model.

4.2.4 Post-processing. The output probability map is threshold
with a threshold of 0.5. We do not apply further post-processing
technique.
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5 EVALUATION STRATEGIES
We propose to evaluate the models on their ability to build the acts
from their signature predictions. We also evaluate the models at the
pixel level in order to compare our results to other tasks. Results
at the pixel level show how well the image pixels are correctly
classified while results at the act level show how well the acts are
detected using the signature predictions. All scores are summarised
in Table 1.
5.1 At the pixel level
We compute several metrics to compare the performance of the
tested models. Note that we only compute scores for pixels belong-
ing to signatures, e.g for the class pictured in Figure 6d.

We use 5 cross validations which means that every image has
been tested exactly one time. All scores presented in Table 1 are
averaged on all test images except for 6 images that contain no
signature. Three scores are presented :

• Recall: a high recall means most of the signature pixels are
detected.

• Precision: a high precision means that more relevant signa-
ture pixels than irrelevant ones are detected.

• F1-score: the harmonic mean of recall and precision.
In Figure 7, we depict some results obtained for the best network

on 3 images: 2 containing signatures with high and low F1-score
and one containing no signature. For each image, we zoom on
one specific predicted signature or group of signatures to give an
illustration of the segmentation quality. We observe that the model
sometimes struggles to differentiate text and signatures.

(a) Signature from image 1 (b) Errors from image 1

(c) Signature from image 2 (d) Errors from image 2

(e) Text from image 3 (f) Errors from image 3

Figure 7: Error visualisation for signatures taken from: an
image with a high F1-score (F1 = 0.73) (1), an image with a
low F1-score (F1 = 0.35) (2), an image with no signature (3).
True positives appear in green, true negatives in black, false
positives in blue and false negatives in red.

5.2 At the act level
We obtain a pseudo-ground-truth of the acts by applying the gram-
matical description to the ground truth signatures. Now, we will
apply these same rules using the signature predictions, and compare
the acts obtained with the pseudo-ground truth.

We use the criteria introduced in the PASCAL VOC challenge
2012: a prediction is considered positive if IoU > t . In some images

there are more than one detected act overlapping a ground truth act.
For those cases the detection with the highest IoU is taken while
the others are counted as false positives.

For most object detection tasks, the threshold t is set to 0.5.
However, this threshold is too permissive for our case since we
mainly observe vertical variations: a predicted act could overlap two
ground truth acts and still be accepted as true positive. We choose to
set a stricter threshold t = 0.65 in order to avoid this issue. Figure 8
compares two predicted acts with different thresholds, showing
that t = 0.5 is too permissive while t = 0.65 appears reasonable.

Figure 8: Comparison between different thresholds. The
green box represents a ground-truth act, the blue one is a
prediction with IoU = 0.65, the pink one is a prediction with
IoU = 0.5 that overlaps two ground truth acts.

Once the predicted acts have been associated with ground truth
acts, several metrics can be computed. We have chosen to compute
the precision, recall and average precision - which are frequently
used metrics for object detection. The average precision (AP) is the
area under the precision/recall curve with precision decreasing. All
results are presented in Table 1.

One example of ground truth versus detection is depicted in
Figure 9. On the detection image, a false positive signature leads
to the creation of a false positive act. In this case, none of the
two detected acts sufficiently overlap the ground truth so they are
counted as 2 false positives. The ground truth is missed and will be
counted as false negative.

(a) Ground truth image (b) Detection image

Figure 9: Comparison between ground truth acts and corre-
sponding detection

5.3 Discussion
The aim of our method is to segment registers into acts by using
signatures as separators. Our approach allows us to recover 80% of
the acts using the LARU-Net architecture with 3 classes. Not only
this architecture performs better than the others, but the training
is also more stable over the 5 folds. We also show that data aug-
mentation significantly improves the predictions for this model.
More generally, we observe that using three classes instead of two
definitely improves the performance on the signature class.

As expected, we observe a correlation between the scores at the
pixel and act levels. Scores at the act level are higher than at the
pixel level because our rule-based grammar is able to construct the
acts from a few detected signature pixels, regardless of their precise
delineation. This result is encouraging considering the difficulty of
the task. However, the obtained scores for signature segmentation
are low as compared to performance obtained by dhSegment and
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Pixel level Act level
Architecture Nb of classes Epochs Precision Recall F1-score Precision Recall AP (%)

dhSegment (no patch) 2 100 0.36 ± 0.04 0.24 ± 0.01 0.28 ± 0.02 0.60 0.47 28
dhSegment (no patch) 3 100 0.37 ± 0.03 0.31 ± 0.05 0.33 ± 0.03 0.60 0.48 29

dhSegment (patches 300x300) 2 100 0.45 ± 0.04 0.22 ± 0.05 0.28 ± 0.04 0.62 0.43 27
dhSegment (patches 300x300) 3 100 0.37 ± 0.07 0.39 ± 0.09 0.35 ± 0.02 0.59 0.43 26

U-Net 2 250 0.37 ± 0.10 0.45 ± 0.09 0.38 ± 0.10 0.42 0.47 25
U-Net 3 250 0.33 ± 0.10 0.54 ± 0.09 0.37 ± 0.09 0.48 0.47 25
RU-Net 2 250 0.32 ± 0.10 0.48 ± 0.12 0.34 ± 0.11 0.39 0.43 23
RU-Net 3 250 0.36 ± 0.11 0.49 ± 0.12 0.38 ± 0.11 0.46 0.51 29
ARU-Net 2 250 0.59 ± 0.09 0.43 ± 0.11 0.46 ± 0.10 0.74 0.63 48
ARU-Net 3 250 0.62 ± 0.02 0.47 ± 0.08 0.50 ± 0.06 0.77 0.70 54
LARU-Net 2 250 0.59 ± 0.11 0.43 ± 0.08 0.47 ± 0.09 0.73 0.58 42
LARU-Net 3 250 0.63 ± 0.03 0.48 ± 0.07 0.52 ± 0.05 0.79 0.80 65

LARU-Net (no data augmentation) 3 250 0.50 ± 0.10 0.17 ± 0.09 0.23 ± 0.12 - - -
Table 1: Performance of various architectures averaged on test images. On the 200 test images, 6 containing no signatures have
been discarded to compute the pixel level results. Standard deviation over the 5 folds is shown for pixel level performance. All
200 images are used to compute the act level results, which corresponds to more than 1500 acts.

{LARU}-Net for baseline detection. Several factors can explain this
poor performance:

• Image quality: contrast variation, blur, uneven lightning...
• Ground truth quality: the signature ground truth is de-
pendant on the binarisation and can therefore be noisy, es-
pecially on poorly contrasted images.

• Training settings: only 120 images are used for training,
which corresponds to approximately 900 signatures.

• Task complexity: signatures are by nature very similar to
surrounding text since they come from the same writer. A
signature can look like a word (Figure 7c) and a word can
look like a signature (Figure 7e).

6 CONCLUSION AND OUTLOOK
In this article, we have tried to recognise the structure of parish
registers (e.g the acts) based on signature detection. To this end,
we designed a logical description of the collection that takes the
localisation of signatures as an input and outputs the acts. We also
trained and compared two state-of-the-art neural networks to de-
tect signatures in parish registers. Using this approach, we were
able to correctly detect 80% of the acts. We believe that our results
could be improved by taking into account other visual indicators
(spacing, margin annotations, recurrent keywords...) that could help
delimiting the acts in the logical description. We plan to train a
neural network to recognise all these visual indicators. This would
allow us to build more reliable acts. The logical rules have allowed
us to build a pseudo-ground truth of the acts. We plan to take ad-
vantages of this pseudo-ground-truth by training a neural network
to directly recognise the structure of the acts in order to compare
the results with our current method. Finally, we plan to use a metric
based on the text lines contained in the acts rather than the overlap
in order to associate a predicted act with a ground truth.

Being able to automatically delimit the acts of parish registers
would be a first step towards further record analysis. This would
allow to extract useful information such as names, places and dates
and, more importantly, to index the acts in order to ease the search
for ancestors.
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