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Abstract

Let G be a quasi-split reductive group and K be a Henselian field equipped with
a valuation w : K* — A, where A is a non-zero totally ordered abelian group. In
1972 and 1984, Bruhat and Tits constructed a building on which the group G(K)
acts provided that A is a subgroup of R. In this paper, we deal with the general case
where there are no assumptions on A and we construct a set on which G(K) acts.
We then prove that it is a A-building, in the sense of Bennett.
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1 Introduction

Reductive groups over non-Archimedean local fields have been extensively studied for
the past sixty years. To study such a group G and the group of its rational points G,
Bruhat and Tits associated in [BT72] and [BT84] a space Z - called a Bruhat-Tits
building - on which GG acts. The space Z encapsulates significant information about the
group G.

In the 1970’s, Kato ([Kat78|) and Parshin ([Par75]) introduced higher-dimensional
local fields, a natural generalization of the usual local fields. A 0-local field is by defi-
nition a finite field, and for d > 1, a d-dimensional field is a complete discrete valuation
field whose residue field is a (d — 1)-local field. For instance, 1-local fields coincide with
usual non-Archimedean local fields. The equicharacteristic 2-local fields are the fields of
the form k((¢)) with k a 1-local field, but there are other 2-local fields that have mixed
characteristic.

Higher-dimensional local fields play an important role both in algebraic geometry and
in number theory. On the one hand, just as p-adic fields encode local information on
arithmetic schemes with relative dimension 0 such as Spec(Z), 2-local fields encode local
information on arithmetic curves such as Al and d-local fields encode local information
on arithmetic schemes with relative dimension d — 1 over Z. On the other hand, by Kato’s
work, higher-dimensional local fields also provide the good framework to generalize local
class field theory, which is a crucial step in the understanding of p-adic fields. Taking into
account that class field theory is the most basic example of Langlands correspondence,
one may ask whether Langlands’ ideas can be studied in a higher-dimensional setting,
and then it seems natural to study reductive groups over higher-dimensional local fields.

In this article, we will work over a field K that is endowed with a valuation w : K* — A,
where A is any non-zero totally ordered abelian group. This covers the case of d-local
fields for d > 0 since they are endowed with a Z%valuation, where Z¢ is equipped with the
lexicographical order. It also allows us to work with a field of the form C((¢1)) - - - (t¢+1)),
which is the geometric counterpart of higher-dimensional local fields, since it encodes local
information in higher-dimensional complex varieties. Note that A does not need to be
discrete and could for instance be the group R x R with the lexicographical order. It
could also have infinite rank.

In the case where K is a higher-dimensional local field, Parshin constructed in [Par94],
[Par00b] a “higher Bruhat-Tits building” on which PGL,(K) acts, for n € N*. In-
dependently of this work, Bennett defined in [Ben94| a notion of A-building for A a
non-zero totally ordered abelian group and, for any field K equipped with a valuation
w: K — AU {400}, he constructed such a A-building on which SL, (K) acts. As sets



(when we forget the topological structures), the buildings of Bennett and Parshin are very
close.

Given any non-zero totally ordered abelian group A, any A-valued field K and any
quasi-split reductive group G over K, the goal of this article is to construct a A-building
Z(K,w, G) endowed with a suitable G(K)-action. This partially answers [Par94, Problem
2 p 187].

1.1 Bennett’s A-buildings

When K is a field equipped with a nontrivial valuation w : K — R and G is a reductive
K-group, Bruhat and Tits associated to G(K) its Bruhat-Tits building Z(K,w, G) on
which G(K) acts. When G = SL, and w is discrete for example, this space is a simplicial
tree.

The Bruhat-Tits building Z(K, w, G) is covered by subsets called apartments, which
are Euclidean spaces equipped with an arrangement of hyperplanes called walls. These
apartments are all obtained by translation by an element of G(K) from a standard apart-
ment A(G, K, w). The hyperplane arrangement of A(G, K, w) depends on the root system
of G and on the set of values of w. It naturally defines the notion of a face on A(G, K, w)
and by translation, on Z(K,w, G). Then we have the following important properties:

e (I1) for every two faces, there exists an apartment containing them;

e (I2) for every two apartments A and B, there exists an isomorphism of affine spaces
from A to B fixing AN B and preserving the hyperplane arrangement.

These properties motivate the definition of an abstract building: as a first approx-
imation (see Definition 3.24 for a precise definition), it is a set covered with subspaces
called apartments, which satisfy (I1) and (I12) and which are isomorphic to a standard
apartment A depending on a root system.

Let now A be any non-zero totally ordered abelian group. Since every totally ordered
abelian group can be embedded in an ordered real vector space, let’s assume for simplicity
that A itself is a real vector space. Bennett then defined in [Ben94| the notion of a A-
building: it is a set covered by subsets called apartments, all isomorphic to a standard
apartment A ®r A, and satisfying axioms similar to those of a Bruhat-Tits building.

Examples of A-buildings When A C R and K is a field equipped with a valuation
w: K — AU {oco}, the Bruhat-Tits building of (G, K, w) is a A-building. In the case that
A cannot be embedded as an ordered abelian group in R, there are four main previously
known classes of examples of A-buildings:

1. Let K be a field that is equipped with a valuation w : K — A U {oo}. In [MS84],
inspired by Serre’s construction of the tree of SLy(K) when A = Z, Morgan and
Shalen define the notion of a A-tree and construct a A-tree on which SLy(K) acts.
Generalizing these works, Bennett defines in [Ben94, Example 3.2] a A-building on
which SL,,(K) acts, for n € Z>y. Independently, in [Par94| and [ParOOb], Parshin
also introduces some higher buildings associated to SL,,(K) but does not relate them
to the structure of A-buildings.

2. Let A, A’ be non-zero totally ordered abelian groups and e : A — A’ be a morphism
of ordered groups. Then Schwer and Struyve construct a functor from the category
of A-buildings to the category of A’-buildings, compatible with e (see [SS12]). Using
this and using ultraproducts, they construct nontrivial examples of A-buildings, for
A ¢ R. They in particular construct ultracones and asymptotic cones of buildings
(see [SS12, Section 6]).



3. Let G be a semi-simple Lie group. Let K., be a real closed nonarchimedean field
and Orea C Kiea be an o-convex valuation ring. Then Kramer and Tent equip
G(Kyea)/G(Orear) with the structure of a A,eq-building, where A,eap = K., /0%, see
|[KT04, Theorem 4.3] and [KT09]. They deduce that the asymptotic cone of G(K,ea1)
and the ultracone of G(K,ea1) are A-buildings, for some A (see [KT04, Corollary 4.4]).
Using these results, they give a new proof of Margulis’s conjecture (see [KT04, §

5]).

4. Let K be a field equipped with a surjective valuation w : K — A’ U {oco}, where
A’ is an infinite subgroup of R. Let G° be a semi-simple group over K and G =
G° (K[t,t71])) be the untwisted affine Kac-Moody group associated. In [Rou06, 4.1],
Rousseau associates a (Z x A’)-building to G on which it acts.

Our result yields a new class of examples of A-buildings.

1.2 The building Z(K, w, G)

In differential geometry, when one works with some real Lie group G, it is often useful
to study the action of G on a symmetric space. For instance, if G = SL,(R), then one
may consider the action of SL,,(R) on X = SL,,(R)/SO,(R). The manifold X is then the
quotient of a real Lie group by a maximal compact subgroup. According to Goldman-
Iwahori (|GI63]), the space X can be identified with the space of norms on R™ up to
homothety.

Now, when one works over the p-adic field Q, instead of R, by analogy with Goldman-
Iwahori’s result, one can associate to the group SL,,(Q,) the space Z(SL,,Q,) of ultra-
metric norms over Q) up to homothety. This is a particular case of a more general
construction given by Bruhat-Tits in [BT72, 10.2]. In order to generalize the previous
constructions and study in this context other classical groups of Lie type over Henselian
valued fields, Tits introduced the definition of buildings in the 1960’s.

When K is a field endowed with a valuation w : K* — Z, several approaches have
been developed to construct a Bruhat-Tits building Z(K, w, G) associated to a reductive
K-group G. The most elementary construction relies on lattices. For instance, when G
is split and has type A, (e.g. G = GL,, SL, or PGL,), one may define Z(K, w, G) as
the set of O-lattices contained in K" up to homothety, where O stands for the ring of
integers of K. The action of G(K) on Z(K, w, G) is then induced by the action of G(K)
on the O-lattices of K" (see [Ser77, Chapter II| for the case where n = 2). Note that this
construction depends substantially on the Lie type of the group G and a case by case
definition has to be settled.!

Parshin [Par94] and Bennett [Ben94| both use this approach with lattices to construct
a space analogous to Z(K, w, SL,,) when the valuation w takes values in a totally ordered
abelian group that might be different from Z.

A more general approach due to Bruhat and Tits ([BT72], [BT84]) mainly consists
in generalizing the construction as a quotient of G(K) by a maximal compact subgroup.
Unfortunately, maximal compact subgroups need not be pairwise conjugate in general.
That is why, for an arbitrary reductive group G over a A-valued field with A C R, Bruhat
and Tits” construction relies on the use of parahoric subgroups. More precisely, they start
by defining the standard apartment A of their building as an affine space endowed with
an action by affine transformations of the group N of rational points of the normalizer
N of a maximal K-split torus of G. The root system ® of G can be regarded as a set
of affine maps on A. Then, for each element x of A, Bruhat and Tits define a parahoric
subgroup P, C G, which depends on the values a(x), for a« € ®. They finally define

INote that in the remarkable case of type A,,, there are other similar approaches such as using maximal
orders (see [Vig80] and [Ser77] for n = 2).



7 =7I(K,w, G) as the set G(K) x A/ ~, where ~ is an equivalence relation on G(K) x A
whose definition involves the parahoric subgroups P, for x € A. The group G(K) acts on
Zbyg-ld,x] =[g¢,x], for g,¢ € G(K) and x € A, so that P, is the stabilizer of z in G
for each x. This is the approach we follow in this paper to deal with the case when A is
not necessarily contained in R.

For that purpose, when G is assumed to be a quasi-split group, we can consider a
Chevalley-Steinberg system (i.e. a parametrization of the root groups U, of G taking
into account the Galois extension ]K/ K that splits G). To such a pinning, we associate a
space Z. We then need to prove that it is a A-building. A part of the proof consists in
proving that G satisfies certain decompositions, namely the Iwasawa decomposition and
the Bruhat decomposition. To prove them, we generalize the proof by Bruhat and Tits
to our framework. After proving these decompositions, the main issue is to prove that
certain retractions are 1-Lipschitz continuous. When A C R, a standard proof of this
property uses the fact that the line segments of R are compacts. This is no longer true
in our framework and we thus need some additional work to prove this property.

1.3 Affine structure of the standard apartment

An important step in our construction consists in understanding the geometry of the
apartments of our building. Roughly speaking, the apartment will be a tensor product
Y ®z R where Y is the finitely generated free Z-module of cocharacters of a maximal
torus of G and R is some ordered ring that contains the valuation groups of all finite
extensions of K. For instance, in the classical case of a Henselian valued field K with a
discrete valuation w : K* — A = Z, one usually takes R = R.

Now, assume that A = Z¢ equipped with the lexicographical order and let Y = Z" =
., Ze;. A natural way to proceed in this case is to consider the ring R = R[t]/(t?)
equipped with the lexicographical order induced by the degree of monomials. On this
example, the apartment A =Y ®7 R will be a dn-dimensional R-vector space and a free
R-module of rank n. Thus, there are two viewpoints for an element x € A: one can
write either o = 327" \ie; with \; € R (structure of R-module) or z = Y97} z.¢* with
zs € Y ® R. The first viewpoint allows to endow the apartment A with a geometric and
combinatorial structure (it is an R-affine space together with combinatorial data such as
chambers, faces, sectors...). The second viewpoint allows to endow the apartment with a
fibration A — Y ®g R[t]/(t?) that we will extend to the whole building for each d’ < d.

In the situation of a general non-zero totally ordered abelian group A, there seems not
to be a natural way to endow R with a totally ordered ring structure. The apartment A
will then be defined by replacing R by a totally ordered real vector space R° together
with an increasing embedding A — 9R5.

1.4 Main results

We now briefly describe the main results of this paper, see Theorem 3.27 for a more
precise statement.

Let A be a non-zero totally ordered abelian group. Define the rank S := rk(A) of A as
the (totally ordered) set of Archimedean equivalence classes of A. For instance, if A = Z"
for some n > 1, then S = {1,2,...,n}. By Hahn’s embedding theorem, A can then be
regarded as a subgroup of:

MY = {(2)ses € RY | the support of (z,)ses is a well-ordered subset of S}.

Let now K be a field with a valuation w : K — A U {o0}, fix a quasi-split (connected)
reductive K-group G and let S be a maximal split torus in G with cocharacter module



X.(S). If G is not split, assume that K is Henselian. Our results can then be summarized
as follows:

(i) We construct a set Z = Z(K, w, G), a A-distance d : T X Z — Aso :={A € A|]A > 0}
and we equip (Z,d) with the structure of an SR°-building whose apartments are
modelled on some quotient of X,(S)® M. The group G = G(K) acts isometrically
on Z and the induced action on the set of apartments is transitive.

(ii) Let s € S, let S<s = {t € S|t < s} and let mys <, : R® — M5 be the natural
projection. Consider the valuation w<, = mys <; 0 w. We construct an (explicit)
surjective map:

m<s LK w, G) = I(K, wes, G)

compatible with the G(K)-action such that, for each X € Z(K, w<s, G), the fiber
7'(';; (X) is a product:
IX X ‘N/,

where V is a ker(7ys <5)-module and Zx is a ker(mys <,)-building.

In the particular case when G splits over K, one can even replace ®° by A and
construct a A-building associated to G (see section 10).

1.5 Structure of the paper

In section 2, we describe the buliding of SL;(K), where ¢ € Z~; and where K is a
field equipped with a valuation. The aim of this elementary section is to give an intuition
on the building associated to a more general reductive group. We use the lattice approach.

In section 3, we provide all useful definitions concerning the construction of A-buildings.
In subsection 3.1, we introduce all preliminary definitions that are necessary to define A-
buildings. These definitions are used all along the article. In subsection 3.2, we provide
the definition of A-buildings themselves. This allows us to state the main Theorem in
subsection 3.3.

In sections 4 and 5, we follow the strategy of Bruhat and Tits in order to provide
a generalization of the Iwasawa decomposition and the Bruhat decomposition. Doing
this, we introduce some abstract subgroups that generalize parahoric subgroups and get
a better understanding of the action of G' on the A-building.

In section 6, we glue up the apartments via an equivalence relation similar to the one
introduced by Bruhat and Tits in order to provide a space Z(K,w, G) which will be the
A-building associated to G. We then prove that it satisfies all the A-building axioms
except the axiom (CO).

In section 7, we use the classical reductive group theory over a field (Chevalley-
Steinberg systems, Borel-Tits theory) in order to construct data that satisfy the axioms
of sections 4 and 5.

In section 8, inspired by work of Parshin ([Par94], [Par00b]), we prove that a surjective
morphism of totally ordered abelian groups f : A — A’ induces a projection map from
I(K,w,G) = Z(K, f ow, G) which is surjective and compatible with the action of G. We
then give a detailed description of the fibers of this projection.

Section 9 is dedicated to the proof of axiom (CO) and completes the proof of the main
Theorem.

In section 10, we see how one can replace the totally ordered abelian group S3° by
a smaller ordered abelian group I' and get a I-building instead of an 93°-building. In
particular, we prove that one can always associate a A-building with a split reductive
group over a A-valued field.

In section 11, we relate the building of SL,; constructed by using lattices to the
building that we construct by using parahoric subgroups.

7
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2 The group SL/ 4

In this section, we briefly explain how to construct the building associated to the
special linear group over a valued field by using lattices and we describe its structure.
We invite the reader to keep this particular case in mind, since it will be helpful to get
a better understanding of the rest of the article, which is dedicated to the more general
case of quasi-split reductive groups.

Let K be a field equipped with a surjective valuation w : K — A U {+o0}, where A is
a totally ordered abelian group. Let @ := w™'(Asg) be the ring of integers in K.

Given a positive integer ¢, fix an ¢ 4+ 1-dimensional K-vector space V. An O-lattice
in V is an @-submodule of V' of the form Qby & ... & Ob, for some K-basis (b, ..., b¢) of
V. If L and Ly are two Q-lattices in V', we say that they are homothetic if there exists
a € K* such that Ly, = aL;. In that case, we denote L; ~ Lo. Let Z*(SL(V),w) be the
set of O-lattices in V modulo the homothety relation. We say that Z¢(SL(V),w) is the
lattice A-building of (SL(V),w). The class of an O-lattice V in Z*(SL(V'),w) is denoted
[L].

Given two O-lattices L1 and L, such that Ly C Ly, we can always find ag,...,a, € O
such that Li/Ls ~ 0/ag0 @ ... & O/a,0. We write Ly < L; when at least one of the
a;’s is a unit in Q. In other words, Ly < L if, and only if, Ly C L; and Li/Ly ~
0/a,0 & ...  0O/a,0, for some ay,...,a; € Q. In that case, the (-tuple (w(ay), ...,w(ar))
is determined up to permutation, thus d(L;, Lo) := max{w(a;),...,w(as)} € A is well-
defined. Since ay, ..., ay are in @, we have d(L;, Ly) > 0.

Now, given xy, x5 € Z°(SL(V),w), one can easily check that there exist L; € z; and
Ly € xg such that Ly < Ly. Then dg(x1,xq) := d(L1, Ly) € Aso does not depend on the
choices of L; and Ly, and the map d : Z*(SL(V),w) — A is a distance on Z*(SL(V),w).

2.1 The projection 7

Fix now a convex subgroup Ag of A, and set A; := A/Ay. The group A; is naturally
endowed with the structure of a totally ordered abelian group.

Let wy : K — A U{oo} be the composite of the valuation w followed by the projection
A — Ay, and set:

M :=w ' (Aso),
O:=wi ((AM)s0), M :=wi ' ((A1)s0),

lCl = O/M, 01 = @/M, Ml = M/M,

R = @/M - Ol/Ml.

2.1 Ezample. Suppose that K = F,((w))((t) is equipped with v : K — Z?* defined by
v(t*u®) = (a,b) for all a,b € Z. Let Ag = {0} x Z. Then v, : K — Z maps t*u® to a for
all a,b € Z. One has O = F,[u] & tF,(u)[t], M = ulF,[u] & tF,(w)[t], O = F,(w)[t],
M = tF, ()]

2.2 Lemma. The ring O1 is a valuation ring in Ky with valuation group:

KX JOX 2 Ay,

8



Proof. Let x € K{ and consider two liftings £ and 7’ in O of x. Observe that ¥ and ¥’
lie in O, so that w(Z) and w(Z’) are both in Ag. Moreover, since w;(¥' — &) > 0 and
wi(Z) = 0, we have w(Z’ — &) > w(Z) and w(Z) = w(Z’). We can therefore define a map
wo : K = Ag by wo(z) := w(Z) € Ap. It is then easy to check that wy is a surjective
valuation on Xy and that the associated valuation ring is O;. ]

Recall that Z¢(SL(V),w) (resp. Z*(SL(V),w;)) stands for the set of O-lattices of V'
(resp. the set of O-lattices of V) up to homothety, and consider the map 7 : Z5(SL(V),w) —
T-(SL(V),w;) defined by 7([L]) = [O.L].

2.3 Theorem. (i) The map 7 is surjective and SL(V')-equivariant.

(ii) For any O-lattice L of V, the stabilizer of the fiber 7= *([L]) is SL(L). Moreover,
the action of SL(L) on 7= *([L]) factors through SL(L/ML).

(111) Let wy be the valuation of Ky given by lemma 2.2. For any O-lattice L of V', there
is an SL(L/MUL)-equivariant bijection Resy between 7w '([L]) and the lattice Ao-
building T°(SL(L/ ML), wo) of (SL(L/ML),wp).

Proof. (i) This is straightforward.

(ii) Since 7 is SL(V)-equivariant, the stabilizer of 7—'([L]) coincides with the fixator
Fix([L]) of [L] € Z*(SL(V),w;). The inclusion SL(L) C Fix([L]) is obvious. Con-
versely, if g € Fix([L]), then gL = aL for some a € K*. Hence a~'g € GL(L),
and det(a"lg) = a=*"! € O*. This implies that a € O* and that g € SL(L). The
stabilizer of 7= !([L]) is therefore SL(L).

Now let g € ker (SL(L) — SL(L/ML)). We can write g = Id, + u for some
u € Endp(L, ML) (i.e. u(L ) C ML). Let L be an O-lattice such that W([i]) = [L].

Hence g(L) C L + ML = L. Since g has determinant 1, we deduce that g(L) = L.
Hence the action of SL(L) on m([L]) factors through SL(L/ML).

(iii) Let Mp, 1 be the set of O;-submodules of the Ky-vector space L/ ML quotiented
by the homothety relation. We are first going to define a residue map:

Resy, : 7 ([L]) = Mo, 1

To do so, let L be any O-lattice in V such that [L] € 7~'([L]). Since [OL] = [L],
we can find @ € K* such that a®L = L. The element a is uniquely determined
by L up to multiplication by a unit in O and we have ML = aML C aL. Hence
the O;-module aL/./\/lL can be seen as a submodule of the IC1 vector space L/ ML
and its class in Mo, ; only depends on the class [L] of L in IF(SL(V),w). We
can therefore define the residue map Res; by setting Resy([L]) := [aL/ML] €
T(SL(L/ML),wy). Moreover, for any g € SL(L), we have ag(OL) = g(L) = L,
and hence:

g-Resy([L]) = g [aL/ML] = [g(aL)/ ML] = lag(L)/ ML] = Res([g - L]).

The residue map is therefore SL(L/M L)-equivariant.

Let’s now prove that the image of the residue map is Z*(SL(L/ML), wg). To do so,
fix an O-basis (Do, ..., b)) of L and set Ly := Qby @ ... ® Ob,. Given an Q-lattice L
in V such that [L] € 77'([L]), we can find an O-basis (co, ..., ¢¢) of Ly and elements
a, xgp, ..., e in K* such that aOL =1L and L = Oxgco @ ... ® Ozpcy. Since:

a(Oxocy @ ... B Oxpey) = aOL=L=0Ly=0Ocy® ... ® Ocy,
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the elements axy, ..., ax, all lie in O*. Hence, if ¢, ..., ¢, denote the projections of
Coy .oy ¢o in L/ ML and if y, ..., y, stand for the projections of axy, ..., ax, in Ky, the
family (¢, ..., ¢) is a basis in L/ ML and:

ReSL([E]) = [O1yoCo D ... B O1y4Cy).

We deduce that Resy([L]) € Z¢(SL(L/ML),w,) and that the image of the residue
map is contained in Z*(SL(L/ML), wy).

Conversely, given an O-lattice £ in L/ML, we can find g € GL(LO /ML) such
that g(Lo/ML) = L. Since the projection GL(Ly) — GL(Lo/ ML) is surjective,
we may lift g into an element § € GL(Ly) € GL(L). We then have O(§ - Ly) =
G-OLy=§-L=L and:

Resr([9(Lo)]) = [§(Lo)/ML] = [g(Lo/ ML)] = [L].

This proves that the image of the residue map is Z%(SL(L/ML), wy).

We finish the proof of the theorem by establishing the injectivity of Resy. Consider
two O-lattices L and L/ such that [L] and [L] are in 7~ *([L]) and Resy([L]) =
Resy([L/]). We can then find ¢ and @’ in K* such that aOL = ¢/OL = L and
[(aL)/ ML] = [(a ’L/)/ML] € B(SL(L/ML),w). Hence there exists b € O* such
that (aL)/ML = (ba’L')/ML C L/ML. Therefore, aL. = ba’L’ and [L] = [L'].

0

Figures 2.1 and 2.2 represent the projection 7 for SLy and SLs.
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Figure 2.1: The building of SL(V') when V' is a 2-dimensional vector space over a field K
endowed with a valuation w : K* — Z2.
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Figure 2.2: The building of SL(V') when V' is a 3-dimensional vector space over a field K
endowed with a valuation w : K* — Z2.
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2.2 The Z’-tree of SL,

From now on, we assume that £ = 1 and that A = Z? with the lexicographic order.
The field K is therefore endowed with a Z?-valuation, and we fix two elements ¢ and u of
K with respective valuations (1,0) and (0,1). We are interested in the lattice Z*-tree of
SLs over K. The ordered group A has Ag := {0} x Z as a convex subgroup. We can hence
introduce the quotient A; := A/Ay and adopt all the notations of the previous section. In
particular, we have a valuation wy, as well as a projection:

7 T5(SLy(V), w) — T5(SLa(V), wy).

By theorem 2.3, all the fibers of 7 are isomorphic to the usual tree of SLy over the Z-valued
field ’Cl .

2.4 Remark. The results presented in this section were first observed by Parshin in [Par94].
We will not include the proofs: all of them can be done using elementary linear algebra
or, alternatively, by applying to SLy the general results that will be proved in the sequel
of the article (see section 11).

A lattice apartment in Z¢(SLy(V),w) is a set of the form {Qe; & Qzyes] | N € A}
for some basis (e, e3) of V' and some family (z))rea in K such that w(z,) = A for each
A. The action of G on Z*(SLy(V'),w) obvously preserves this apartment system.

In order to get a better understanding of Z*(SLy(V),w) and its apartment system, we
are going to glue the different fibers of . For P € Z*(SLy(V),w;), the fiber 7~ 1(P) will
be called the infinitesimal subtree of Z(SLy(V),w) above P and will be denoted Tp.

Let 0;Z%(SL(V),w) be the set of O-submodules of V of the form Qb; & Oby, where
(b1,by) is a K-basis of V| quotiented by the homothety relation.

2.5 Definition. (i) Let P € Z*(SL(V),w;). A (group-theoretic) ray of Tp is a
sequence of the form ([0b & Ou™by))nez., € T]%ZO, for some basis (b1, bs) of V.
We say that two rays (P,)nez., and (Qn)_nGZ>O satisfy (P,) ~ (@) if there exists
k € 7Z such that P, = Q, for all n > 0. A class of rays for this relation

is called an end of Tp. We denote by £(Tp) the set of ends of T and we set
E(TF(SL(V),w)) = Upezﬁ(SL(V),w) E(Tp)

(ii) Let ¢ € {—,+} and set n(—) = 1 and n(+) = 0. Let P be an element in
O I*(SL(V),w) and take E € E(Z*(SL(V),w)). We say that E converges to-
wards P€ if there exists a K-basis (by, by) of V such that the ray ([0b; @ Qu~"by))
represents F and P = [Qb; @ Ot")b,). This definition is inspired by the fact that
MNyez., v"O = tO and u "0 = 0.

2.6 Remark. One has:

nGZZO

[Oe; & OuTey] —  [Oey @ Otes] ™,

m——+00

[Qe; @ Oues] = [Ou"e; & Qes] —  [Oer @ ey ™.

m——+00

The following proposition shows that limits are uniquely defined:

2.7 Proposition. Let € € {+,—} and let E be an element in E(T*(SL(V),w). Then
there exists a unique element P € ;T (SL(V),w) such that E — P<.

This allows us to introduce two maps:

lim™ : E(TF(SL(V),w)) = A Z*(SL(V),w),
lim™ : (Z(SL(V),w)) — ,Z%(SL(V),w),

that send each E € £(Z*(SL(V),w) to the unique element P € 9,Z%(SL(V),w) such that
E — P™ and E — P~ respectively. One can then prove the following theorem:
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2.8 Theorem. Let P € T*(SL(V),w;) and set:
S(P.1) :={Q € Z°(SL(V),w1)| d(P,Q) = 1}.
Consider the map:

w1 s T (SL(V),w) = Z(SLy(V), wy)
(L] — [OL].

Then:
1. the map lim™ : £(Tp) — 7, *(P) is a bijection,
2. the map molim™ : E(Tp) — S(P,1) is a bijection,

3. for all E € E(Tp), there exists a unique l? € E(TF(SL(V),w)) such that lim~ E =
lim* E. Moreover, lim* E =1lim™ E and E € (T, i~ g))-

~ One can then decide to glue each end E € E(Z*(SL(V),w)) with the unique end
E € E(T*(SL(V),w)) such that lim~ E = lim* E. Once this glueing is done, apartments
are then maximal paths in Z*(SL(V),w), as illustrated in figure 2.3.

1 | ] |
1 1
All | A3| 1
}
1
POTINLS oS,
R ’,,— ~\\ I,'4--¢‘ N | y—-7---
Ag SN V) " e Az
I\\ 1 /" W
S S ~ N ,:l
NS So=2s
]
1
TR
i
TR
o
]
T
o,
i
i
— T TR = o= o
’ -, N 1
‘o7 N
/*/, '«\ A
) v 1
- N - - ---
1
|A2
.

Figure 2.3: Three apartments in the Z2-building of SLy over a Z2-valued field.

By construction, any apartment of Z*(SL(V), K) is isomorphic to A. If we fix a basis
(e1,e2) of V and we denote by A the apartment associated to this basis, the stabilizer of

13



A in G is the group N of elements of SL(V') whose matrices in the basis (e1, e3) are of the

form:
* 0 0 %
0 % ot * 0/°

The group N acts on A through the quotient N/T}, where T}, is the group of elements of
SL(V') whose matrices in the basis (e1, e2) are of the form:

G2

with @ € O*. The quotient W := N /Ty is called the extended affine affine Weyl
group and it is spanned by the elements:

(0 1 (0w (0t
W=l 0) T w07 et o)

One can then check that:
e the set {0,1}? is a fundamental domain for the action of W on A.

e theset [0, 1]2U(1,2) x (0,1] = ([0,2) x[0,1])\ ((1,2) x {0}) is a fundamental domain
for the action of W on A ®7 R.

The action of W on A and A ®z R is represented in figure 2.4.

% © % < % < %
e o o ® © ® ©

¥ © © % © %
P wiwo
w1
& o & @ ')
¥ © % © % < *
o ® o @ o ) o

Figure 2.4: The action of the extended affine Weyl group on the standard apartment
of the building of SL(V) when V is a 2-dimensional vector space over a field K endowed
with a valuation w : K* — Z2.
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3 Abstract definition of $3°-buildings and statement of
the main theorem

This section is dedicated to recalling the definition A-buildings as defined by Bennett
in [Ben94]. By doing so, we also introduce a certain number of new constructions that turn
out to be useful to describe the linear algebra, the affine geometry and the combinatorics
of the apartments of those buildings. At the end of the section, we state our main theorem.

3.1 Definition of the standard apartment
3.1.1 Root system, vectorial apartment over R and Weyl group

Let Vi be a finite dimensional vector space over R. Let ® C (Vg)* be a root system
as in the definition of [Bou8la, 6.1.1]. Let ®Y C Vg be the dual root system of ®. In
particular, ® (resp. ®V) is a finite subset of (V) \ {0} (resp Vi \ {0}) and there is a
bijection ¥ : & — @Y such that a(a") = 2 for each a € ®.

In order to deal with non-reduced root systems, let us recall some definitions and
facts from [Bou8la, VI §1.3 & §1.4]. A root a € ® is said to be multipliable if 2« € ®;
otherwise, it is said to be non-multipliable. A root o € ® is said to be divisible if %oz € P;
otherwise, it is said to be non-divisible. The set of non-divisible roots, denoted by ®,4, is
a root system.

3.1 Notation. Given two roots «, § € ® with respective coroots a¥, ¥ € ®V, we denote:
o O(a,B) ={ra+spe®, (rs)eZ;

(a.8) ={ra+sB €, (rs)€ (Z0)};

ra(B8) = B — Bla’)ey;

o ra() = "~ a(")a”.

Note that ®(«, ) is a root system of rank 1 or 2 depending on the fact that « and
§ are, or not, collinear. The subset («, ) is a positively closed subset of ®(a, 3) when
B¢ —Rsoa.

The map rq : ® — ® (resp. 1, : PV — V) extends linearly to a reflection r, € GL(VE)
(resp. 7o € GL(VR)). Tt satisfies r2 = id and 7y, = 1, when 2a € ®. We denote by W (®)
(resp. W(®V)) the subgroup of GL(V{) (resp. GL(VRr)) generated by all the r,. The
groups W(®) and W (®") are both finite and they are called the Weyl groups associated
to ® and ® respectively. Moreover, for any basis A of ®, the Weyl group W(®) of
® is generated by the r, for a € A. There is a natural isomorphism of finite groups
W(®) — W (V) sending r, € W(P) tor, € W(PV) for any o € ®. By abuse of notations,
we denote by w™! the image of an element w € W (®) through this isomorphism. The
group W defined up to this isomorphism is called the vectorial Weyl group. Note
that for any o € ® and any w € W(®), one has w(a) = aow™.

A vector chamber C}, is a connected component of Vi \ U, cp @ *({0}). If C stands
for the closure of Cg in Vg for the usual topology, the associated basis Acy of @ is the
set of roots a € ® such that a(Cg) > 0 and o' ({0}) N Cg spans a hyperplane of Vi. Let
Doy = {a € @ [ a(Cg) > 0} be the set of positive roots for Cg. Then ® = ®cy U —Pce
and ®cy C @QGA%} Zsoa. For every vector chamber Cy of Vg, (W", {ro |a € Acy}) is a

Coxeter system.
We now fix a vector chamber C  of Vg, that we call the fundamental chamber, and
we set Ay = AC?R' We denote by ¢ the length map on W associated to the generating

set {ra | @ € Acy }.
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Let A be a basis of ®. For o € A we denote by w. the fundamental coweight
in Vg associated with «, i.e the unique element of Vi such that for all 5 € A, one has

B(@a) = dap:

3.1.2 R-aff spaces

Let G be a quasi-split reductive group defined over a field K endowed with a valuation
w: K — AU {oo} for some totally ordered abelian group A. In the classical Bruhat-Tits
theory, when A = Z, the apartments of the building associated to G are all modeled on
a real affine space. The choice to work over the real numbers in this context comes from
the observation that the valuation group A can be seen as an ordered subgroup of R.

If now A = Z"™ with the lexicographical order, one cannot embed A into the real num-
bers as an ordered subgroup anymore. To tackle this difficulty, we will replace the ring
R by the ring R[t]/(t") endowed with the lexicographical order associated to the basis
(1,¢,¢2,...,t" ). Each apartment of the "higher" building we will associate to G will
then be an R[t]/(¢")-affine space, that is a set E' endowed with a free and transitive action

of an R[t]/(t")-module E.

In the general case, where A is any non-zero totally ordered abelian group, one would
like to model the apartments of the "higher" building associated to G on an R-affine
space for some totally ordered commutative ring R containing A. This is morally what we
will do in the sequel and one should keep this idea in mind to understand the upcoming
constructions. However, this point of view is not completely correct since in some cases
the base R we will consider will not be endowed with a ring structure. In general, R will
only be a totally ordered non-zero real vector space, that is a real vector space endowed
with a total order < satisfying the following two properties:

(1) x4y >0 for any x,y € R such that x > 0 and y > 0;
(2) Az > 0 for any z € R and A € R such that > 0 and A > 0.

In this setting, we cannot model the apartments of the "higher" building associated to G
on an R-affine space since this notion makes no sense. In order to still do affine geometry
over the base R just as if R had a ring structure, the trick will consist in replacing the
category of R-affine spaces by the category Affg defined as follows:

- Objects: pairs (V, A) where V is a free Z-module of finite type and A is a real affine
space with underlying vector space Vi :=V ®z R;

- Morphisms: if (V, A) and (W, B) are two objects, a morphism from (V, A) to (W, B)
is an affine map f : A — B whose linear part f is induced by tensorization from a
Z-linear map ?Core : V' — W. Equivalently, the map f: A — B is of the form:

F() = (Feme @ Idp)(+ —a) +b
for some a € A and b € B.

The objects of Affg will be called R-aff spaces and the morphisms R-aff maps. The
apartments of the "higher" building associated to G will then be modeled on R-aff spaces,
and all the maps we will define on those apartments will be R-aff maps. By doing so, we
will be able to carry out all the arguments and all the proofs in exactly the same way as
if R had a ring structure.

3.2 Remark. Many of the constructions we will do in the sequel can be done in the more
general situation where R is not a real vector space but just an ordered abelian group or
an ordered Q-vector space. The notions of R-aff spaces and R-aff maps still make sense
in those cases.
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3.1.3 Affine apartments over a totally ordered abelian group R

Motivated by the previous paragraph, we fix a totally ordered abelian group R that
will often be chosen later on to be a real vector space and we aim at giving a precise
definition of an affine apartment over R.

3.3 Notation. We introduce a symbol co and we extend the total ordering on R to a
total ordering of the set R U {00} by setting A < oo for any A\ € R.
If A € R and T is a binary relation on R (typically <, <,>,>), we denote by

Rry={p € R, uTA}.
For any A\ < pin RU {oco}, we denote the intervals:
e \ul={reRuU{x}, N<v<puh
o Myl ={reRU{oo}, A\<v<pu};
o [\u={rveR A<v<ukh
o [\u={reR A<v<u}

We equip R with the order topology for which a base is given by the sets R~ and R.)
for A € R . Thus, R is a completely normal Hausdorff space.

a) The vectorial apartment V3 and its combinatorial structure

Let us now come back to the setting described in section 3.1.1 and consider a basis AY
of ®Y,. Denote by V7 the free Z-submodule of Vg spanned by the fundamental coweights,
that is the lattice of coweights, which contains ®V. Since W acts transitively on the
set of basis of ®Y, [Bou8la, VI.1.5], this does not depend on the choice of AY. We then
set Vg :=Vz ®z R, and for v € Vz and A € R, we denote \v :=v® X € Vj.

Fix aroot @ € ®. By definition of root systems, a(®¥) C Z. Thus « induces a Z-linear
map Vz — Z, and by tensorization one gets an R-linear map a®Idg : Vg — R. By abuse
of notation this last linear map will still be denoted by «a.

For A € R, set:

Hpox:=a '({=)\}) C Vg, lo)R,a,)\ =a Y(Rs_y), Dprar=a ' (Rs_))= HR,a,)\l—le,a,)\-

In the case A = 0, we also denote those sets by Hp,, ZO?R,O[ and Dpg, respectively.
When there is no ambiguity, we might sometimes denote H, », lo)m » and D, instead of
Hpg oz, DRM,\ and Dpga o, and H,, lo)a and D, instead of Hp,, lO)R,a and Dp,. We equip
Vg with the topology generated by the sets ZODQ, A for a € ® and A € R. The linear maps
a : Vg — R are then automatically continuous.

If A is a basis of ®, we denote by ®X (resp. @) the set ® N P, x Zsoar. (resp.
—®%). We then have ® = L U P,.

For any basis A of ® and any subset Ap C A, we set:

FU(A, Ap) Hpo N Dro=14v € Vg, Ya € A, i
P agp ) QEQAP " { f OZ(U) >0 lfOégAP
and

_ a(v)=0 ifaelAp
FRAAP ﬂHRam ﬂ DRQ—{UEVR; VaGA; Oé(U))O lfOégAp}

CXEAP (XEA\AP
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If A'is any basis of ® and Ap = ), we set Ch , = Fp(A,0) and 627A = Fr(A, D).
Note that those definition make sense even for R = Z. As before, if R is clear in the
context, we may omit to mention it in the notation.

If we fix a basis Ay of ®, then we denote by Fp(Ap) instead of Fyp(Ay, Ap) for
Ap C Ay. The fundamental chamber is the set C} , = Fj(0). A vector face (resp.
vector chamber) is a set of the form w - Fp(Ap) (resp. w - C}p), for some w € W
and Ap C Ay. Vector faces form a partition of Vg and in Corollary 3.10, we get that the
closure of the fundamental chamber is a fundamental domain for the action of W on Vj.

3.4 Lemma. For any basis A of ®, we have C} = {v € Vg, Va € &}, a(v) > 0} and
Cr = {v e Vg, Va € ®,a(v) > 0}.
If A is another basis of ®, we have CX NCY, # 0 <= A = A,

Proof. Let a € % and v € C¥ (resp. Cn). By [BouSla, VI.1.6], there exist non-negative
and not all zero integers ng such that o = 5\ ngB. Since B(v) > 0 (resp. > 0) for any
B € A, we get that s nsB(v) > 0 (resp. > 0). The converse is immediate since A C
®%. Hence C% = {v € Vg, Va € &L, a(v) > 0} and C\ = {v € Vi, Va € &L, a(v) > 0}.

Suppose A’ # A, then &, # ®{ and let a € &}, \ ®L. Hence —a € ®{. For any
v € CY, we have —a(v) > 0 so that v & C},. O

3.5 Definition. For any v € V7, denote by 6, = {\v, A € Rs}. This is called the “open”
half-line in Vz with direction v € V7.

3.6 Lemma. For any basis A of ® and any Ap C A, the Z-vector face FjJ(A,Ap) is
non-empty.

Proof. The element x = } .\ A, @, is in the lattive of coweights Vz. For a € A,
we have that a(x) = 0 if « € Ap and a(x) = 1 otherwise. Hence = € FJ(A,Ap) by

definition. n
3.7 Lemma. For any v € F}J(A, Ap), we have §, C FR(A, Ap).

Proof. For any a € A, any v € Cj , and any A € R, we have a(\v) = a(v)A. Ifa € Ap,
then a(vA) = 0. If a € Ap, then a(v) € Z~o by assumption on v, and since A > 0, we
deduce that a(v)A > 0. Thus a(A\v) > 0 for any o € A\ Ap. Therefore A\v € Fj(A, Ap)
for any A\ € R+g. ]

3.8 Remark. Note that the set {A\z, A € Ry} for x € C} o is not contained in C} 5
in general, even in the case when R is a ring and x is R-torsion-free. For instance, take
R = R[[t]/(t?) with the lexicographical order a; + tby < ay + thy <= a1 < ap or a; =
az and by < by. Take ® = {£a, £S5, +(a + B)} of type Ay. Take z = 2a¥ + (1 +t)5.
Then a(x) =4—(1+1) =3—t > 0and B(z) =2(1+¢)—2 =2 > 0,so that z € Cf (, 5.
Thus for any A € R\ {0}, we have a(A\x) = (3 —t)\ # 0 since 3 — t is invertible in R
so that, in particular, z is torsion-free. But f(tz) = #(2t) = 0 so that tx & C}, (, 5, with
t>0.

The following Proposition generalizes [BT72, 7.3.5]. Since the topology of the R-
module Vg is not easy to manipulate (for instance, it is not necessarily a connected space
so that vector chambers cannot be defined as some connected components), we prove it
in a combinatorial way instead of a topological way.

3.9 Proposition. Set Rg := R®Q and assume that R = Rg. Letx € Vg and A, A’ be two
bases of ®. There exists a unique w € W(®) such that x € C’Z,(A) and C 0\N(z+CR,) # 0.
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Proof. Since any basis of a root system is contained in ®,4, we can assume that & is
reduced (i.e. & = P,q). B B

For the uniqueness, consider w,w’ € W(®) such that x € CZ(A) N CZ/(A) and the
intersections Cy ) N (z + CX/) and Cp, o) N (z + CR/) are both non-empty. Let y €
CoayN(@+Cx) and 2z € Cpy 0N (z+CR). Let a € @Z(A). Then a(y) > 0 and a(z) >0
by Lemma 3.4. By contradiction, assume that o ¢ @z,(A). Then «o(z) < 0 and a(z) < 0.
Thus a(x) = 0 so that a(y —z) > 0 and a(z — 2) < 0 by linearity of o. Hence the sign

of a is non-constant on C%, which is a contradiction. We deduce that <I>:;( A € <I>:;,( A)
The other inclusion can be proved in the same way, and hence (ID:Z( A) = (I>:;/( A): Thus

w(A) =w'(A), so that w = w' according to [Bou8la, VI.1.5 Thm.2|.

For existence, we proceed as follows: let v € C7 A, so that 4, C Cj A, according to
Lemma 3.7 and a(v) € Z\ {0} for any o € ®. We denote by ¥ the set of roots o € ®
such that a(z) < 0 or Vi € R~o, Je €]0,n], a(x + ev) < 0. We denote by n(A) the
cardinality of ¥ N ®X. We prove, by induction on n, that for any basis A of ® such that
n(A) < n, there exists w € W(®) such that x € GZ(A) and Cp )N (z+CR) # 0.

Base case: suppose that ANW¥ = (). For any o € A, we have a(z) > 0 and:

In, > 0, Ve €]0,n,[, a(z+ev) > 0.

Denote by 7 = min{n,, o € A} > 0. Since any 3 € ® is a linear combination with non-
negative integer coefficients of the simple roots o € A, we have f(z) > 0 and S(z+ev) > 0
for any ¢ €]0,n[. Hence ¥ N ®L = (), so that n(A) =0, and = € C'\. Moreover, if we
set y = x + ev for some ¢ €]0, n[, we have y € CX N (z + 6,) C CX N (x + CR,) according
to Lemma 3.7. In particular, if A is any basis of ® such that n(A) = 0, we have, in
particular, AN¥ = () and we have seen that the element w = id provides the basis of the
induction.

Induction step: Assume now that n(A) =n > 0. In this case, AN ¥ # (), and hence
we can choose a € A N V. By definition of ¥, we have

a(x) <0 or Vn >0, Je €]0,n], a(x+ev) <O0.

Let us first prove that —a ¢ .

First case: suppose that a(z) < 0. Then —a(z) > 0.

o If a(v) € Zo, let n be any element in R.y. Then for any ¢ €]0,n[, we have
—a(z + ev) > —a(v)e > 0.

o If a(v) € Zwyg, let n = —ﬁa(x) > 0. Then for any € €]0, [, we have

—a(r +ev) = —a(zr) — a(v)e > —a(z) — a(v)n = 0.

Hence, in both cases, we get —a ¢ V.

Second case: suppose that for any n > 0 there exists p €]0, [ such that a(x+ pv) < 0.

o If a(v) € Zg, then —a(z) > a(v)p > 0. Moreover, for any £ €]0, p[, we have
—a(z +ev) 2 a(v)(p—¢e) > 0. Hence —a ¢ V.

o If a(v) € Z—o, suppose by contradiction that —a(x) < 0. Then —a(z) > a(v)p >
a(v)n. Thus, for n = —#(U)a(x) > 0, we get —a(z) > —fa(x) which is a contradiction.
Hence —a(z) > 0. Now, for any € €]0, p[, we have —a(z 4+ ev) > —a(v)e > 0. Thus
—a g V.

As a consequence, in all cases, we get —a &€ W. According to [Bou8la, VI.1.6 Cor. 1
of Prop. 17|, we know that r, stabilizes ®} \ {a} = QD;L(A) \ {—a}. Thus:

OF NP = (5\ {a}) N,

so that n(r,(A)) = n(A) — 1. By induction, since r,(A) is a basis of ®, we know that
there exists w € W(®) such that z € C, ayand Gy ay) N (2 +CR) # 0. O

wory( worg(
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3.10 Corollary. Let A be a basis of ®. For any Ap C A and any w € W(®), we have
w - Fg(A, Ap) = Fr(w(A), w(Ap)). Moreover Vi =, ey @) W - Cy.

Proof. For any o € A and any x € Vg, we have

(w-a)(w-z) =alww-z) = alz)
since w-a = aow . Thus z € FR(A,Ap) <= w(z) € w- F{(A, Ap) < w(x) €
Fi(w(2), w(Ap)) B
By Proposition 3.9, for any x € Vg, there exists w € W" such that € Cp ,a) =
w - 6;. Hence we get the second equality. O

3.11 Lemma. Let f € ® and F" be a vector face of Vg. Then either S(F") C Ry or
B(F*) = {0} or A(F")  Reo.

Proof. Write F* = w - F(Ap), where Ap C Ay and w € WY, Let f/ = w™'.. Then
o4 (FE(AP)) = B(F"). Let ®* be the set of positive roots defined from A¢. Up to replacing
B by —f', we may assume that 5’ € &*. Write 8/ = ZaeAf N, with n, € Zs for all
a € Ay, Then if {a € Ay | ny # 0} C Ap, B'(F?) = {0} and else §'(F") C R~. The
lemma follows. L

3.12 Lemma. Let x € Vi. Let 6, be the set of vector chambers containing x in their
closures. Then | Joeq, C' contains a neighbourhood of x.

Proof. Let ¢ be the set of vector chambers of Vg which do not belong to €. If C' € ¢,
we have x € Vi \ C' and Vg \ C is open. By Corollary 3.10, we have:

vR\Um( U a)\uaz U <5\U@>:<U6)\Ua

cres CEe?,Ue" cres CeC %" cre! Ce%, cre!
Therefore (Joey, €' D Vi \ Upeyr €, which is an open set containing z. O

Given a vector face F’, we set:

(I)Jﬁ:v ={B €, B(F’) C Rxo},
dp, :={B €, B(F') C R},
2. = {5 e, BF) = {0}).

b) The affine apartment as an R-aff space

Let’s now move on to affine geometry and to R-aff spaces. In section 3.1.2, R-aff
spaces were defined when R was a totally ordered real vector space. In order to be able
to argue over other rings than the real numbers, we are going to consider here the slightly
more general situation where R is just a totally ordered abelian group. One can define in
this setting a category Affp of R-aff spaces in exactly the same way as in section 3.1.2:

- Objects: an R-aff space is a pair (V, A) where V is a free Z-module of finite type
and A is an affine space with underlying Z-module Z =Vrp =V &z R;

- Morphisms: if (V, A) and (V’, A") are two R-aff spaces, an R-aff map from (V, A) to
(V’', A’ is an affine map f : A — A’ whose linear part 7 is induced by tensorization
from a Z-linear map [ core: V — V.
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By abuse of notation, we will sometimes say that A is an R-aff space with underlying
Z-module Vg to mean that the pair (V, A) is an R-aff space.
Given an R-aff space (V, A), we define the aff-group of A by:

Affp(A) = Autag, (V, A).
By introducing the action of GL(V') on Vg induced by the embedding:

GL(V) — GL(Vi)
g— g IdR

and by fixing an origin o of A, we can explicitly describe the aff-group as a semi-direct
product:

Its action on A is then given by the formula:
(v,9)-z=o0+glr—0o)+v  V(v,g) € Vg x GL(V), Vx € A.

The image of an element f € Affg(A) in GL(V) is none other than ?Core. By abuse of
notation, we will denote it 7 in the sequel.

3.13 Notation. Let A be an R-aff space with some origin o and underlying Z-module
Vg defined as in 3.1.3. Note that Vg = 0 and Agr = {0} when ® = () so that any action
of any group on Ap is trivial. In the rest of this section, we assume that ® # () but any
result can obviously be extended to the case of an empty root system.

Any root a € ® induces canonically a continuous map Vz — R so that for any a € ®
and any A € R, one can define:

e an R-aff map 0, : Ap = R by O, (2) = a(z — o) + X;
e an "aff hyperplane" H, = 0,3 ({0});

e an "open aff half-space" lo)a’,\ = 9;71)\(R>0) (resp. "closed aff half-space" D, =
0,5 (R=0))-
By abuse of notation, for any root a € ® and any point x € A, we will often denote
a(x) instead of a(x — o).
We denote, by convention, D, o = lo)am = Ap for any a € ® so that v € D, o <=
oo > —a(x) extends the definition of the D, = {z € Ar, A > —a(x)} to any X €
R U {o0}.

For (o, \) € ® x R, the element 6, »(x)a" belongs to the Z-module Vg for any = € Ag.
Thus, we define a map r, ) : Ag — Ag by rox(x) =2 — 0, (z)a. It is an R-aff map:

3.14 Fact. For any o € ® and any X € R, the element 1o\ € Affgr(AR) is identified with
the pair (=ha,rq) € Vg x GL(Vy). In particular, 7o.5 = ro € GL(V3).

Proof. For x € Ap, we have

(=Xa’,ro)(z) = 0+ 1oz —0) — A
=0+ (z—0) —alr —o)a’ — I’
=1z — Oy (z)”

= Trax(7)

We get the identification by faithfulness of the action of Affg(Ag) on Ag. O
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3.15 Definition. The R-aff map r,  is called an "aff-reflection" with respect to the
aff-hyperplane H, ) because it satisfies:

=i
o ro)\(x) =1 <= 1€ H,;
b ra,)\(Da,)\) = Dfoz,f)\-

Proof. The second statement is immediate from the formula since A\a¥ = 0 <= X\ = 0 for
any A € R.
Let y = rox(z) = — 040 (x)a”. Then

Oar(y)

aly) + A
a(z) — ala")ba(z) + A

(a(m) + )\) — 201 ()
— O x()

Thus we get the first statement:

Y

Ta(y) =y — Oax(y)x
=y + Qa)\ (x)av

=x
Finally, the third statement is given by the following Fact 3.16. O]

3.16 Fact. For any (o, \), (B, 1) € © x R, we have:
raa(Dp) = Doy and  rap(Hp,) = Hy,
for (v,p) € ® X R such that:
v =ra(B) =B - B(a)a p=p—pa’)A

Proof. These are exactly the same results as in [Bou8la, VI§2|. We recall that W" is
generated by the r, : @ — @ for a € ® given by r,(8) =  — B(a")a so that r2 = id.

We firstly prove that ro\(Dg,) C D, when v = r,(8) and p = u — S(a”)A. Note
that y(a) = (") — B(a¥)a(a”) = —B(a”). Hence, if we take x € bgvu and we set
y = ra (), then we have:

Y(y) =7(z) = y(a’)bax(2)
=(8(@) - Ba")a(x) ) + B(")an(x)
—B(x) - Ba)a(x) + Bla") (alz) + A)
=(z) + Bla")A
>—p+ Bla)h=—p
Thus y € lo)%p.

Conversely, choose y € D, and set x := r4x(y). Then y = r,(x) since 2\ = id.
Thus © € roa(Dyy) C Dryiyypnair. Since ra(y) = r2(8) = B and p — y(a”)\ =

«
o

p+ B(a)\ = p, we get that r4(D-,) C Dg,.. Thus D, = rax(Ds,).
The same equality holds for affine hyperplanes. O
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3.17 Definition. An affine apartment over R is a 5-tuple
Ap = (ARa Ve, @, (I'a)ace, W) such that:

1. Vg is a finite dimensional R-vector space;
2. ® is a root system over (Vg)*;
3. if V7 denotes the lattice of coweights of ® in Vg, the pair (Vz, Ag) is an R-aff space;

4. (T'y)ace is a family of unbounded subsets of R containing 0, satisfying the following
property. Let € = {H,) | a € ®, XA €T',}. For H = H, ) € 7 denote by ry the
aff reflection 7, ) of Ap fixing H and whose vectorial part is r,. Then ry stabilizes
A for every H € H;

5 Wis a subgroup of W x Agr containing the ry, for H € 7 and stabilizing .77.

When we will associate an apartment to a reductive group G, W will be taken to be
the extended affine Weyl group, which is the group of the automorphisms of A induced
by an element of G stabilizing Ag.

A sector-face @) (resp. a sector @) is a set of the form z + FY (resp. x + CV) for
some xz € A and some vector face F (resp. vector chamber CV) of Vi. The direction
of @ is FV (resp. C") and its base point is x.

A set of the form D, ) (resp lo)(m, resp. H,,) for A € T, and a € @ is called a
half-apartment (resp. an open half-apartment, resp a wall) of Ag.

A set of the form D,  (resp lo)a’,\, resp. H, ) for A € Rand a € ® is called a phantom
half-apartment (resp. a phantom open half-apartment, resp a phantom wall) of
Apg. This phantom part terminology is there to indicate that the objects are carried by
the directions induced by the roots but not by the values prescribed by the sets I',. When
in section 7 we make a use of algebraic groups over a valued field, these phantom parts
may appear after some extension of the base field.

The affine weyl group W2 of Ay is the subgroup of Affz(AR) generated by the 7y,
for H € . By Fact 3.14, it is a subgroup of Vi x W*. By condition (4) and Fact 3.16,
if o € ®and A € ', then ro(Hy ) = H_o» = Hy ) and thus —I', =T',. Since W" is
generated by the r,, applying Fact 3.16, we get that for any o € &, w € W and \ € T,
we have w - Hy y = Hyqn. Thus I'y = T'yq.

3.1.4 Local combinatorial structure of the affine apartment

In the classical Bruhat-Tits theory, when one studies a (quasi-split) reductive group
G over a field K endowed with a valuation w : K — Z U {oo}, the local combinatorial
structure of the apartments of the building associated to G is usually encoded thanks to
the notion of a chamber. Things become more complicated when one works over a field
K that is endowed with a non-discrete valuation, for instance with a surjective valuation
w: K — QU{oo}. In that case, the notion of a chamber makes no sense as a set anymore
and the local combinatorial structure is usually encoded thanks to filters.

In this paragraph, we would like to define such local combinatorial structures on
the affine apartment that has been introduced in the previous section. For that pur-
pose, we fix a totally ordered abelian group R as well as an affine apartment Ar =
(AR7 Vr, @, (Fa)a@,ﬁ?) over R. Let Vz be the lattice of coweights in Vg of ® and set
VR = VZ ®Z R.

a) Filters
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A filter on a set £ is a nonempty set .# of nonempty subsets of £ such that, for all
subsets E, E’ of £, one has:

e £, '€ % implies ENE € F
e I/ C F and F' € % implies F € 7.

If £ is a set and .#,.%" are filters on £, we define .# U.#’ to be the filter {E U E’ |
(E,E') e # x F'}.

Let £,&" be sets, f: & — £ be a map and .Z be a filter on €. Then f(F) :={E' C
E'|IFE € F,E' D f(E)} is a filter on £'. We say that a map fixes a filter if it fixes at
least one element of this filter.

If .7 is a filter on a set £, and E is a subset of £, one says that .# contains F if every
element of .# contains F. We denote it .# > E. If E is nonempty, the principal filter
on & associated with E is the filter .#p ¢ of subsets of £ containing FE.

A filter .# is said to be contained in another filter .#’ (resp. in a subset Z in &) if
every set in .%’ is in .# (resp. if Z € .%#). We then denote .F € %' (resp. F € Z).

These definitions of containment are inspired by the following facts. Let £ be a set,
% be a filter on £ and E, E’ C £. Then :

e EC E'ifand only if Fp¢ € Fp ¢,
e F€.Z ifand only if e € .7,

e £>5 .7 ifand only if Fp¢ > Z.

b) The enclosure of a filter

We now define the enclosure of a filter on Ag. The main motivation to introduce this
object is the fact that in a building, the intersection of two apartments A and B is a finite
intersection of half-apartments of A, see Axiom (A2) in Definition 3.24.

3.18 Definition. Let Ar = (AR, Vk, @, (I's) W) be an apartment. Let V be a filter

on Ag. Then we define the enclosure cl(V) of V as:

aed

(V) ={X CAr|3I(a) € [[TaU{oc}) | X D[] Dan. ®V}.

acd acd

If Q0 is a subset of Ag, we set cl(Q2) = cl(Fqa,). A subset 2 of Ap is said to be enclosed
if it is an element of cl(€2), that is, if it is a finite intersection of half-apartments.

Our definition of the enclosure is inspired by [GR08, 2.2.2|, but it differs from the
enclosure clgr defined in [BT72; 7.1.2]. Indeed:

o If QO C Ag, then cl(f2) is a filter whereas clgr(€2) is a set. But even if we identify

a set with the associated principal filter, the notions differ. Indeed, suppose for
example that A = R and that I', = Q, for all @ € ®. Let x € R\ Q. Then cl({z})
is the set of subsets of R containing a neighborhood of x, whereas clgr({z}) = {z}

and ﬁ{x}AR 7'é Cl({x})

e In fact, one has cl(2) 3 clgr(2) for every subset € of Ag: our enclosure is therefore
bigger.
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3.19 Ezample. Suppose that Ag is associated with a split reductive group over a field
K equipped with a valuation w : K — A U {oco}. Then one has I', = A for all a € ®.
Suppose that w is discrete, that is A = Z (up to renormalization) and set R = R. Then
if Q is a subset of Ag, cl(€2) is the principal filter on Ay associated to clgp(€2) and thus
we can avoid the use of filters. When A is not contained in R however the enclosure of a
set is not necessarily a principal filter, even if A is discrete. Indeed, set A = Z2, Vg = R,
R = R? and Ap = R® Vg = R?, where R is equipped with the lexicographical order.
Consider Q2 = {0} x R C Ag. Then

() ={X cR?|3a,beR, X D[(—1,a),(1,b)|r},

and this filter is not principal.

c) Germs, faces and local faces

Let 2 be an element in Ar and let F¥ be a vector face in V. Consider the sector-
face @ = x + F”. The germ of @ at z is the filter germ (Q) = {QNQ | Q C
Ap is a neighborhood of x}. A local face (resp. a local chamber) is a filter of the form
germ,, (QQ) for some sector-face @ (resp. sector Q) based at x. If wy is the longest element
of W” and )1 = x+ F} and ()2 = x+ F} are two sector-faces, we say that ); and )2 have
opposite directions or that the local chambers germ,(Q;) and germ,(()2) are opposite if
Pg = Wy 'Fﬁ.

This will be a useful notation for Bruhat decomposition 5.37. Note that germ,(Q) is
denoted F*(z, F) in [Roull].

The face F, pv» associated to x and F" is the filter on Ap generated by the sets of the

form
X = r] laaAa[q r] l)aAau

acV¥ aEP\¥

where U C @ and (\,) € (T'w U{c0})® such that X > (x + F”) N, for some
neighbourhood €2 of x in Ag.

If F* = {0} and a(z) € ', for any a € @, then F, pv is called a vertex. It is the
principal filter associated to {z}.

The germ of () at infinity is the filter germ (Q) = {2 C A | I € F*, Q D
r+ &+ FU}. If @ is a sector, then a subset X of A is in germ_(Q) if and only if X
contains a subsector of ().

3.20 Lemma. Let () be a sector of Agr with base point x and let y € Q). Write QQ =
z + CV, where C is a vector chamber of Ag. Then cl({z,y}) D Frcv D germ,(Q) and

cl(germ,(Q)) = cl(Fucv).

Proof. By definition, we have F, cv 3 germ,(Q).

Let C" be the vector chamber of Ar such that Q = = + C". Let A be the basis
of ® associated to C”. Let Q € cl({z,y}). Let (Aa)acs € (I'a U {o0})® be such that
D Nyeo Papra O {2, y}. Then for all a € O4:

a(z) > aly) = —Aa

and for all a € (IJX:
alxz) > =X,

Set Xn = Naca; Dara: Then Xg 3 2 and ,ept Dan, D Q. Thus

Q> ﬂDa’)\a D) m Da,)\aﬂ m ﬁa,)\aDXRﬂQ

acd acd, acd}
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and thus Q € germ_ (), which proves that cl({z,y}) 2 Fscv.

As germ (Q) € F, v, we have cl(germ,(Q)) D cl(F,cv) (as sets of subset of Ag).
Let now 2 € cl(germ,(Q)). Then there exists an open subset 2 of A containing x and
(Aa) € (Tq U {oo})?® such that @ D (N, Dare 2 ¥ NQ. Then (N, ey Do, € cl(Fpcw)
and thus Q € cl(F, cv). Therefore cl(germ,(Q)) C cl(F,,cv). Lemma follows. O

3.1.5 R-distances on affine apartments

As before, fix a totally ordered abelian group R and consider an affine apartment
Ap = (AR, Vi, @, (T'0)aco, W) over R. Let V7 be the lattice of coweights in Vi of ® and
set Vz := Vz®z R. The goal of this section consists in endowing A with a W2-invariant
distance.

First of all, for A € R, we define the absolute value of A as:

-\ ifAe Ry
wz{A ‘

otherwise.

We have |\ + p| < || + |p| and [nA| = |n||)| for any A\, u € R and n € Z.

Let now ®* be any choice of a subset of positive roots and set ||z||gr = Y co+ ()]
for x € Vg. Then 2||z||gp = > o |a(z)|. Since R is a torsion-free Z-module, by definition
of root systems, this defines a W(®")-invariant map || - ||z : V& — Rso that does not
depend on the choice of ® and that satisfies:

lo +wlr < vllr + 1wz,
Aol = llvllzlAl,

for any v,w € Vz and any A € R.
Therefore the map d5t¢ : Ap x Ar — R defined by d5%%(z,y) = ||y — z||r defines an
R-distance on Ag, that is a map d : Agr X Ag — R such that for all x,y, 2 € Ag, one has:

1. d(z,y) >0, and d(z,y) = 0 if and only if z = y;
2. d(z,y) = d(y,z);
3. d(z,y) < d(z,2) + d(z,y).

The map d3i? is W-invariant and coincides with the standard R-distance considered by

Bennett in [Ben94|.

For x € Ag and € € R, we denote by Bgr(z,¢) the set {y € Ag| d(z,y) < €}. The
topology of Agr defined in Subsubsection 3.1.3 thanks to the sets Zo?a, A coincides with the
topology that has the Bg(z,¢) as a base.

3.1.6 The real vector space R = R°

In the previous sections, we have studied the notion of an affine apartment over a
totally ordered abelian group R. In the classical Bruhat-Tits theory, when one is interested
in reductive groups over a field K endowed with a valuation w : K* — 7Z, one chooses
R =R, so that the valuation group Z is an ordered subgroup of R.

In the present article, we will work over a field K that is endowed with a valuation
w : K* — A for some non-zero totally ordered abelian group A. Let rk(A) be the rank
of A, that is the (totally ordered) set of Archimedean equivalence classes of A. Hahn’s
embedding theorem (see for instance [Gra56|) then states that A can always be embedded
as an ordered subgroup into the lexicographically ordered real vector subspace of R*™®)
given by families (4)serk(a) With well-ordered support. It is therefore natural to introduce
the definition:
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3.21 Definition. Given S a totally ordered set, 9*° is the real vector subspace of R® whose
elements are given by families (x,),cs € R¥ with well-ordered support. It is endowed with
the lexicographical order.

The totally ordered abelian group R will hence be chosen to be the totally ordered
real vector space SR,

3.22 Ezample. In the case A = Z" for some n > 1, then rk(A) = {1,2,...,n}, and hence
R will be chosen to be R". As we have already explained, in this situation, R can be
endowed with an R-algebra structure by setting R = R[t]/(¢"), but this cannot be done
in general.

We finish this section by giving some properties of affine apartments over R° for some
fixed totally ordered set S. In order to simplify the notation, we denote by Vg, Ag,
Fg(Ap), etc. instead of Vigs, Ags, Fjis(Ap), etc.

If s € S and T is a binary relation on S (for example <, <,>,...), we denote by
A+, the space Agegtsy and we introduce the projection 7, : Ag — Aty defined by
WTS((It)tes) = (x¢)¢Ts, for (z5) € Ag. We fix an origin o of Ag and an origin og of Ag.

3.23 Lemma. The distance dd : Ag x Ag — RS satisfies the following properties:

1. For all e € R, for all s € S, there exists t € [s,+0o[ and an open neighborhood
Xr of og in Ag such that <, (Bs(o, 6)) D {ra(o)} x Xg.

2. For all s € S, for every open subset Xg of Ag containing {og}, there exists e € R,
such that Bs(o,e) C {m<s(0)} x Ar X As,.

8. It is invariant under translation, that is: for all x,y,z € Ag, d¥%(z,y) = d¥d(z +
2,y +2).

4. It is Weyl-compatible in the definition of [BS1/, Definition 3.1].

Proof. Point (3) is clearly satisfied and point (4) is [BS14, Lemma 10.1]). Let us prove (1).
Let € € RI, and s € S. Let s = min{s’ € supp(e) | ey > 0}. Suppose s < sg. Let
Xp = {z € Ap | di¥%(or,2) < 3€5}. Then m<, (Bs(o,€)) D {mes,(0)} X Xr. Suppose
now s > so. Then Bg(o,€) D {m<s(0)} X Afs4o0f and thus 7, (Bg(o, e)) D {ms(0)} x Ag,
which proves (1).

Let us prove (2). Let s € S and let Ag be an open neighborhood of og in Ag. Let
er € R be such that {z € Ag | d(og,x) < eg} C Ag. Let € = (%513’86[@)1565 € R°. Then
Bs(0,€) C {mes(0)} x Xr X Ay o0f, which proves (2). O

3.2 Definition of }°-buildings
3.2.1 Bennett’s definition of R°-buildings

Let S be a totally ordered set and let Ag = (Ag, Vg, ®, (Fa)a@,W) be an affine
apartment over R (see Definition 3.17). An apartment of type Ag is a set A equipped
with a nonempty set Isom(Ag, A) of bijections f : Ag — A such that if f, € Isom(Ag, A),
then Isom(Ag, A) = {foow | w € W} An isomorphism between two apartments A, A’
is a bijection ¢ : A — A’ such that there exists fy € Isom(Ag, A) such that ¢ o fy €
Isom(Ag, A').

Each apartment A of type Ag can be equipped with the structure of an R-aff space
by choosing a bijection f: Ag — A in Isom(Ag, A).

We extend all the notions that are preserved by W to each apartment. In particular
half-apartments, walls, enclosure, sector-faces, local germs, germs at infinity, ... are well
defined in each apartment of type Ag.
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We say that an apartment contains a filter if it contains at least one element of this
filter. Recall that we say that a map fixes a filter if it fixes at least one element of this
filter.

3.24 Definition. An R°-building is a set Z equipped with a covering .7 by subsets called
apartments such that:

(A1) Each A € & is equipped with the structure of an apartment of type Ag.

(A2) If A, A’ are two apartments, then A N A’ is enclosed in A and there exists an iso-
morphism ¢ : A — A’ fixing AN A’

(A3) For any pair of points in Z, there is an apartment containing both.

Given a W-invariant :5-distance d on the model space Ag, axioms (A1)-(A3) imply
the existence of a function d : Z x Z — R® satisfying all conditions of the definition of
an R°-distance except possibly the triangle inequality. The distance is defined as follows.
Let x,y € Z and A be an apartment containing both of them. Then, if we choose an
element f € Isom(Ag, A), the distance between x and y is the distance between f~'(z)
and f~1(y). This turns out not to depend on any choices.

(A4) For any pair of sector-germs in Z, there is an apartment containing both.

(A5) For any apartment A and all x € A, there exists a retraction p4, : Z — A such that
pae does not increase distances and p,' ({z}) = {z}.

(A6) Let Ay, Ay, A3 be apartments such that A; N Ay, As N A3z and A3z N A; are half-
apartments. Then A; N Ay N Az is nonempty.

3.25 Remark. Suppose that S is reduced to a single element (thus R° ~ R). The ax-
ioms (A1) to (A4) correspond to the axioms (Al) to (A4) of [Par00a, 1.2]. Axiom (Ab)
corresponds to axiom (A5’) of [Par00a] and axiom (AG6) corresponds to axiom (A5) of

[Par00a, 1.4]. Note that under this assumption, (A6) is a consequence of the axioms (A1)
to (A5).

3.2.2 Equivalent definition of :°-buildings

In |[BS14], Bennett and Schwer introduce several other equivalent definitions of 9R°-
buildings. We now briefly recall one of them, that will be useful in the sequel.

Let Z be a set satisfying axioms (A1), (A2) and (A3), and consider the following two
extra axioms:

(GG) Any two local chambers based at the same vertex are contained in a common apart-
ment.

(CO) Say that two sectors @, Q)" based at the same point = are opposite at x if there
exists an apartment A containing germ, (Q), germ,(Q’) and such that germ,(Q) and
germ, (Q)') are opposite in A. If @ and @’ are two such sectors, then there exists a
unique apartment containing () and ()’.

As a particular case of [BS14, Theorem 3.3|, we have:

3.26 Theorem. Let (Z,d) be a set satisfying (A1), (A2) and (A3), where d is a Weyl-
compatible R°-distance on Ag. Then T is a A-building if and only if T satisfies (GG)
and (CO).
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3.3 Main theorem

3.27 Theorem. Let A be a non-zero totally ordered abelian group with rank S, so that
A can be seen as a totally ordered subgroup of RS. Let K be a field with a valuation
w: K — AU {oc}, let G be a quasi-split (connected) reductive K-group and let S be a
mazximal split torus in G with cocharacter module X.(S). If G is not split, we assume
that K is Henselian.

(i) The set Z(G) = Z(K,w, G) defined in section 7.5 and endowed with the distance
introduced in 3.1.5 is an R°-building whose apartments have type:

% - (AS7 VRa q)v (Fa)aecb, W)

where Vg is the quotient of the real vector space X.(S) ®z R by the orthogonal of
the roots of G, Ag is an R°-aff space whose underlying vector space is Vg @r R°,
® is the root system associated to G in Vi and, for a € ®, [y is a subset of R
that generates a subgroup in which A has finite index. The group W is the extended
affine Weyl group, obtained by restriction to Ag of the action of the stabilizer of
Ag in G(K). The group G(K) acts on Z(G) by isometries whose restrictions to
apartments are all real B3 -aff maps. The induced action on the set of apartments
18 transitive.

(ii) Let s € S, let S<; = {t € S|t < s} and let s <, : R — R be the natural
projection. Consider the valuation w<, = Tys <5 0 w. There exists an (explicit)
surjective map:

<s LK w, G) = (K, wes, G)

compatible with the G(K)-action such that, for each X € I(K,w<s, G), the fiber
mZ2(X) is a product:

Ix x ((Px)" @r ker(mys <))
where ®x is a root system contained in ®, (®x)L is the orthogonal of ®x in Vg,
and Lx is a ker(mys <,)-building. The apartments of Ix have type:

Ax = (Ax, Ve /(Px)", x, (Tx.a)acs, WX)

where Ax is a ker(mys <5)-aff space whose underlying vector space is ker(mps <5)-

module is (Ve /(®x) ") @rker(mys <), the group W is some subgroup of Affyer(nys - )(Ax),

)
<s
and for a € ®x, I'x o is some subset of ker(mps ).

We now briefly explain the strategy of proof. In sections 4 and 5, we introduce an
abstract notion of 93°-valued root group data, generalizing the more classical notion of
R-valued root group data introduced by Bruhat and Tits, and in section 6, we prove that
one can always associate an 3°-building to such an 9°-valued root group data. This
tool then allows us to deal in a unified way with the two parts of the theorem: each
time we have to prove that some construction is an 9°-building, we check that it is the
9R-building associated to some J3°-valued root group data.

Let’s more precisely decribe how the construction of the building Z := Z(K, w, G) goes
through.

We start from the datum of a quasi-split redutive K-group G and a maximal K-split
torus S of G. We let T and N be respectively the centralizer and the normalizer of S
in G. The standard apartment Ag is defined as an 93°-aff space whose underlying vector
space is the scalar extension to $8° of the abelian group of K-cocharacters of T. We
construct an action of N = N(K) on Ag. If ® stands for the K-root system of (G,S),
we use a Chevalley-Steinberg system (z,)ace of G (i.e. a parametrization of root groups
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U, compatible with the Galois action of the splitting extension ]K/ K of G) in order to
define the parahoric subgroups Py, of G = G(K), for every filter V on Ag. Inspired by the
classical constructions of Bruhat and Tits, we then define Z as G x Ag/ ~, where ~ is an
equivalence relation defined in section 6.

We then need to prove that Z satisfies the axioms (Al) to (A6). For this, we use
Theorem 3.26 and we prove that Z satisfies the axioms (A1), (A2), (A3), (GG) and (CO).
The fact that Z satisfies (A1) follows immediately from the definitions. The axiom (A2)
is obtained similarly as in [BT72|. In order to prove (GG) and (A3) we generalize the
Bruhat decomposition in our setting (see Theorem 5.37). This requires to first prove that
G satisfies an Iwasawa decomposition (see Theorem 5.36). Restated in terms of buildings,
this decomposition asserts that if F' is a face of Z and (', is a sector-germ at infinity of
Z, then there exists an apartment containing F' and C.

Section 8 is dedicated to the projection map m<4 that has been introduced in part
(ii) of theorem 3.27. We first construct the map m<, itself, and we give an explicit
description of its fibers. We then prove that those fibers are associated to an 93°-valued
root group datum. By the general theory developed in sections 4, 5 and 6, we deduce the
decomposition of theorem 3.27:

ToH(X) = Ix x ((2x)* @ RY)

for some Zy that satisfies axioms (A1), (A2), (A3), (A4) and (GG).

In section 9, we finish the proof of theorem 3.27 by establishing axiom (CO). This ax-
iom is more geometric in nature. In order to prove it we first give a sufficient condition for
an “ R-building” to satisfy (CO) (see Lemma 9.2). Using this criterion and the projection
maps defined in section 8, we prove that our building satisfies (CO).

4 R-valued root group datum

In this section, if G is a group and X,Y are subsets of GG, we denote by:
e 1 the identity element of G;

o XY ={zy, z € X, y € Y} the subset of G obtained as image of the map X xY — G
given by multiplication in G;

e (X,Y) the subgroup of G generated by X UY;
e [X,Y] the subgroup of G generated by the set of commutators [z, y] for € X and
yeyY.

4.1 Abstract groups and axioms of a root group datum

We recall the following definition from [BT72, 6.1.1].

4.1 Definition. Let G be a group and ® be a root system. A root group datum of G of
type @ is a system (7, (Uy, My )ace) satisfying the following axioms:

(RGD1) T is a subgroup of G and, for any root a € ®, the set U, is a nontrivial subgroup
of G, called the root group of G associated to «;

(RGD2) for any roots a, 8 € ® such that § ¢ R, the commutator subgroup [U,, Us] is
contained in the subgroup generated by the root groups U, for v € (o, f);

(RGD3) if «v is a multipliable root, we have Uy, C U, and Us, # Uy;
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(RGD4) for any root o € ®, the set M, is a right coset of 7" in G and we have U_,, \ {1} C
UaMaUa;

(RGD5) for any roots a, 3 € ® and any m € M,, we have mUgm™" = U,_(s);

(RGD6) for any choice of positive roots @ on ®, we have TUT N U~ = {1} where U™ (resp.
U~) denotes the subgroup generated by the U, for o € T (resp. a € &~ = —P™T).

A root group datum is said generating if G is generated by the subgroups 7" and the
U, for a € . As in [BT72, 6.1.2(10)], we denote by N the subgroup of G generated by
the M, for a € ® if ® # () and by N = T otherwise.

We recall that, according to [BT72, 6.1.2(10)], axiom (RGD5) defines an epimorphism
w: N — W(®) such that w(m) = r, for any m € M,, any a € ®. Thus, for any o €
and any n € N, we have nU,n~! = Uv(a)-

4.2 Ezample. Let K be any field and G be a reductive K-group, S a maximal K-split
torus of G and Z = Zg(S). According to [BT84, 4.1.19], there exist right cosets M, such

that G(K) admits a generating root group datum <Z(K), (Ua(K), Ma)a€¢> of type ®
which is the K-root system of G with respect to S. In particular, for such a root group

datum, one can apply any result of section [BT72, 6.1]. Moreover, N = Ng(S)(K) in this
example.

In Bruhat-Tits theory, it appears to be useful to consider some groups Z generated by
some well-chosen subgroups X, of the root groups U,. A first result is given by Proposition
[BT72, 6.1.6], for a group generated by non-trivial subsets X, indexed over a positively
closed subset W C &7 of roots, assuming a "condition (i)". A second result is given by
Proposition [BT72, 6.4.9|, for a group generated by non-trivial subsets X, indexed over
the whole root system, under some specific conditions on the X, that are denoted by
U,y in [BT72, §6]. In fact, we observe that the proof of this Proposition only relies on
two axioms of “quasi-concavity” (QC1) and (QC2) (see [BT72, 6.4.7]) that are satisfied
by a quasi-concave map f, and that we can translate those conditions onto conditions
over the groups X,. Nevertheless, according to addendum [BT84, E2|, condition (QC2)
is a bit too weak for some general results, so that it is useful to assume that the X,
also satisfy a condition (QCO0). In our definition, the condition (QC2) takes into account
simultaneoulsy both conditions (QCO0) and (QC2) of [BT84]. Moreover, it appears to be
useful to consider an additional subgroup Y that normalizes the X,. Thus, we will use
the following definition:

4.3 Definition. Let (T, (U,, My)aca) be a generating root group datum of a group G
and N be the subgroup of G generated by T' and the M, for « € ®. Let (X,)aco be a
family of subgroups X, C U, for « € ® and Y be a subgroup of T.

For a € .4, denote by:

e X,, the trivial subgroup if « € ® and 2a & ®;

e [, the subgroup generated by X,, Xs,, X_o, X o, and Y;

e N,=L,NN.

We say that the family ((X,)ace,Y) is quasi-concave if it satisfies the axioms:
(QCL) Ly = XoXoaX 0 X 90Ny = X 0 X 90 X0 Xoa N, for any a € ®,4;

(QC2) for every a, 8 € ® with f ¢ —R-a, the commutator group [X,, Xg| is contained
in the group X, g) generated by the X, for v € (a, 3);

(QC3) Y normalizes X, for every a € ®.

31



If Y is trivial, by abuse of language, the family of groups (X, )ace is said quasi-concave.

Note that condition (QC2) implies that X, normalizes X, so that one can also write
Lo = X0 XoX_oX 94N, in (QC1) for instance.

Because axiom ((QQC2) does not depend on Y, we will say by abuse of language that
the family (X, )aco satisfies (QC2) when this condition is satisfied.

With this definition, we get the following Proposition analogous to [BT72, 6.4.9].

4.4 Proposition. Let ((Xo)aca,Y) be a quasi-concave family of groups. Denote by X
the subgroup of G' generated by Y and by the X, for a € ®. Suppose that ® is non-empty.
Then for any choice of a subset of positive roots T of P:

(1) UyNX = XX, for any o € ®pq;

(2) the product map H (XoXoo) = X NUY (resp. H (X_oX 00) > XNU)
ozE@:rd ae@jd

induced by multiplication in G is a bijection for any ordering on the product;
(3) we have X = (X NUT) X NU )X NN) for any choice of & in ®;
(4) the group X N N is generated by the N, for o € ®q.

Note that, by definition of N, even if Y = 1, it may happen that X, = X_, =1 but
N, # 1 for a multipliable root a.. Moreover, since Ny, C N, for any multipliable root «,
the group X N N is also generated by the N, for a € ®.

4.5 Lemma (see [BT84, E2|). If ((Xa)aca,Y) is a quasi-concave family of groups, then
also is ((XaX2a)ace,Y).

Proof. Let X = ((Xa)aeca,Y) and X" = ((X0X24)acas, Y). Axiom (QC3) is immediate for
X', Since Xy, is trivial and Xy, C Us, normalizes X, C U, by axiom (RGD2) (indeed
[Ua, Uso] = 1), we deduce axiom (QC1) for X’ from axiom (QC1) for X.

Now, let a, 8 € ® with § € —Rsoa. Let Z = (X,)1c(a,8)- For any v € (a, 3), the
subgroup X, normalizes Z by axiom (QC2) for X since («,8) = (Zsoa + Zof) N .
Let # € Xo, ¥y € Xon, u € X and v € Xop. It suffices to prove that [zy,uv] belongs to
Z. Using the usual formula [ab, ¢] = a[b, ¢|[c,a™]a™!, valid for any elements a, b, ¢ of any
group, and the fact that Z is normalized by z,y, u,v, we have that [zy,uv] € Z. Thus,
we deduce axiom (QC2) for X”. O

Proof of Proposition 4.4. According to Lemma 4.5, we may assume that X, = X, Xy, for
any o € ®.

Consider an arbitrary ordering on ®, (resp. ®_,). Let f, : Ha@er U, — G (resp.
fo Hoc6<1>;d U, — G) be the map induced by multiplication. '

Denote by Xt = f, (Haerbjfd Xa) and by X~ = f_ (Ha@;d Xa>. According to
axiom (QC2) and [BT72, 6.1.6], we know that the restriction of the map f, (resp. f_)
to Hae@jd X, (resp. Hae@;d X,) induces a bijection onto X+ (resp. X~) and that X
(resp. X ) is a subgroup of G. In fact, X* C Ut NX and X~ C U~ N X. To prove (2),
it suffices to prove that these inclusions are equalities.

Denote L, and N, as in Definition 4.3. Denote by Z the group generated by the N,
for « € ®. Note that Y C N, for every a € ®,4, and therefore ¥ C Z since ®,4 is
non-empty. By definition, X~ X 17 is a subset of X as product of subgroups.

We will prove that this subset X ~ X+ Z does not depend on the basis (or Weyl chamber)
A defining the choice of positive roots @ in the root system ®. More precisely, we prove
that it is the same set if we replace A by r,(A) for @ € A a simple root and we are done
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since the r, for @ € A generate the Weyl group of ®. Let « € A C ®,4 and denote
by X (resp. )A(,a) the product of the Xj (resp. X _j) for 8 € &, \ {a}. According
to axiom (QC2), one can apply [BT72, 6.1.6] to the family of groups X, and Xz for
B e d\ {a} to get that X, is a subgroup of G normalized by X,. Similarly, using the
fact that ro(c) = —a and 7o (7, \ {a}) = ®F, \ {a} we have that X_, normalizes X,.

By the same way, )A(,a is normalized by X, and X_,. Moreover, X’a and )?,a are
normalized by Y since Y normalizes the X, by (QC3). Therefore, as by assumption,
Xon C X,, we deduce that L, normalizes )?a and )?_a, and so does N,. Moreover
Lo = XoX Ny =X XN, by (QC1). Hence we have

X~X*t7 = ()?_QX_Q) (Xa)A(a> (N.Z)
=X o X - oXoNuXoZ
=X _oLoXoZ
=X o XoX_oNoXoZ
- ()?_QXQ (X_af(a) N, Z

= 1] Xs I x|z

Bera(®oy) Bera(®ly)

As a consequence, the set X~ X7 does not depend on the choice of A and, therefore, is
stable by left multiplication by elements in X, for any a € ®,4. Moreover, it is stable by
left multiplication by elements in Y since Y normalizes X~ and X*. Thus, X X7 = X.

Now, let g€ X NU™ and writeit as g =2 7z withz~ € X, 2t € X+ and 2 € Z.
Then 2tz = (¢7) ' g € U~. Using a Bruhat decomposition [BT72, 6.1.15 (c)], we have
z = 1since N — UT\G/U~ is a bijection. Hence 27 € UTNU~ = {1} by axiom (RGD6).
Thus we get XNU~ = X~. This proves the surjectivity of the map X~ — X NU~ which
is also injective by restriction of a bijection. By symmetry, the same holds for the map
Xt - XNU" and we get (2). We deduce (1) from (2) by intersection with U, for
S (bnd-

Ifne XNN, writeitasn=a otz witha= €U, 2t c¢U"and z€ Z. Thenn = z
using the Bruhat decomposition [BT72, 6.1.15 (c)|. This proves Z = X N N which is (4)
and, therefore, we deduce (3). O

Using a valuation of a root group datum, we will apply the proposition above to various
examples of quasi-concave families of groups, see Example 4.58 or Proposition 4.72.

4.2 R-valuation of a root group datum

In the following, we will assume that R is a non-zero totally ordered abelian group.

When R # R, there is no reason for R to satisfy the least-upper-bound property. In
particular, in this work, we avoid to introduce a notion of infimum and supremum in R.
We could maybe do this by considering the totally ordered monoid of the convex subsets
of R containing oo but it is not easy to manipulate. Obviously, for R = R, such a monoid
has been introduced in [BT72, 6.4.1|. This difference firstly appears in the definition of
the subsets of values I, (see Notation 4.9).

The definition of a valuation of a root group datum, given by [BT72, 6.2.1], can be
naturally extended as follows:

4.6 Definition. Let ® be a root system and (T, (U,, My )acs) be a root group datum.
An R-valuation of the root group datum is a family (¢4 )ace of maps ¢, : Uy, = RU {0}
satisfying the following axioms:
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(VO) for any o € @, the set ¢, (U,) contains at least 3 elements;

(V1) for any @ € ® and A € RU {0}, the set U, x = ;' ([\, 00]) is a subgroup of U,
and Uy oo = {1};

(V2) for any o € ® and m € M,, the map U_, \ {1} — R defined by u — ¢_,(u) —
¢o(mum™1) is constant;

(V3) for any a, 8 € ® such that 8 € Repar and any A\, € R, the commutator group
[Ua,x, Ug,] is contained in the group generated by the Upqisgratsy fOr 7,8 € Zsg
such that ra + sg € ®;

(V4) for any multipliable root o € ®, the map ¢y, is the restriction of the map 2p, to
U2a;

(V5) for any a € ® and u € U,, for any v/, u” € U_, such that v'uu” € M,, we have
p—a(U) = —pa(u).

It is convenient to introduce notation of the trivial subgroup Us, » = {1} for any a € ®
such that 2a ¢ ® and A € RU {oo}.

As in Bruhat-Tits theory, in section 7, we will use Chevalley-Steinberg systems in order
to provide such a valuation. Namely, R will be the abelian group ¥ so that A = w(K*)
will be canonically identified to a subset of R. For instance, if G is split, then the root
groups U, are isomorphic to G,. Thus, the pinnings of these groups give isomorphisms
7o : K — Uy (K) and one can define ¢, : Uy (K) — A C R by , 024 = w.

4.7 Lemma. Aziom (V1) is equivalent to the following aziom:
(V1bis) for any o € ® and any u,v € U,, we have po(uv™) = min(p,(u), pa(v)) and
o' ({oo}) = {1}
In particular, for any o € P,
(1) for any u € U,, we have @,(u™") = pq(u);
(2) for any u,v € U, such that p,(v) > @a(u), we have v, (uv) = @u(u) = pa(vu).

Proof. Consider a € ®. By definition, U, », = {1} is equivalent to ¢, '({ooc}) = {1}.

Suppose axiom (V1). Consider u,v € U, and let A = min(p,(u), ¢(v)). Hence U, x
is a subgroup containing u, v since ¢, (u) > XA and ¢, (v) = A. Therefore, uv™" € U,
gives us @q(uv™t) > .

Conversely, suppose axiom (V1bis). Consider A\ € R and pick u,v € U,,. Then
Yo(uv™) = min(p,(u), po(v)) = A. Hence uv™t € U, and this proves that U, is a
subgroup of U,.

(1) Hence, for any v € U,, if we take u = 1, then ,(v™!) = pa(uv™!) = min(p,(1), a(v)) =
¢a(v) and this inequality is also true for v™! instead of v.

(2) We have g (1) = pa((u0)o™) > min(pa(w0), ga(v ™)) > min(pa(w), ¢a(), ga(o) =
©a(u) whenever o, (v1) = 0, (v) > pa(u). O
4.8 Lemma. Under the assumption of aziom (V1bis), aziom (V5) is equivalent to the
following axiom:

(V5bis) for any a € ® and u € U,, for any v',u" € U_, such that v'uu” € M,, we have
Sofa(u”) = _@a(u)'

Proof. Let v € U, and v/,u"” € U_, such that v'uu” € M,. Then by [BT72, 6.1.2(4)],

we know that (u”)"'u='(u')™' € M,. Hence by axiom (V5), we have p_,((u”)7!) =

¢o(u™t). By Lemma 4.7, we have ¢_,((u")™!) = p_o(u”) and @, ((u)™!) = pa(u). Hence
©_o(u”) = @ (u) which gives us axiom (V5bis). We get the converse by symmetry. [
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In all the following, we assume that a root group datum (7', (U,, M,)ace) and an
R-valuation (¢4 )ace are given. When a € @ is such that 2a € ®, we define Uy, = {1}.
The valuation enables us to introduce the following sets of values:

4.9 Notation. For any root o € ® U2, we define the following subsets, called sets of
values associated to «, of R:

o I'o = wa(Ua \ {1});

o 0= {palw), u€ U\ {1} and Ungo) = () Ungutur} € L

v€EU24
4.10 Remarks.
1. From axiom (V5) and [BT72, 6.1.2(2)], we deduce I'_, = —T',,.
2. By definition, if 2a € @, we have I/, =T',,.

3. As in the Bruhat-Tits theory, when « is multipliable, it may happen that I/ is
empty (dense valuation); it may happen that the intersection 2I7, N I'y, is non-

empty (discrete valuation with unramified splitting extension K/K).

4.11 Fact. From axioms (V1) and (V4), we deduce 2I',, = 21", U T'y,.

Proof. By definition 2I"!, C 2I',, and, by axiom (V4), we have I'y, C 2T,

Conversely, let A € 2", \I'y,. Let u € U, such that 2¢,(u) = A. Then for any v € Us,,
we have A # 9, (v) by definition. Thus 2¢,(u) = A # 2p,(v) by axiom (V4) and therefore
Vo) # po(v) since R is Z-torsion free. If ¢,(v) > @o(u), we have @, (uv) = pq(u)
by Lemma 4.7(2). Thus Us s, w) = Usgae): If @a(v) < @a(u), we have @q(uv) =
©a(v) < @a(u) by Lemma 4.7(1) and (2). Thus Usp,w) C Uapa(ue). Hence we have
Uspau) C ﬂveUQQ Ua,po(uvy and this is, in fact, an equality by considering v = 1 € Uy,.
Thus @, (u) € T7,. Therefore A = 2, (u) € 2I",. O

4.12 Notation. For o € ® and )\ € R, we denote:

Ma)\ =M,N UfaSO;I({)‘})U*a'

We provide some details of [BT72, 6.2.2]:
4.13 Proposition. Let « € & and A € R.
(1) M,y is non-empty if, and only if, A € o (Uy \ {1}) =Ts;
(2) o3 ({A}) C UmaaManU—q,-x;
(3) Mo € 9=a({=ANea' ({(AN¥"a({=A}) C U—g-aUanU-a,-x;
(4) M_a,—x = Ma,;
(5) Maaon C Mg .

Proof. (1) is a consequence of [BT72, 6.1.2(2)], since A # oo.

(2) For any u € ¢, '({\}), axioms (RGD1) and (RGD4) provide elements «/,u” €
U_, such that m = v'uwu” € M, . By axioms (Vlbis), (V5) and (V5bis), we have
o)) = —palu) = p_a((W) 1) = —A.

(3) For any m € M, », by definition, there exist «’,u"” € U_, and u € U, such that
m = v'uu” and ¢p,(u) = A. By axioms (V5) and (V5bis), we have p_,(u') = —pa(u) =
P_a(u”) = —A.
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(4) For any o € ® and A € R, consider m € M_, _. By (3) and axiom (V1bis), there
exist v/, u” € U, and u € U_, such that p_,(u) = =\ = —p,(v') = —@,(u”) and m =
w'uu”. Consider v = mu”~'m™! so that v’ = vmu~t. By [BT72, 6.2.1(2)] v € U_, and by
[BT72, 6.2.1(4)], m € M,,. Hence m = v "w/u™ € M,NU_o*({\})U_o = M, . Hence
M_, _» C M, and we get the converse inclusion by exchanging (a, A) with (—a, —\).

(5) If a is multipliable, then Uy, C U, and U_y, C U_, by axiom (RGD3) and
Myy = M, by [BT72, 6.1.2(4)]. For u € 5 ({2)A}), by axiom (V4), we have 2\ =
o0 () = 204 (u). Since R is Z-torsion free, it gives u € ¢ ' ({\}). O

Here, we follow a different strategy than in [BT84, 6.2] and we do not work with the
notion of “valuations équipollentes”.

We introduce the following useful Lemma from [Lan96, 7.5] with a different proof since
we do not define integral models here:

4.14 Lemma. Let o € ®pg, A€y, B € P and p € R. For any m € M, », we have
MUpum ™" = Ury () u-B(av )2
In particular, we have mUa,,\m_1 =U_q-».

Proof. 1t suffices to prove that mU@,mf1 C Ur,8)u-Bav)r- Indeed if we know this
inclusion for all @ € &4, A € T'y, f € ® and u € R, we can apply it to f' := r,(8) and
p' = p— ()X instead of 5 and p, and we get the reverse inclusion.

We distinguish three cases on f3.

First case: § € ®,q \ Ra. Define t : ®(a, ) = RU {0} by t(ra+ sf8) = rA + sp if
s> 0 and t(y) = 0o if s <0, for 7, s € Z such that ra + s € ®(«, ).

Denote by X, = U,4y). Then the family of groups (X,),ca(a,s) is quasi-concave.
Indeed, for every v € ®(«,3) we have either Xy, = X, = 1l or X 5, = X_, =1 so
that axiom (QC1) is satisfied. Let r1, s1, 79, so € Z be such that 7, = ria+ 510 and 5 =
roac+ 535 are in @ (o, B) with 72 & Regyy. If 51 < 0 or 5o < 0, then we have [ X, X,,] = 1.
Suppose s1,s2 > 0. Let (r,s) € (Zs9)?*\ {0} be such that ry; + sy, € ®(«a, 3). Then
rt(71) + st(v2) = t(ry1 + $72) so that axiom (QC2) is satisfied according to axiom (V3).

Let Z be the group generated by the X, for v € ®(«, 8). For any v € ®(«, 3), we have
X, =1if y € Ra and [Uy, X,] C Z by axiom (V3) otherwise. Thus U,  normalizes Z.
By the same way, U_,, _, normalizes Z so that M, ) normalizes Z by Proposition 4.13 (3).
Moreover, for every m € M, , we have mU,m™" = U, by [BT72, 6.1.2(10)]. Thus
ng,#m_l C Ura(/g) nzZ = Ura(ﬁ),t(ra(ﬂ))U2ra(,3),2t(ra(,3)) by Proposition 4.4(1). Finally,
Usro(8),42ra(8)) € Ura(8).t(ra(8)) by definition of ¢ since t(274(53)) = 2t(ra(5))-

<

Second case: [ € RaN®,g = {+a} Since Myr=M_ _,7a =7T_qand (—a)’ = —«
it suffices to do it for § = —a. Let m € M, ) and write it as m = v'uwu” with «',u”
e-L({=A}) and u € ©;'({\}) which is possible by Proposition 4.13 (3). Then u’
m(u") " 'm™mu~! with m(u”)"'m~! € U,. Thus, axiom (V5) applied to (mu’m~')u'u
m € M_, gives us po(mu"m™) = —p_,(u') =\ Let v € U_,, \ {1}. Then axiom (V2
gives us @_o(v) — o(mom™) = o_,(u") — o (mu’m™) = —2X. Hence p,(mvm™1)
©a(V) +2X = p+2X = p— B(a”)X. Hence mUg,m™" C Uy, () u—p(a)r-

I m

~—

Third case: f € &\ ®,q: By [BT72, 6.1.2 (10)] and the two previous cases, we have
ng#m*l C mUéﬁéum*l N Ura(,g) - Ura(ﬂ),,u—/a’(ozv))\-
[
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4.15 Proposition (see [BT72, 6.2.7]). Let o € $pq and B € .
For any A € 'y, any m € M, x and any u € Ug, we have

Pra@)(mum™) = pa(u) — Bla)A.

In particular, we have
Ly =Ts — Bla’)Ta.

Proof. Set v = r4(B), u = @p(u) and v = mum™'. By Lemma 4.14, we have v €

Uy p—pavin- Thus ¢, (v) = @g(u) — B(a¥)A. Since m™' € M, ,, exchanging the roles
of u and v in this inequality, we get ¢, ) (mtom) = pg(u) = ¢, (v) — v(a¥)A. Since
v(a¥) =ro(B)(aY) = —=B(aY), we get the equality.

The equality T, 5y = Is—53(a")I's becomes clear since A, u = pg(u), v = ¢, 5 (mum™1)
run through all the values of Ty, I's, I, (5) respectively. O]

4.16 Notation. For any a € ¢, we denote by I', = (I', —I',,) the subgroup of R spanned
by {x —y, z,y € I',}. Obviously, we have that I', C I',, whenever 0 € T,

4.17 Corollary. Let o € ®pq and 5 € ®. Then Iy =T'5 — B(a”)T,.
IfT', C 'y, then Fra(ﬂ) = Fﬁ.

Proof. Applying Proposition 4.15 twice, we get that

Lrotra(d) = Lrag) — Ta(B)(a")Tq =T — B(a”)To + B(a¥)Ty

so that I's = I's — B(a¥) (I's, — I'y). We conclude by iterating this equality.
If Ty C Ty, then T, 5y = I's — f(a¥)'y C I'y — f(a¥)[', = I'g and we conclude
exchanging the roles of 5 = r,(r,(5)) and r,(5). O

4.18 Corollary (see |BT72, 6.2.16|). For any o € ®, we have I'y, = —I'_, and, if
I'y.cly, thenl'y, =1T_,=—-T,.

Proof. If « is divisible, set § = %Oz; otherwise, set = « so that 8 is non-divisible. Then
rg(a) = —aand a(BY)I's D 2T, according to Fact 4.11. Hence, applying Proposition 4.15,
we get that

[ =T =Ta— a(B)ls DT, — 2T, D T, (1)

Thus —I'y, C I'_, and we deduce an equality from this inclusion by exchanging the roles
of @ and —a. In particular, T, =T _,. Applying (1) twice, we get

gDl =2l D (Mg =20 o) =2 =T 0 —2(T 0 +T) =T_4 —2(T_o —T_y).

We deduce that T'_y, = o420 _,. IfTy C Iy, then Ty € —T0+2T C T g+2 o = _,.
We deduce the equality by exchanging the roles of o and —av. O

4.19 Definition. Let (¢a)ace be an R-valuation of a root group datum. It is called
special if 0 € T, for every a € ®,q. One says that it is semi-special if for any root
a € ®,q we have I', C T',,.

Note that, in this definition, there are no conditions for divisible roots. The definition
of special valuation is due to [BT72, 6.2.13]. As we will see later, there are some natural
valuations that are not special but only semi-special, as shown in Example 7.37. A special
valuation is semi-special but the converse is not true in general.
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4.20 Example. If Ty, = 1+ 27, then fa = 27 does not contain I',. Hence 1 4+ 27Z cannot
be the set of values of « for a semi-special valuation.

If T, = (<%+Z> xZ) U (Z x (1+2Z)>,thenfa:%ZxZDFawhﬂeogra.

Hence if there exists a valuation for which I',, is a set of values for «, then this valuation is
necessarily semi-special but non-special. The existence of such a valuation is provided by
Example 7.32 applied to the group SU(h) described in section 7.2.3 (see Example 7.37).

4.21 Remark (see [BT72, 6.2.17]). Let I be a torsion-free abelian group and consider the
quotient 7 ) F/ o' =: X. Then X is a [Fy-vector space. Let X be a non-empty
generating set of X and define I' = 77*(X). Then I' = I" + 2I". Moreover, (I' — I') = 2T’
if X contains at most on point and (I' — I') = I" otherwise.

Conversely, let ' be any nonzero subset of a torsion-free abelian group such that
[ =420 with I' = (I' = T'). Then I is built in this way with X = 7(I') ¢ X = (I')/2L.

By this way, we have described all the possible sets of a semi-special valuation and we
observe that discrete semi-special valuations with values in R are always special.

4.22 Proposition (see [BT72, 6.2. 14]) Let w € W(®) and oo € ®. If the valuation

(Pa)aca is semi-special, then L) = L. If the valuation is special, then Fw(a) =1I7.

Proof. Since W (®) is generated by the r, for « € A for a basis A C ®, it suffices to prove
it for w = r, with o € A.

Applying Corollary 4.17, we have I's = I, () for any o € A C ®,q4 and any 8 € .
Thus I'ys) = I's for any w € W(®) and any 5 € .

For a multipliable root f3, it remains to compare I'; and F;a( 5)- If the valuation is
special, there exists m € M, . For any u € U and any v’ € Us,g, we have

pa(ut) = o o)((mum Y mu'm ™) and  pa(u) = oy, 5y (mum )

by Proposition 4.15. Thus mUpg g, wuym ™" = Ura(8) oy () (v0') Where v = mum™* € U, s
and v = mu'm™" € U, (5. Thus

—1 —1
U pp(u) = ﬂ Us pp(uw) == MU pyym™ " = ﬂ mUg 5 (uuryM

U/EUQB ’U/EUgg
S Un@eran® = [ Ura@raioov):
U’GUQTQ([;)
Hence I'; =T' 5 and we deduce that I, 5 =T for any w € W". O

4.23 Corollary. Let A C ® be any basis. A valuation is special (resp. semi-special) if,
and only if, Voo € A, 0 € T, (resp. T'y C Ty,).

Proof. Assume that, for any o € A, we have that I', C fa. Let p € ®. We know
that there is @ € A and w € W(®) such that w(a) = 8 by [Bou8la, VI.1.5 Prop. 15].
According to [Bou81la, VIL.1. 5, Thm.2 (vii)|, we can write w = r,, 0---or,, with a; € A.
For 0 < i < 4, let B; = ry,0- - -or,, (o) so that fy = o and 5, = 5. Applying Corollary 4.17,
we deduce by induction that I', = I'y, for any 0 < i < n. Hence I's =Ty, C fa = fﬁ.
Hence, a valuation is semi-special if, and only if, Vo € A, T',, C T..
By applying Proposition 4.22, we deduce the case for special valuations. O

4.3 Action of N on an R-aff space

We use the notations introduced in section 3.1.3. In the rest of this section, we assume
that ® # () but any result can obviously be extended to the case of an empty root system.
We consider an R-aff space Agr = (V, A) and we fix an origin o € Ag.

For a € ® and u € U, \ {1}, we denote by m(u) the unique element in M, given by
[BT72, 6.1.2(2)].

38



4.24 Definition. Let v : N — Affz(Ag) be an action of N onto A by R-aff endomor-
phisms. We say that the action of N onto Ag is compatible with the valuation (¢, )
if:

acd

(CA1) the linear part of this action is equal to % : N — W (®) defined in [BT72, 6.1.2(10)];
(CA2) for any o € ® and any u € U, \ {1}, we have 2p,(u) + a(u(m(u))(o) — o) =0.

(CA3) for any a € & and m € M, the element v(m) has order 2.

In the rest of this section, we assume that an action v : N — Affg(Ag) satisfy-
ing (CA1), (CA2) and (CA3) is given.

4.25 Lemma. For any o € ® and any u € U, \ {1}, we have v(m(u)) = ra 4, (u)-
In particular, for any m € M, x, we have v(m) = 4 .

Proof. Since m(u) € M,, we have "w(m(u)) = r, by axiom (CA1). Let v € Vg be such that
v(m(u)) = (ra,v) € GL(Vz) x V. By axiom (CA3), we have that V(m(u))2 = (id,0) =
(id, v + 74(v)). Hence 20 — a(v)a” = 0. We have a(v(m(u))(0) — 0) = a(v) = —2pq4(u)
by axiom (CA2). Hence 2v + 2p,(u)a¥ = 0. Since R is torsion-free, we deduce that

v = —@q(u)a’. Whence v(m(u)) = (ra, —@a(t)a") = Tapuw-
Let m € M, . By definition (see Notation 4.12), there exist u € ¢, ({\}) C U,
u',u” € U_, such that m = v'uv” . Thus m = m(u) and v(m) = v(m(u)) = ren. 0

We want to understand how N acts by conjugation on the set of groups U, ) for a € ®
and A € R. To do this, we introduce a set of affine maps © containing the 0, y and an
action of N onto this set.

4.26 Notation. Consider © = {0, ,, a € ®, A € R}. We endow O with the natural
partial ordering given by:

0>0 < Ve Ag, 0(z)>0(x).
4.27 Lemma. The following formula defines an action of N on ©:
Va € ®, VAE R, n-lup =04 r0v(n") = Ou(n) (@) A+ a(v(n—1)(0)—0)-
In particular, for any o, f € ® and any A\, u € R, we have

Oax © T80 = Org(a) A—a(8Y)-

Proof. Let 0, € ©. Tt suffices to prove that the map 6, o v(n™!) belongs to ©. Since
N is generated by the Mz for f € @, it suffices to prove it for any 8 € ® and any
m € Mg. By Lemma 4.25, there is a constant p depending on m such that v(m) = rz,,.
Then ,.(r3,(z)) = (o = a(8')3)(a) + X — a8} = ry(a)(z) + A = (8. Thus
0 o v(m) € ©. Hence the formula n -0 = 6 o v(n™!) defines an action of N on ©.

Let n € N. Since the map % : N — GL(V™*) induces an action of N on @, for any o € ¢
and any A € R, there is a value y € R such that 0, 0v(n™') = Oumy)u Evaluatmg this
map in the origin o, we get pt = Guy(n)y(a)u(0) = barov(n™')(0) = (V(n_l)( ) —o0)+ A

O]

4.28 Notation. For 0 =0, , € ©, define Uy = {u € U,, § ov(m(u)) < —6}.
We recall the following result from [Lan96, 7.3|:

4.29 Lemma. For any 0 € O, anyn € N, we have nUgn™t = U,,.4.
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Proof. Let u € Uy C U, for some a € ®. Consider n € N and denote 5 ="v(n)(«a) € ®.

Suppose that v # 1 and consider the element m(u) = v'uu” € U_U,U_, N M,,

with «/,u” € U_, uniquely determined by u. For any n € N, we have nm(u)n~! =

(nu'n= ) (nun=1)(nu"n"). By |BT72, 6.1.2(10)], (nu'n™t), (nu"n™') € U_g and nun™" €
Ugs. Thus, by uniqueness in [BT72, 6.1.2(2)], we have m(nun=') = nm(u)n=' € Mp.
For any x € Ag, we have
fov(n™") (v(im(nun="))(z)) =bOov(n')o (v(n)ov(im(u)ovin™)) (z)
— 00 u(m(w)) (v(n ™) ())
< =0 (v(n ) (2))
Thus fov(n~') ov(m(nun")) < —fov(n~') which means that nun™" € Upoy(n-1) = Uno-

Hence nUpn™! C U, for any n € N and any 6 € ©. Thus, by applying it to (n™!,n-0)
we get n1U,.gn C Uy which gives the equality nUgn=t = U,,.. O

We get the following consequence as in [Lan96, 7.7]:
4.30 Proposition. For any a € ® and any A € R, we have U, = Uy, , .

Proof. Let uw € U, and p = ¢4(u). By Lemma 4.25, we have v(m(u)) = r,,. For any
x € AR, we have

Oan (V(m(w))(2)) =0a (2 — (a(z —0) + p) @)
=—afr—0)—2u+ A
=—ban(x) +2(A — p)
Thus u € Uy, , <= Oarov(m(u)) < —bar <= 1 2 A <= u € Uy O

4.31 Corollary. For any o € ®, any A € R and any n € N, we have

~1
nUa,An = U“V(n)(a),)\—i—a(u(n*l)(o)—o)-
In particular, ker v normalizes U, .

Proof. This is a consequence of Proposition 4.30 and Lemma 4.27. O

4.32 Corollary (see [BT72, 6.2.10]). The subset X := {0\ € O, a € P\ € T} is
wmwvariant under the action of N.

Proof. Consider @ € ® and A € I'}, and n € N. By definition, there exists u € U, such
that A = @, (u) and Uax = (e, Unpa(u)- Set B = v(n)(a). We prove that
Waga@n " = Upps(nun-t). (2)

Indeed, let 1 € R be such that 63, = n- 6,5 Then p = XA+ a(v(n™)(o) — o)
and A = p+ B(v(n)(0) — o) by Lemma 4.27. Let ' = nun™' and p/ = @g(u). Then
u' € nUy xn~ ' = Ug,, by Corollary 4.31, so that u' > u. Applying Corollary 4.31 again, we
have u = n™'u'n € Us s g(v(n)(0)—0)- Thus A = pa(u) = i/ + B(v(n)(0) —o) = p/ — p+ A
Hence p = 1/ and we have shown equality (2).

Using the equality U, » =) Ue oo (uv), We have:

v€eEU24

—1 —1
ﬂ Us,pp(uv) = ﬂ Us pp(nuvn—1) = 1 ﬂ Unpa(un)t ™ = MU paw = Uggyu)-

U/€U25 v€EU24 v€EU24

Hence y = ¢g(u’) € I';. This proves that ts, = n -0, € ¥ for any n € N and any
9a7)\ €. ]
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In section 6, we will see that the datum of the valuation of a root group datum, together
with a compatible action allows us to define a geometric space that automatically satisfies
most of axioms of A-buildings. Because it may be simpler to provide an explicit affine
action of N onto Ags, we will make the following assumption:

4.33 Assumption. It is given a group G and a non-empty root system ®. It is given a
generated root group datum (7', (Uy, Ma)aes) of G. It is given an R-valuation (¢4),cq Of
the root group datum. Let N be the group generated by the M, for a € ®. It is given
an action v : N — Affg(Ag) compatible with the valuation.

4.34 Notation. Under the above assumption, we denote by T} := kerv. According to
[BT72, 6.1.11(ii)|, T} is a subgroup of T since T' = ker “v.

We denote by W := v(N) C Affr(Ag) and we call it the extended affine Weyl
group. We denote by W := (N) and we call it the spherical Weyl group and by
W the subgroup, isomorphic to W, of Affz(Ag) generated by the Tao for a € ®.

We denote by W2 the subgroup of Affr(Ag) generated by the r, for a € ® and

A €I, and we call it the affine Weyl group.

4.35 Remark. The group T, is denoted by H in [BT72, 6.2.11]|. This notation emphasizes
the fact that when 7" = T(K) denotes the rational points a maximal torus of a (quasi)
split semi-simple group, then 7}, denotes the bounded elements of this torus. In that case,
it can be called a “maximal bounded torus”. Be careful that T, may not be commutative,

nor bounded in general.
By definition W ~ N/T, and W" ~ N/T.

Let A be a basis of ®. For a € A we recall that @ denotes the fundamental coweight
in Vi associated with «, i.e the unique element of Vi such that for all € A, one has

B(wy) = da,p-

4.36 Proposition (see [BT72, 6.2.20]). The group W is a normal subgroup of W and
for any a € ®,q, the group of translations T'wa" is a subgroup of W2,
Assume that the valuation (9q)ace 1S semi-special. Let A be a basis of ®. Then

(1) W is a subgroup of W%, In particular, W2 = (VRﬂWaﬂ) x WY and W =
(VR N W) x W7,

(2) Ve NW =P A ToaV for any basis A C ®.

(3) Va N W C @, cnLaw.
Proof. We fix a basis A of ®. For a € ® and A € I',, we have either A € I/, or 2\ € I'

20
by Fact 4.11 and Remark 4.10. Moreover if 2a € ® and 2\ € I, then r, )\ = 724.2).
Thus 74, belongs to W2, Hence W2 is also the group generated by the 7, for a € ®
and A\ € I',. .
From Proposition 4.13 (1) and Lemma 4.25, we deduce that W2 is a subgroup of .
Using Corollary 4.32, we know that for any n € N, a € ® and A € [/, there are § € @
and p € 'y such that v(n)r v(n™') = rg,. Hence W*" is a normal subgroup of w.
Let p,v € T'y. There exist m,n € N such that m € M, , and n € M,, so that
Tay = v(m) and 1o, = v(n). Then v(mn) = 14,074, = (v — p)a¥ € W, Hence
Toa¥ = Ty —To)a¥ € W2 As a consequence, the group V =, T
of VR N Waﬂ.
From now on, we assume that the valuation is semi-special.
(1) Let @ € ® and A € I',. By Corollary 4.18, —\a¥ € I'ya¥ € W2, Thus r, o
(=AaY) =140 € WA and thus W is a subgroup of Waf.

wea Lo’ is a subgroup
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(2) Recall that, according to [Bou8la, VI.1.1 Lem.2|, for any o € ® and any w € W,
we have that w(a") = (w(a))v.

We firstly prove that V is Wt-invariant. It suffices to show that it is invariant by
applying r, for a € A. Let o, f € A, then ra(fgﬁv) Fﬁ (ra(ﬁ))v Since the valuation is
semi-special, we deduce from Corollary 4.17 that we have Ty=1,, (5)- Hence ra(FgﬁV)

V. Thus V is ro-invariant for any a € A and therefore W*-invariant.
We have shown that W > V x Wv. Conversely, consider any 3 € ® and any
p € T's. Assume firstly that § is non-divisible. By [Bou8la, VI.1.5 Prop.15], there exists

w € W* and o € A such that @ = w(j3). Hence w(—uBY) = —p(w (ﬁ))v € fgav =
wal(a) = Faa according to Proposition 4.22. Hence —ufBY € w 1(V) = ‘7, because
V' is W¥-invariant. Assume that 8 is divisible and write 3 = 27y with « non-divisible.
Then I'g8Y = Tyy37Y C Ty since 'y, = T, U 3T by Fait 4.11. Hence —upY € V for
any # € ® and any u € I';. Therefore ( pubY,rg) =rg, €V xx W¢. Since these elements

generate WA, we deduce that Wal =V x W and it follows that Vp N weaf = V.
(3) Let v e WNVg and o € A. Then [v,7a0] € WaﬁﬂVR — V since W* is normalized

by W. But [v, Tan] = v—7r4(v) = a(v)a’. Hence a(v) € I, for every o € A and therefore
v € @, cn Law,, by definition of the fundamental weights. O

4.4 Rank-one Levi subgroups

In this section, we work under data and notations of assumption 4.33.

4.37 Notation. For any o € ®, any A € R and any € € R, we define the subgroups

d Ut;,k = 90;1<])‘7 +OO]) U#>)\ Qs

o L7, (resp. L ,) the subgroup generated by U, and U_, xie (resp. U,y and
U’ A);

—o,—

e Noy=NNL;,and N, =NNL,;
If e = 0, we will denote L, x, Nax, Ta, instead of L&/\, Ng/\, Tgy/\.

4.38 Remark. We have U, \ 2 U, , with equality if, and only if, A & T,

Indeed, if Ju € Uy,n \ Uy, then @, (u) € [X, +00]\]\, +00] = {A}. Thus A = @, (u) €
['s. Conversely, if A € Iy, there exists u € U, such that ¢, (u) = A and then u € Uy z\U, .

Note that, Loy = L_o,x by definition, but L’ , , may differ from L[ , since the
groups U, and U] ) are distinct for A € I',,.
4.89 Remark. Since L, \ = (Uax, U_a,-rte), taking 3 = —a and p = —\ + ¢, we have
Ly = (Usu, U —pte). Hence LZ , = L=, ... By intersection with T', we deduce that
Ts AT Tea —Ate

For ¢’ > 0, we have Uy r1er C Upp and U_ x4 = U_ — (e )+ (o) Hence we have

LZ+/\5+E/ C L, and thus Tjiﬁrs/ C Ty 5. By the same way L3S C L7, and Tagjfl C Ty

The following lemma can be proven exactly as in [BT72, 6.3.1].
4.40 Lemma. Let a € D.

(1) For anyu € U, and v € U_,, such that p,(u) + ¢_o(v) > 0, there is a unique triple
(W t,v") € Uy X T x U_,, such that vu = u'tv’.

(2) Moreover, we have t € Ty, po(u') = @o(u) and p_o (V") = @_o(v).
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(8) Let X, X_o, H be respectively subsets of Uy, U_,, Ty. Set X = X HX . Then
XNN=XNT=XnNnT,=H.

Proof. (1) Denote by L_, the subgroup of G generated by U,, U_, and T. By [BT72,
6.1.2 (4) & (7)], we know that L_, = M,U_, U U, TU_,. Suppose vu € M,U_, and
choose uv” € U_, such that vuu” € M,. By axiom (V5), we have ¢_,(v) = —¢@,(u)
which contradicts the assumption. Hence vu € U,TU_, and we get the existence. The
uniqueness is an immediate consequence of [BT72, 6.1.2(3)] and axiom (RGD6).

(2) By uniqueness, it is obvious if u = 1 or v = 1. Assume that u # 1 and v # 1. Then,
applying axiom (RGDG6), we have v’ # 1. By axiom (RGD4), there exist w,w’ € U_,, and
m € M_, = M, such that ' = w'mw”. Moreover v = v~ /tv' = (v='w’)(mt)(t~ w"tv’)
where (v'w') € U_,, (mt) € M, and (t~'w"tv') € U_,. Hence by axioms (V5), (V5bis)
and Lemma 4.7(1) we have

p-a(W') = —pa(u') = p_a(w”) (3)

and
-1/ 1 .

poa(vT W) = —pa(u) = p_a(t” w"t). (4)
The assumption on u and v and equation (4) give us
p-alv) > —palu) = p_a(v™w). ()

Hence, equations (3), (4), inequation (5) and Lemma 4.7(2) give

—pa(t) = Pa(w') = p_a(vv™) = p_a(vT'0) = —pa(u). (6)

Since (vu) ™' = u vt = (v/)71 ()7, we can apply the result we just proved with —a,
v~ and (v/)7! instead of v, uw and v™! in order to have p_,(v™!) = p_((v/)7!). Applying
Lemma 4.7(1), we get ¢_o(v) = @_o(0').

Denote A\ = ¢, (u) = @, (u'). We know that

m = (w) " (W)€ My NU_qo ' ({A)U_o = M,z

In the same way, we have tm € M, . Hence, by Lemma 4.25, v(t) = v(tm)v(m)™! =
-1
TaATo ) = 1.
(3) We have H C XNT, C XNT C XNN by definition. Using a Bruhat decomposition
[BT72, 6.1.15(c)| with U, C U* and U_, C U™, we deduce that X NN C H. O

The following Proposition is similar to [BT72, 6.3.2, 6.3.3] and |[Lan96, 8.1-8.6|, in-
cluding considerations on the groups Lg, , we have introduced.

4.41 Proposition. Consider any a € @, any X € R and any € € R-g. Under the
notations 4.37, we have:

(1) We have L, = Ua\U", T}, and LY, \ = Us\U_o 2T}, for any ordering on
the factors.

(2) Moreover N, =T, \ and N; , =T ;.

(3) If X € T, then for anym € M, x, we have L, \ = (UQVATQ,,\U’?Q’W\)I_I(Ua’Ame,\Ua,)\)
and Ny = Ty {1,m}.

(4) If A& T, we have Lo x = Ua\TanU—_a,-x and Ny = Tox =T}, ;.

[0}

(5) The groups T, x, T,y and T, , are subgroups of Ty
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Proof. (1) Consider € € R» and H. = L, , NT,. Then H. normalizes Uy, and U_q, 1<
since so does Tj, by Corollary 4.31. Consider X, = Uy z\U_n _r1cH.. Then X, is a subset
of L, , stable by multiplication on the left by elements in H. and U, .

Moreover, U_, _x4+:Uax C Uga (TbﬂLZ’/\) U_a,—x+e by Lemma 4.40. Hence X, is
stable by multiplication on the left by elements in U_, ;. since H. normalizes the
subgroup U_, at.. Hence X. = L ,. By Lemma 4.40 (3), we get 75, = H. and
therefore 77 , C Ty,

Since U’ _y = U.ogU-a,~rte is an increasing union, we have L, , = .., L5, as
increasing union so that the equality L, \ = .o UanTs \U-a,-ate = UanT} U, 5
holds.

Finally, since Uy, and U_o, 4. (resp. U’ _,) are subgroups normalized by T}, , (resp.
T, y), we get the equality for any ordering by applying the inverse map.

(2) If n € N§ ,, then n € UTTU™ and using a spherical Bruhat decomposition [BT72,
6.1.15 (c)|, we get n € T'. Thus N, C T, ,. The same holds in L, , C UTTU".

(3) We know that 0 # M,y C Uy a\U-n-AUasx C Lo by Proposition 4.13(1) and (3)
and definitions. Consider H = L, N1, C T, » and m € M, ). Define

X = (UspHU”, _,) U (UsxmHUq ) C Lax.

By Lemma 4.25, we know that v(m) = .. Hence, we have v(m?) = r2 , = id. Thus
m? € Ty,N Loy =H and m~!' € Hm = mH. Since U_,_» = m U, m by Lemma 4.14,
we deduce that L, ) is generated by U, and m. Thus, it suffices to prove that X is
stable by right multiplication by m and elements in the group U, . It is convenient to
firstly prove that X is stable by right multiplication by elements in the group H.

Since H C T, normalizes U’ , ) and U, and T, = L, NT, C H, we deduce
from (1) that L, \H = U, AxHU’, _, is a group. Hence XH = XU, = X.

On the one hand, we have Um,\HU’fa’f)\m C UarHmU, . On the other hand,
we have Ua,)\HmUa,)\m - Ua,,\HU,a,,AmQ = a7)\HU/_Oé7_>\ U Ua,)\HQD:(IX({—A}). Let
u € ¢-L({=\}). By Proposition 4.13(2) and (4), there exist u’,u” € U, and m' €
M_, _\ = M, such that m’ = vw'uu”, so that m" € L, . But v(mm') = v(m)v(m') =
rZ, = id by Lemma 4.25 since m,m’ € Mqx. Thus mm' € T, N Loy = H. Hence
u € UynHmU, . As a consequence, Uy \Hp~L({—A}) C Uy aHmU, since H C T,
normalizes U, . This proves that Xm C X and therefore L,, = X. Moreover,
(Ua7,\HU’_a7_/\) N (UapmHU,) = 0. Indeed, by contradiction, we would have m €
UaxHU' , \HU,x = HL, , since H C T, normalizes U’ , and U,. Thus m €
NNHL,,=HN/, CT,by (2) which is a contradiction with m € M, x.

It remains to show that H =T, \. Let t € T, » = T'N L, ». By contradiction, suppose
that t € Uy,amHU, . Write m = wvu' with u, v’ € U, and v € 0= ({=A}). This is
possible by Proposition 4.13 (4) and (3). Then v € TU, NU_, = {1} by axiom (RGDG6)
which is a contradiction with ¢_,(v) = —A. Thus t € Uy \HU’ , _,.

By Lemma 4.40 (3), we deduce H =T,y C Tj.

Let n € Noa. If n € Ug\TonU', _, C UTTUY, then n € T using a Bruhat decom-
position [BT72, 6.1.15(c)|]. Hence n € T'N Loy = T, . Otherwise, n € Uy xmTi, z\Uq .
Hence nm € Uy \T, \U_,,—» because m? e H C T, » and by Lemma 4.14. Thus nm € T'
and therefore n € T, ym. Hence N, \ = Ty {1, m}.

(4) If X & Ty, we know that —\ ¢ —I', = ['_, by Remark 4.10. Hence we have
U_a-x=U", _, by Remark 4.38 and therefore L, , = L, by definition. Hence N, » =
N} =T, 5 Since L;, \ = U \T;, \U—q,—x, we deduce that T,y = T}, , by Lemma 4.40 (3).

(5) has been shown among the proof. O

4.42 Corollary. For anye > 0, any a € ® and any A € R, we have

£ (>4 £
Loy = UaaU—a,-xeNg \ = U—aoaeUa aNG 5
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Proof. If ¢ > 0, it is a consequence of (1), (2) and (5) since 7, normalizes U, and
U,a7,/\+5.

If e = 0, the first equality is a consequence of (3), (4) and (5) since T, normalizes
U_a,—x, U’_%_A and U, » and since we have mU, xm™" = U_, _x by Lemma 4.14. The last
equality is obtained in the same way by exchanging (o, A) with (—a, —\) since L, ) =
L_, _x by definition and, therefore, N,y = N_q . O

Technical lemmas of computation of some commutators

We want to estimate some commutators in terms of the valuation of root groups.
The following Lemma is [BT72, 6.3.5] with € denoting the r + s of Bruhat-Tits.

4.43 Lemma. Leta € . Let A € Rande > 0. For anyu € Usyox and anyv € U_y _x4c,
we have
[, V] € UgreTpU—q,—rt2--

Proof. We can assume that v # 1 and v # 1.
1

Let 1 = 0o (u) = 3¢p2q(u) € %Fm C Iy and p = p_,(v) € I'_,. Consider m € Moy 2,
and n € M_, , which is possible by Proposition 4.13 (1). Let v,v” € U_g4 2, be such
that u = v'mv” which is possible by Proposition 4.13 (2). Let «',u” € U, —, be such that
v =unu".
On the one hand, one can write
[u, v] =u(uw'nu")ut (u'nu)
:(uu/)nu//u—l(u//)—luu—ln—l<u/)—1
=(ud) (nfu", u™ 0= (nu™ ) (W) 7 (7)

By axiom (RGD2), we have [u”,u™!] = 1. By Lemma 4.14, we have nu™'n"! € nU, ,n"t =
U_a jt2p- Since pi+p > € > 0, by Lemma 4.40, we have U_,, ,12,Uq,—p C Uqa,—py ToU_q ji12p-
Moreover, 4+ 2p > —\ + 2¢, whence [u,v] € U, TpU_q —rt2c.

On the other hand, an analogous writing gives
[, v] = o' (m[v", v]m™") (mom™") (v') "o (8)

By axiom (RGD2), we have [v" v] = 1.
By Lemma 4.14, we have mvm™' € mU_, ,m™' = U, p12,. By Lemma 4.40, we have
U_o—pnUapiop C U pr2uToU—q — . Moreover p+2p > A +¢, whence [u, v] C Ugr+eTU—_p.
By uniqueness of the writing in UTTU~ (axiom (RGDG6)), equations (7) and (8) give

[U, U] S UaTbU—a,—)\+25 N Ua,)\+£TbU—a C Ua,/\—i-ETbU—a,—)\—i-Za'

The following Lemma is [BT72, 6.3.6] with € denoting the k + ¢ of Bruhat-Tits.
4.44 Lemma. Let o € ®. Let A € R and € > 0. Then the product
Usaor—cUa pToU_ —rte
1S a group.
Proof. By Lemma 4.40, this subset is stable by right multiplication by elements in U, x,
Ty and U_o _xye. If w € Usq2x—. Then for any v € U_, 4., we have

vu = ufu", 0o € WUa \TRU_, _\, 3.0
) 5 2

by Lemma 4.43. Thus UQO[’Q)\nga’)\Tb/U/U/ C U2a’2)\7€Ua’ATbU2a72A7€Ua,ATbUﬁa77)\+%EU7Q77A+E.
Since [Usa, Us] = {1} by axiom (RGD2), the group Usy2x— normalizes U, and T,

Since U_a7_/\+%€ is a subgroup of U_, _4., we are done.
O
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The following Lemma is [BT72, 6.3.7] with € denoting the k + ¢ and A\ denoting the k
of Bruhat-Tits.

4.45 Lemma. Leta € . Let A\ € R ande > 0. For anyu € U, » andv € U_, _\;., we
have

[u,v] € UsaorteUarteToU—a,—r+2:U—2a,—2r432- (9)
If, moreover, u € Uy, that is u € Usaon, then

[U, U] € UQa,2A+€Ua,)\+5TbUfa,f)\+3sU72a,72)\+45- (10>
Note that U2a,2>\+2aUa,)\+a = Ua,)\—i—e-

Proof. We can assume that u # 1 and v # 1. We keep the same notations as in the proof
of Lemma 4.43: A < p = ¢,(u) € 'y and - A +e < p=9_,(v) €e'_; me M,, and
ne M_,,; 00" eU_,_, such that u = v'mv"; v, u" € U, _, such that v = u'nu".
By axiom (V3), we have [u”,u™'] € Uz —,. Hence, by Lemma 4.14, we have
TLU2a“ufpn71 C U72a N nUaygn*I = U72a N Uﬁa’%J&p = U—Qa,u+3p.

1

Moreover, nu~*n=t € nU, ,n~' = U_, 112, by Lemma 4.14. Thus, formula (7) gives
M H+2p

[U, U] S UaU—Qa,u+3pU—a,u+2pUa,—p-

By Lemma 4.44 applied to (—a,p + 2p, 0 + p) in the role of (a, A ), the product
U—saput3pU-a ut2pTpUq,—, is @ group which is equal to

Ua,—pThU_q ji2pU—20,u+3, by applying inverse map.

Since pu+2p = —A+ 2¢ and p+ 3p = =2\ + 3¢ we get

[u,v] € U TyU_q —xt2:U—20,—2743¢-
By axiom (V3), we have [v",v] € U_94,—,. Hence, by Lemma 4.14, we have
mU,gohp,Hm’1 C U N mU_a’%m’l =Us N Um%wu = Usa3p4p-
Moreover, mvm™" € mU_, ,m™" C U, p12, by Lemma 4.14. Thus, formula (8) gives

[u,v] € Ueo,-pU2a3p1pVa prouU-a-

Applying Lemma 4.44 to
(o, p+ 2w, p+ 1) in the role of (a, A\, e), since p+2u > A+cand p+3u > 2\ +¢
we get
[u, U] S U2a,2)\+sUa,)\+sTbUfa-

Uniqueness of the writting in UTTU~ (axiom (RGD6)) gives (9).
If, moreover, u € Us,, then we have [u”,u!] = 1 by axiom (RGD2).
Moreover, nu~'n"! € U_sq N U_q yiy2p = U—20.24+4,. Thus

[u,v] € UoU_20,2p+4pUa,—p-

Applying Lemma 4.44 to (—a, 2u + 3p,2(p + p)), we get
[w, v] € UsToU_q 24+3pU—20.24+4p-
Since 2+ 3p = — A + 3¢ and 2u + 4p > —2\ + 4e, we obtain
[u,v] € UsTyU_q —x43:U_20,—2744c-

Hence, by Lemma 4.43 and uniqueness of the writting in UTTU~ (axiom (RGDG6)),
we get (10). O
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4.46 Notation. Let A € R, ¢ > 0 and a € ®. Consider v € U, and v € U_, ;..
Then, according to Lemma 4.40 and axiom (RGDG6), there is a unique t(u,v) € T} such
that [u,v] € Ugat(u,v)U_q —rye. The element ¢(u,v) is then called the T-component of
[u, v].

The following Proposition details [BT72, 6.3.9]. This proposition is really important
to prove that the fibers of the %°-building for the projection maps also are buildings, see
Proposition 8.5.

4.47 Proposition. Let A € R, e > 0 and o € . Then T3 , is the group generated by the
T-components t(u,v) of the commutators [u,v] for u € Uy and v € U_y _rte.

In particular, T}, , is the group generated by the T-components t(u,v) of commutators
[u,v] for u € U, and vel', .

Proof. Denote by X the subgroup of T}, generated by {t(u,v), u € Uyn, v € U_q —ric}-
Since [u,v] € L , we have X C L, NT,. We prove that Y = UszxXU_o ric is a
group. It is stable by left multiplication by elements in U, ) and X since the subgroup
X C Ty, normalizes U, . For v € U_, _ic and uzw € Y, we have vuzw = u[u™!, vjvzw.
Let ' € U,y and v/ € U_, 4. be such that [u™',v] = v/t(u"' v)v'. Then vuzw =
(u)(t(u™t, v)z) (z""'vr)w. We have uu' € U, and t(u™",v)z € X. Moreover, since
r € X normalizes U_, .., we have (z7"'vx)w € U_, _r4e. This proves that YV is a
subgroup of L, , containing U, » and U_q, _x4.. Hence Y = L ,. By Proposition 4.41 (1)

and uniqueness in axiom (RGD6), we get X =T ,.
Since U’ , _y is the union (J_ o U_qa,—r4e, we get that T7, \ = [J_.( T \ by intersection of
L,y = Uesg UanU—a, 21Ty, with T This gives the second assertion of the Proposition.
[

We obtain the following Corollary, corresponding to [BT72, 6.4.25 (ii) and (iii)| which
does not use infimum and supremum.

4.48 Corollary. Let A € R, ¢ > 0 and o € ®. Then the following commutator subgroups
satisfy:

(7% 5 Uan] C UapteUza 2t (11)
and
(T2 5 U—aon] CU—g-a4eU—20, 27 (12)
Moreover,
[Tolt,/V Ua,/\] C U (13)
and
[T Uean] CU 4y (14)

Proof. 1f € = 0, the inclusions are immediate since T, x C T} normalizes U, ) and Uz, 2x C
Uax. Assume that € > 0 and consider the product

Z = U2a,2)\+s Ua,)\JrsTb U,a7,)\+€ Uf2a,72)\+€ .

To prove that Z is a group, it suffices to prove that Z is stable by right multiplication
by elements in the subgroups Usq 2x+e, Uartes Thy U—q,—ate and U_gq,—2x+c. It is obvious
for the three last ones. Let u € Usqor1eUanie and v € U_o, 21U 2q,—2r1e. Set = A+5.
Then u € U,,, and v € U_, _,+.. Thus, applying (9) of Lemma 4.45,

-1
[u 7U] € UQa,Q,quEUa,,qusTbUfa,ﬁquQEU72a,72,u+35 = U2a,2)\+2€Ua,)\+ggTbUfa7f)\+%5U72a,72)\+25-
Hence [u™t,v] € Z and therefore

vu = ufu " vv € uZv = Z.

47



Hence ZUzq 2)+:Uar+e = Z and therefore Z is a group.
We prove (11) by showing that the following set of generators satisfy:

{[t(u,v),x}, T,u € Ua,/\7 v e Ufa,f)\Jra} C Ua,)\+5U2a,2)\+5'

Let u,x € Uy and v € U_, _x4.. We will show that [t(u,v),z] € Z. By Lemma 4.45,
we have [u,v] € Z and we can write it as [u, v] = uguit(u,v)v1vy. By Lemma 4.45 and
axiom (V3), all the commutators [v™! zu], [v™!, 2], [z, u1], [z, us], [z,v1] and [z, vs] are
in Z. We have that z[u,v]z™' € Z. Indeed, zuv = v[v™! zulzu € Zzu and zvu =
v[v™!, z]ou € Zau since v € Z. Moreover zu;z ™' =[x, u;Ju; € Z and zv;z™ = [z, v]v; €
Z for i € {1,2} since u;,v; € Z. Hence zt(u,v)x™" € Z and we get [t(u,v),z] € Z since
t(u,v) € T, C Z. Since T}, normalizes U, 5, we have [t(u,v),z] € U,. Thus [t(u,v),z] €
ZN Ua = U2a,2>\+eUa,>\+e-

We prove inclusion (12) on the set of generators [t(u,v),z| for x € U_, _x, u € Uy
and v € U_y _xs.. Let p=¢_o(z) € I'_,. If p > =X+ ¢, then z € Z and therefore
[t(u,v),z] € Z. Otherwise, denote ¢’ = A + p so that 0 < &’ < e. By Lemma 4.44 applied
to the root —a and the parameters —\ +¢ € R and € — &’ > 0, the set

7' = Ua,—(—)\+s)+(€—s’)TbUfa,f)\JrsU—Qa,Z(—)\—I—s)—(s—z—:’) = Ua,fuTbUfa,f)\JrsU72a,72)\+5+5/

is a group. Using Proposition 4.13 (2), we write * = ymz, with m € M_,,, = M, _,, and
y,2 € Uy —p
Denote t = t(u,v). Then

1 1, -1

[t, 2] = tymzt™ 2" im Ty T = [t ylylt, mimlt, 2lm Ty
We have [t,m] € T, C Z' since v([t,m]) = [1,7_,,] = id.
As in Remark 4.39, we have

37)\ = <Uo¢,/\a U—a,—/\+6> - <Uo¢,—u+s’7 U—a,u+5—e’> C <Ua,—u7 U—a,u+a—e’> - LZT_E;L

By inclusion (11), we have [t,y], [t,2] € Un —pse—eUsa,—2pte—er C Up—p C Z'.
By Lemma 4.14, we have

-1
mUa,—p+5U2o¢,—2u+£m = U—a,—u+£+2uU—2o¢,—2u+a+4u = U—a7u+£U—2a,2u+a-

Since pu+e > —Me and 2u+e > =2 +e+e’, we have m[t, 2lm™ € U_, 341U 20, —orierer C
Z'. Since y € Z', we get that [t,x] € Z' as a product of such elements. More-
over, [t,z] € U_, since T normalizes U_,. Hence, we have either [t,z] € ZNU_, or
[t,z] € Z' NU_,. By uniqueness in axiom (RGD6), we get U_n —rieU_20 —orteter =
Z'NU_o CZNU_y =U_4 -x4:U_24,_2x+c and we are done.

Since L, , is the increasing union L[, , = {J..o L5\, and so is T}, , = .o 75 5, We get
that the commutator subgroup [T}, 5, Ua ] (vesp. [T}, 5, U_q,2]) is the increasing union of
the commutator subgroups UE>O[T§7)\, Uap] C Ueoo UanteUsza2rse

The latter union is equal to U], ,. Indeed it contains U/ , by definition. If ¢ > 0
satisfies 2\ + ¢ € I'y,, then by Fact 4.11, there exists p € I’y such that 2 = 2\ + €.
Denote ¢ = y1 — A. Then &’ > 0 since 2¢' = ¢ > 0. Thus Usaorie C Uapier C Upy.
Otherwise, for any u € Usq 2r4e, We have @o,(u) > 2A4¢. Hence, there is ¢’ > 0 such that
u € Usaorteter C Unrgmin(ee) C U(;’/\. Thus we get Usgorte C U;y/\ for every € > 0 so
that we get the desired equality. As a consequence, we get inclusion (13). By symmetry,

we obtain inclusion (14).
0
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4.5 Subgroups generated by unipotent elements

In this section, we work under data and notations of 4.33. Moreover, we fix a non-
empty subset 2 C Ag. For simplicity, we will forget the chosen origin o of Ay in this
section, i.e. we will denote by a(z) the quantity a(z — o) by abuse of notation.

4.49 Remark. In Bruhat-Tits theory, some results on groups are expressed in terms of
concave functions f [BT72, §6.4] associated to abstract groups endowed with the structure
of a valued root group datum. In fact, only some well-chosen concave functions are
considered for reductive groups over local fields. For instance, the optimized function f’
associated to a concave function f is defined in [BT84, 4.5.2] as:

f'(@) =inf{\ €T, A > f(«) or, when % €D, — > f( )}
In Bruhat-Tits theory, since the valuation group A is contained in R, f’(«a) is well defined
and is an element of I, so that it is relevant to work with the group U, p(s). More
specifically, for a subset (2 € Ag, some concave functions fq can be considered in order
to define parahoric subgroups Pp C G. Once the building 7 has been constructed, this
subgroup Py turns out to be the pointwise stabilizer of (2.
Recall that the quasi-concave maps were defined by:

fala) =inf{\ € R, Vx € Q, a(x) + A = inf ﬂ ), +oo[= sup{—a(z), x € Q}

e

Here, we do not use infimum and supremum, so that we replace this definition by some
intersections or unions of groups.

Note that in the Bruhat-Tits theory, such a function fq satisfies fo(2a) = 2fq(«a)
which is the case of equality of the concave inequality 2f(a) > f(2«). This equality
induces an equality of groups U,y = U, fUsq s in [BT72, §6.4].

4.50 Notation. We denote by:

Ua,Q - m Uoz,—oz(ac) aQ - m o, —o(x)

e e

We denote by Ug (resp. Uf) the subgroup of G generated by the union of subgroups
Ua (resp. U, o) for a € ®.

It is convenient to introduce the notation Use,q (resp. Uy, o) as being the trivial group
when o € ® and 2a ¢ P.

If it is given a choice of positive roots ®*, we denote U and U~ as in (RGD6). We
denote by:

Uy =UaNU" Uy =u,nU*
Uy =UaNU~ Uy =U,NU~
To=UaNT T, =U,NT
No=UqN N N,y =U,NN

If Q = {x}, we denote Uy 4, Uy, etc. instead of Uy (5}, Uyay, etc.

Note that the notation N, was not introduced in [BT72]. In the context of algebraic
groups, under favourable assumptions (typically a simply-connectedness assumption), the
rational points of a group are generated by the unipotent elements. That is why we denote
with a N the N-component of the group U generated by some unipotent elements.
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4.51 Fact. By definition, we have the following equalities:

Ua,Q = ﬂ Ua,a: = ro_yl (ﬂ[_a<m)7oo]>

€ €
and
o= 02" (- a0l
€ €
Note that the intersections (), q[—a(z), 00] and [,.o] — a(z), 0c] are convex subsets

of R that may not be intervals of R when R # R.
4.52 Fact. The group Ty normalizes Uy and U, o for any a € .

Proof. For any x € Q and any € > 0, we know by Corollary4.31 that 7, normalizes
Ua,—a(z)+e- It remains true by taking increasing unions and intersections of these groups.

O
4.53 Lemma. For any o € ®pq, we have Uzq 0 C Uy .
Proof. By axiom (V4), we have Usy oy C U,y for any A € R. Hence
Usa0 = ﬂ Usaz = ﬂ Usa,—2a(z) C ﬂ Us—a@z) = ﬂ Uaz = Usg.
zeQ zef zeQ zef
O

4.54 Notation. Let o € ®. We denote by L, o (resp. L, ) the subgroup of G generated
by Ua and U_qq (resp. Uy g and U’ o). We denote

Ta7Q:La79mT ;Q—L/QHT
Nog=LaaNN =L, gNN.

Note that since () is not empty, there exists some point x € €2 so that we have
Loy D Logsince Uyy DUy and U_y, D U_y . Therefore T, o and 77, o are subgroups
of Ty, according to Proposition 4.41(5) applied to Loz = La,—a(z)-

Note that, Lo o = L_a, by definition, but L” , o may differ from L], g

The following Lemma corresponds to [BT72, 6.4.7 (QC1)| with a different proof since
we do not use concave maps.

4.55 Lemma. For any o € ¢, we have:

ch,Q - U—a,QUa,QNa,Q - Ua,QU—a,QNa,Q (QC1>

~¢;,Q = Tc/x,Q CT and /aQ = UaﬂTC/x,QU,—a,Q = U,—a,QTc,v,QUa,Q' (QC1)

Note that the group U, may not be commutative, when « is multipliable for instance.
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Proof. Obviously, the set Ua7QU_a7QNa7Q is contained in L, o and the set Ua7QU/_a7QNA’Q
is contained in L, by definition. Let g € Lago (resp. L o) and write it as a product
g =TI~ hi with h; € UyqUU_qq (resp. h; € UsqUU! ). For 1 <i < m, denote

A — QOa(hl) if hz c Ua@, o o0 if hz S Ua,Q,
Tl oo ifh € U_aq, = oialhy)  if hy € U_gq.

Hence for any = € €2, we have \; > —a(z) and u; > —(—a)(z) = a(x) (resp. p; > a(x)).
Let A = minj <<, A and g = min; <<, pt;. Then A = \; for some ¢ so that U,y = Uy, C
Uae and p = p; for some j so that U_o, = U_q,, C U_4,. Moreover h;y € Usx U U4,
for any 1 < ¢ < m by definition of A and u. Let ¢ = A+ p > —a(z) + alz) =0
(resp. € > 0). Thus g is in the group generated by U, and U_, , = U_, _»4- which
is Lg, , = UanU—a,-r1eN, ,, by Corollary 4.42. Since U,y C U, for every x € (2, we
have U,y C U,gq. By the same way, U_, x4 C U_,q. Hence Lzy/\ C Lagq. Thus
Niy = NNL,, C NNLyg = Nayg. Moreover, No, = T5, C Tlq when ¢ > 0
by Proposition 4.41(2). This gives g € Ua,QU,mQNmQ for any g € Laq (resp. g €
UaU’, T4 q for any g € L, o).

Moreover, using a Bruhat decomposition [BT72, 6.1.15(c)], it gives L, o\ N = N&Q C
T, which gives the first part of (QC1’). Since N&Q =T, o C T, normalizes U, o, we get
the first equality of the second part of (QC1’).

We get the second equality by applying inverse map.

4.56 Lemma. Let o € ®. The following commutator subgroups satisfy
Ua, Uc/m] C Uéa,ﬂ Va0, ULa,Q] - U&,QUia,QTé,Q

Proof. We check it on a set of generators. Consider u € U, q and u' € U, . Pick any
r € Qandset A = —a(z) € R. Let p = @a(u) = A+¢eand i@/ = p,(v) = X+ ¢ with
e 2 0 and ¢ > 0. Then, by axiom (V3), we have [u,u] € Usaprierer C Usyon = Usg e
Hence [u,] € e Uharr = U

Consider u € U, q and v € U’ . For any v € €, let A = —a(z) € R. Then
u € Uy and there exists ¢ > 0 such that v € U_,_»i.. By Lemma 4.45, we have
[u,v] € UsaorteUnrtet(t, V)U_p —ri2:U-24, 21132 Where t(u,v) is the T-component of
[u,v]. Hence, by Lemma 4.40, there are v’ € U,, v' € U_,, uniquely determined such that
[u,v] = u't(u,v)v. Moreover, 2¢,(u') = 2X + ¢ > —2a(x) and 2¢_,(v') > =2\ + 3¢ >
2a(x).

Hence v’ € U], and v' € U’ for any x € 2. Hence v’ € U)o and v € U’ q.
Thus by Lemma 4.40 (2), t(u,v) € L, o NT = T, o. Hence [u,v] € U, T}, qU" ,q =
Ui, oU’ o oTe q since T, o C Ty, normalizes U’ . O

The following Lemma corresponds to [BT72, 6.4.7 (QC2)]. It is an immediate conse-
quence of axiom (V3) and of the definitions.

4.57 Lemma. Let o, f € ® be such that B ¢ —Rsoa. Let U gy (Tesp. U(,a,ﬁ),Q) be the
subgroup of G generated by the U, o (resp. Ul ) for v € (o, B) (see Notation 3.1). Then
the commutator subgroups satisfy:

[Ua0:Us o] CUp o (QC2)

[Ua,Us gl C U(/oawB)ﬂ (QC2)
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Proof. Let u € Uyq, v € Usg and v' € Upq. Let A = pu(u), p = ps(v) and p' =
wp(v'). Let r,s € Zso be such that v = ra + sf € ®. Then for any x € €2, we have
A > —a(x), p > —p(x) and ¢ > —p(x). Hence rA + su > —ra(x) — sf(x) = —y(z) and
rA+sp' > —ra(r) —sf(z) = —vy(x). Thus U, ;xiep C Uy e and U, pxiq C U .. Because
this inclusion holds for any x € 2, we deduce that U, ,y;s, C U, and U, ;a5 C U&Q
By axiom (V3), the commutator [u,v] (resp. [u,?]) is contained in the group generated

by the UTOH‘SB,T)\'FSM - UT‘OH—SB,Q (reSp. Ura+5,3,7-)\+3p/ C U;OH-SB,Q)' O
4.58 Example. According to Lemmas 4.55(QC1) and 4.57(QC2), the family ((Un.0)acas, Y)

is quasi-concave for every subgroup Y of T} since 7}, normalizes each U, o for a € ® and
Uso = UsoUsa o by Lemma 4.53. In particular, for Y = 1, we get from Proposition 4.4:

(1) Uy NUqg = Uy and Usy NUq = Uszq N Upq = Usa o for any o € Opq.

(2) The product map H Ung — U3 =UgNUT (resp. H U_oo —Ug =UgNU™)
acdt, LIS
is a bijection for any ordering on the product.

(3) We have Uy = Ut Uy No = U5 U Ng.
(4) The group N is generated by the NaQ for a € ®,q.

Since for every a € ®, the group T, o C T, normalizes U, and U’ , o, we deduce
from Lemmas 4.56 and 4.55(QC1’) that U/, qU’ , o(T'NUy) is a group for any ordering of
the product. Since U], g, is a subgroup of U, o, we deduce from Lemma 4.57(QC2’) that
the family ((UC’E’Q)Q@, Y') is quasi-concave for any subgroup Y of T, since T} normalizes

the U/, o for a € ®.
We have, as in [BT72, 6.4.25(i)|, the following:

4.59 Proposition. Let a, 5 € ® be two roots such that § € Ra. Let \,u € R and € > 0.
Then the following commutator subgroup satisfies

[Tﬁsw Ua)\} C Uap+eUsaorse-

Moreover,

[Té,#’ Ua)\] C U(;’)\

Proof. There is nothing to prove for ¢ = 0, since T , C T; (Proposition 4.41 (5)) normal-
izes Uy \ = Ua \Usq 2x (Corollary 4.31). Assume € > 0 and consider the group X generated
by the subsets Ug , U-g—p+e and U_op —2y4. Then X contains 7§ , by definition.

For s € Z, denote (s) = { 0 ?f s >0 . Consider the group Y generated by the

e ifs<0
Uratsgratsute(s) for (1,s) € Zso x Z such that ra + s € ®.

By axiom (V3), we observe that the commutator [z,y] for v € U, UU_g_,+. U
U_2,—2u+c and y € U (r,8)EZ0 X Uratspratsute(s) belongs to Y. Thus X normalizes Y and
[X,Uan] C Y. Hence [T§ ,,Uan] CY NU, since Tj , € X NT normalizes U,.

Consider the root system ®(«, 5) = &N (Za + Zﬁ) and the family of groups defined
by Xratss = Uratspratsute(s) for 7> 0 and ra + s € ® and by X, = 1 otherwise.
Then the family of groups (X ), ¢4, g 15 quasi-concave (axiom (QC1) is obvious for this
set since either X_5, = X_, =1 or Xy, = X, = 1 and axiom (QC2) is a consequence of
axiom (V3)). Thus by Proposition 4.4, we get that Y N U, = X, X0 = UsrtcUsa2r1e-

Since T , = (.~ T5,,.» we get that any element in the commutator subgroup [T ,, Ua 2]
belongs to the commutator subgroup [T ,,Ua,| for some e > 0. Thus [Ty ,,Usx] C

U5>0[T5u7 U ] - Us>0 Ua7/\+€U20472)\+E = U&,A' D
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4.6 Local root systems

In this section, we work under data and notations of 4.33. Moreover, we fix a non-
empty subset 2 C Ag. For simplicity, we will forget the chosen origin o of Ay in this
section, i.e. we will denote by a(x) the quantity a(xz — o) by abuse of notation. The goal
of this section is to define a root system ®f, depending on the local geometry of 2 inside
Ap with respect to some hyperplanes H, , for o € ® and A\ € I'), that will be the walls of
AR.

4.60 Notation. We define the following subset of roots:
O ={ae® I\, €R, YV €Q, —a(r) =N}

Pg={aecd IN, €T, Ve e, —alx) =N}

Note that, by definition, we have &g C ®&f C &. We will observe (see Proposition 4.64)
that ®q is a root system. We call it the local root system associated to €.

4.61 Lemma. Let o € ®. The following are equivalent:

(i) a € Og;

(i) Ju € U, such that Vx € Q, po(u) = —a(x) and Vv € Uy, @a(t) = @o(uv);
(i) a € ®g and Ju € Uy g such that Vv € Usa, uv U], o.
Proof.

(i) = (ii): If a € ®q, let A\, € I, be such that Vo € Q, —a(x) = A\,. By definition,
there is u € U, such that —a(z) = pq(u) and Uy e, () = ﬂv€U2a Ua,pa(uv)- Thus Vo € Usg,
we have ¢ ! ([pa(u), +00]) C o ! ([pa(uv), +00]) and therefore v, (u) = @q(uv).

(ii) = (iii): Let u € U, be such that Vo € Q, ¢,(u) = —a(z) and Vv € Us,, @ao(u) =
@o(uv). For any z,y € Q, we have —a () = ¢q(u) = —a(y) so that u € (,.q Uaz = Ua.
Suppose by contradiction that there is a v € Uy, such that uv € U/ o. Then for any
x € Q, we have uv € Uj, , and therefore p,(uv) > —a(z) = @o(u) which contradicts the
assumption.

(iii) = (i): Assume that there exists a u € U,,q such that Vv € Usa, uv ¢ U/, . Let
Ao = @o(u). Forx € Q,sinceu € Uy g C Uy, we have Ay, = o (u) = —a(x). Let v € Us,.
Then uv ¢ U/, o and there is x, € Q such that uv ¢ U, , . Thus @,(uv) < —a(z,) <
@a(u). Hence Uy g () C Uq o (uv) for every v € Us, and we get Uy o, (u) = ﬂUGUZQ Ua, o (uv)
by taking v = 1, so that A\, = p,(u) € T',. If, moreover, a € ®f, then Yy € Q, we have
—a(y) = —a(x) = A O

Without infimum and supremum, we provide a different proof and a slightly different
statement of [BT72, 6.4.11]:

4.62 Lemma. For any a € ®nq, we have ‘v(Nyq) C {1,7,} with equality if, and only
if, either a or 2a belongs to ®q.
Proof. According to [BT72, 6.1.2(7) & (10)] and [BT72, 6.1.15 (c)], since Na,g C NN
(Ua, U_o, T) = T'U M, we have (N,q) C {1,ra}.

Suppose that a € ®g. Let u € U, be given by Lemma 4.61(ii) and A = ¢, (u) € I, C
I'y. Then, by Lemma 4.25, we have (M, ) = {ro}. Moreover, by Proposition 4.13(3),
the set M, , is contained in L, ). Moreover, for any z € 2, we have —a(x) = X which

gives Uy y = Uy o and U_,, , = U_, o and therefore M, ) C Na,g. Thus r, € ”V(NQ,Q).
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Suppose that 2a € &g, then r, € ”U(Na@) since Nga,g C Na@ by definition.

Conversely, suppose that r, € W (N,gq). Consider any n € w'({ro}) N Nag. Note
that n ¢ T since w(T) = id by [BT72, 6.1.11(ii)]. Since Uy U U_, is a generating
set of the group L, g, we can write n as a product n = [[/_, u; where r € Z-, and
U; € UOé’Q U U,OQQ with wu; 7§ 1.

For any i € [1,r], denote

N Yolu;) if u; € Uy, o O alu;) ifu €U_,
! oo ifwu; € U_yg, Hi oo ifu; € U,,

and consider A = min{\;, ¢ € [1,r]} € RU{oo} and p = min{u;, i € [1,7]} € RU {oo}.
For any i € [1,r], we have either \; = 0o or u; € Uy,g = [),cq Ua,e Which gives o, (u;) =
i = —a(x) for every x € Q2. Thus U, 5, C Usq. By the same way, U_,, ,, C U_q 0. Thus
Uar C Upg and U_,,, C U_, . Hence, for € €2, we have A > —a(z) and p > o).
Denote ¢ = A+ p > 0. Then n € Lf , and thus n € Nj o \ T which gives ¢ = 0 and
A € T, by Proposition 4.41. Hence Vx € QA > —a(z) and g = —\ > a(z). Thus
Ve € Q, —a(z) = X € [',. If A € I, then we have a € ®g. Otherwise, by Fact 4.11,
2\ € I, and thus Va € Q, —(2a)(z) = 2\ € Iy, which means 2a € Og,.

]

4.63 Proposition. The group Ng normalizes Uy,

Proof. Let @ € ®yq and n € N, . Let f € ® and u € Usq-

If w(n) = id, then n € T by [BT72, 6.1.11(ii)| and therefore n € T, o C T}. Thus
nun~" € Uj .

Otherwise a or 2a € @ by Lemma 4.62, so that for any x € €2, we have —«(z) = X €
I',. Denote by v = w(n)(f). Then n € L, since Urnq C Uiy, and therefore n € Tym
for any m € M, , by Proposition 4.41.

Let z € Q and € = @g(u) + f(x) > 0. Then mum™" € U, _g)+ets@)n = Uy —y(a)4e
with v = r,(8) = 8 — B(a”)a according to Lemma 4.14. Thus nun~' € U, , for every
r € Q and therefore nun=' € U],. Hence n normalizes Uy, since it is generated by the

U}, o

JeXo)
Thus Ng normalizes U, since it is generated by those elements n according to Exam-
ple 4.58(4). O

In the following Proposition, we detail the proof of [BT72, 6.4.10] with some changes
since we do not use infimum here.

4.64 Proposition. The subset ®q is a sub-root system of ®, i.e. a root system in the
R-subspace V5 generated by Pq.

Moreover, the group homomorphism v : N — GL(V*) induces a group homomorphism
No — GL(Vg) sending n onto the restriction of w(n) to Vi with image the Weyl group
of ®q and kernel Tg.

Proof. Denote by Wq = UI/(NQ) which is a subgroup of the Weyl group of &.

Firstly we prove that @, is stable by Wq. Let n € Ny and w = "w(n) € Wo C W(®).
Consider any a € ®g and denote 5 = w(«). Consider an element u € U, such that
Vz € Q, po(u) = —a(r) and Vo € Usy, ©a(u) = @q(uv) given by 4.61(ii). Let u = nun™'.
By [BT72, 6.1.2 (10)], we have & € Us. Since n € Ng C Ug, we have & € UsNUq = Usq by
Example 4.58(1). Let v € Usg and denote v = n~'on € Uy,-1(2) = Use. Suppose that uv €
Up.q- Since Ng normalizes U}, by Proposition 4.63, we have uv = n~'ton € U,NU, = Uha
by Proposition 4.4(1) applied to U{, (this is possible according to Example 4.58). This
contradicts the assumption on u since for any x € €, we have ¢, (uv) > —a(x) = @.(u).
Thus uv & Uy .
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Finally, for z € Q, we have U, = U, NUs = n(U, N U n™t = nU;@nfl since
n € Ng C N, normalizes U, by Proposition 4.63. Thus for z,y € €2, we have Uj , =
nU,, ,n~" = nU, n~' = Uj,. Thus, for v = 1, we have u ¢ Uj, = Up, for any z € Q.
Hence for any :r € Q, we get ws(u ) < —f(x ) But we also have goB( ) > —[((z) since
u € Ug,. Hence f € ®f. Thus, by the characterisation (iii) in Lemma 4.61, we have
B € Pq. N N

Secondly, since Ng is generated by the N, q according to Example 4.58(4), we get
from Lemma 4.62 that W, is the group generated by the reflections r, for a € ®q. Hence
®g is a root system inside V{j by definition and the restriction of elements in Wq to V{3
is the Weyl group of ®q,.

Finally, write V* = V3 @ (®g)*. Since any r, pointwise stabilizes (®)* for a € &g
and these 7, generate Wo, we know that Wg, pointwise stabilizes (®¢)+. Hence an element
w € Wq pointwise stabilizes V* if, and only if, it pointwise stabilizes V{;. Thus, the kernel
of Ng — GL(Vg) is ker N Ny = T'N (N N Ug) = Ty, by definition. O

We say that a point = € A is a special vertex if W(®,) = W (®).

4.65 Example. Consider G = SLy(K), let T be the subgroup of diagonal matrices and
U, (resp. U_,) the subgroup of upper (resp. lower) unitriangular matrices. We get a

generating root group datum of G if we take m = (_01 é) and M, = M_, = mT. There

are parametrizations @ : K* —» T, u, : K — U, and u_,, : K — U_, of these groups given

1
by a(z) = (6 2), Uq(z) = ((1) T) and u_,(y) = <—1y (1]) We define a valuation of

the root group datum by setting ¢iq(usq(z)) = w(z). For z,y € K with w(z) > 0 and
w(y) > 0, define u = uq(x) € Usp and v = u_o(y) € U’ o. Then

0] = 1 x 1 0\ (/1 —z\ (1 0\ [(l—zy+az*y* 2%
CO=N0 1) \=y 1)J\o 1) \y 1) 2y? 1+ zy

We set z = 1 + zy € K* since w(zy) > 0. Denote by t = a(z) € T, by v = u, (%)

and by v' = u_, <——> One can easily check that [u,v] = u/tv so that t = a(l +zy) =

t(u,v) € T}, for every x,y.
Assume for instance, that w : K — Z U {oo} is a discrete valuation of rank 1.
Thus T}, = {a(z), w(z —1) > 1}. By the same way, we get 7" ,, = T/, and Tj =

TN (U&O,U’_a,0> =T N (Ua1,U_n1) = {0(2), w(z—1) > 2}. In this case, we have
T(S & <To,cO7T/—o¢,O> = sz,o-

This example and the second inclusion of Lemma 4.56 suggest to introduce the fol-
lowing subgroup of 7' (which is denoted by Hy s+ in [BT72, 6.4]).

4.66 Notation. Let T be the subgroup of T}, (see Proposition 4.41 (5) and Notation 4.54)
generated by the T}, , for a € ®.

4.67 Lemma. We have T35 C T C Ty, and all these groups are normal in Ty. In partic-
ular, all those inclusions are inclusions of normal subgroups.

4.68 Remark. The second assertion of this lemma becomes obvious when T'= Zg(S)(K)
is the group of rational points of the centralizer of a maximal split torus S of a quasi-split
reductive group G. Indeed, in this case Zg(S) is a maximal torus of G by definition and
thus T is commutative. But note that Zg(S)(K) may not be commutative if G is not
quasi-split.

Proof. Since T, normalizes the U, and the U/, for any A € R and any a € @,
normalizes U, o and Uy, o as intersection of such groups. Therefore T, normalizes UQ,
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U and Ly, ¢ for any o € ®. Since Ty, is a subgroup of T, it normalizes the intersections
To =TNUq, To =TNUG and T}, = L, oNT for any o € ®. In particular, T normalizes
T¢, being generated by the T7, , for « € ®. Thus it remains to prove the inclusions.

For a € ®, we have T, o = L, o NT C Uy NT. Hence a generating set of T¢, is
contained in Tj, and therefore T C T, Q-

If v € Q, then Uy C Uy, for any a € ®. Hence Uy C U, and thus To =T N Uy C
Toz = To—a@ C Ty by Proposition 4.41(5). O

)

We have the analogous to [BT72, 6.4.27]:

4.69 Lemma. For any a € ®, the following commutator subgroup satisfies
[, Vool € Ug

Proof. Since Ty C Ty, normalizes U, o and, by Lemma 4.56, U, o normalizes U, o, it
suffices to prove that for a generating set X of T, for every u € U, o and every z € X,
we have [z,u] C U, q. We consider X = (Jgeq T . Thus, let € ®, u € Uy and
t € T} . Consider any z € 2.

Firstly we assume that o is non-divisible. Then u € Uy = Uy —a() and t € TAI =
We have the following three possibilities:

lA
T3 pay-

Case 1: § ¢ Ra Then, by Proposition 4.59, we get that [t,u] € U, =Ul.

—a(z)
Case 2: 3 € Ryoa Then 8 € {a,2a} since a is non-divisible and ¢t € T, since
T02 C 17, ;- Thus, by Corollary 4.48(13), we get that [t,u] € U}, ) = Us.

Case 3: € Rgaw Then € {—a, —2a} since « is non-divisible and t € T” since

1" 0r C T, Thus, by Corollary 4.48(14) applied to —a, we get that [t,u] € U&,—a(z) =
U/

Finally, if « is divisible, we have that v € Us , and we have already shown that
t,u] € Ua ,. But since T' normalizes U,, we have [t ul € Uy N U’ =U,,

Since the inclusion [t,u] € U, , holds for every z € €, we get [t, u] E Npco Ut =

o D
4.70 Notation. For a € &, we denote by

« _ J Uy ifadgdg
ol Lo ifa€d

We denote by Uy, the subgroup generated by T3 and the U} o, for a € ®.

4.71 Remark. If a € @, then RaN® C &g,

Indeed, let 5 € Ra and write it § = ra with 2r € {£1, 42, +4}. By definition, there
is A\, € R such that Vo € Q, —a(z) = A,. Thus, with 2X\g = 2r), (that belongs to R
since it is a Z-module), we have Vz € ), —25(z) = —2ra(x) = 2)As so that 5 € ®f, since
R is Z-torsion free and —f(z) € R for any = € Ag.

The difference between &g and @ is that @ takes the group structure into account
whereas the set ®§ only considers the structure of 2. For instance, any point z € Ag
satisfies ®F = & whereas we will have W (®,) = W(®) if, and only if, x is a special vertex.

We recall that, in Bruhat-Tits theory, there exist situations in which we never have
¢, = ® (for instance a dense valuation with I/, = ) for a multipliable root « € @, or a
discrete valuation with a totally ramified extension K/K splitting G).

The following Proposition corresponds to the beginning of the statement [BT72, 6.4.23]
with a different proof since we do not define quasi-concave maps.
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4.72 Proposition. The family of groups ((U;,Q)a@,TS’;) 1s quasi-concave and the group
Ug is a normal subgroup of Ug.

Proof. Since Uy, o C Uq for any a € ® and, by Lemma 4.67, T, C Tg, we know that U is
a subgroup of Ug. Moreover, T¢; normalizes the U, q for a € ® since T is a subgroup of T;,
by Lemma 4.67, which gives (QC3). Let o« € ® be a non-divisible root. By Lemma 4.69,
we have [Uy 0, T3] C Ulq C Usq. In particular, T normalizes Uy . By Example 4.58,
since the families (Un,0)ace and (U}, g)ace are quasi-concave and since &g = —&g, we

«

deduce that the family (U7 o)aco, T5;) satisfies axiom (QC1).
Now, we distinguish cases in order to prove axiom (QC2) on the one hand, and that

[Ua.0, UEQ] C Ug, for any «, 8 € ® on the other hand. Consider any «a, 5 € .

Case 3 € ®g: If B € —R.pa, by Lemma 4.56, we get that [Ua.q,Uj o] = [Uaa, U o] C

U oU o oToa C UG (since [Una,U 5, ql C [Uag, UL, o] and a is non-divisible). Oth-

erwise, by Lemma 4.57(QC2’), we get that [Us0,Ujql = [Ua0:Usol C [1cp Uya C

[T c(p Usq- In particular, we get axiom (QC2) for any a € ® and any 8 € @5, satisfying
—R>004.

Case 3 € ®\ ®5: Suppose that 3 ¢ —Ropa. Let uy € Ujq C Usq and ug € U =
Usq. By Proposition 4.4 (2), since (Uy.0)aco is quasi-concave (see Example 4.58), there
is a unique family of elements u, € U, for v € (o, ) such that [ua, us] = [[,c(n 5 Uy
(up to the choice of an ordering on the factors). Let v € (a, §) and write it v = ra + s
with 7,5 € Zso. If v € ), then u, € U, o = U] o. Otherwise, we have v € ®,. Let A, be
such that A\, = —y(z) for every z € €. Since 8 & @, there are points y, z € 2 such that
“B(y) < —B(2). Thus ps(us) > —B(2) > —B(y) and ga(ta) > —afy). Since g, (u,) >
r¢a(ta) + sps(ug) by axiom (V3) we get that ¢, (u,) > —ra(y) — sB(y) = —7(y) = \,.

Thus u, € U, , = U, for every x € (2 since A\, = —y(z). Hence u, € U, o = U} for
every v € (a, ). This ends the proof of axiom (QC2).

Now, consider any 3 ¢ ®5. If a & &, then [Us,Ujq] = [Ul g, Usql C U by
definition.

Otherwise, a € ®5. By Remark 4.71, we know that 8 ¢ Ra. Since Uj o = Upq, we
have the inclusion [U, 0, Uj o] C Uap),0 by Lemma 4.57. Let v = ra + s8 € (a, 8) with
r,s € Z~¢. By definition, the linear form « is constant on €2 but 3 is not. Therefore  is
non-constant so that v ¢ ®g. Thus for every v € (, 3), we have U, q = U .

Thus, we have shown that for any o € ®, we have Uy, T3] C Ug and [Ua,Uj o] C
Ug for every 8 € ®. Hence U, o normalizes Ug since Uy is generated by T¢, and the Uj
for g € ®.

Also does Usqq since it is a subgroup of U, q. Since U, o normalizes Uy, for every

a € ®, the group Uy generated by the U, o also normalizes Uy,. [

4.73 Notation. We denote by Gq the quotient group Ug/U.
For a € &, we denote by m the canonical image of U, o in Ga.
We denote by T, the canonical image of Ty in Go.
For a € @}, we denote by M, o the canonical image of M, , with \, = —a(x) for

any = € € (it does not depend on the choice of € € by definition of ®g)).

The following Lemma corresponds to part of [BT72, 6.4.23] with a completely different
proof.

4.74 Lemma. For any o € ®, we have Uy q C Usa 0 <= o € Pq.

Proof. Assume that Uy ¢ Usaq. Suppose, by contradiction that U, o C UQQUC’Y’Q. Let
u € Uyg and write it u = vw with v € Ul g, w € Uyo. Then w = v7'u € Uyq N
Use = Usn . Since v € U&Q C Ug, it contradicts the assumption. Hence there exists
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u € Uno \ UsaU o Let Ay = ¢a(u) € I'y. We prove that A, € I',. Indeed, let v € Us,.
If, by contradiction, we have pq (uv) > @ (u), then uv € U, o and therefore u € U, oUsq
which contradicts the definition of u. Thus ¢, (uv) < pu(u) for every v € Uy, and
therefore Us g ) = [Nyers, Uapa(uw) Which means ¢, (u) = A, € I',. Now, for any x € Q,
we have u € Uam and therefore —a(x) < po(u). But if —a(x) < po(u) for every x € Q,
then v € (,cq U, = U, which contradicts the definition of u. Thus, there exists an
element y € Q such that —a(y) = pa(u) = A\, € T, Finally, a € &, since U, o is not
trivial. Thus for every z € €, we have —a(z) = —a(y) = A\, € '), which proves a € @,

Conversely, let a € &g C &g, Then U} o = U, o by definition. Let u € U, be such
that Vz € Q, ¢,(u) = —a(z) and Yv € Usy, @a(uv) < po(u) (the existence of such a
u is provided by Lemma 4.61(ii)). By contradiction, suppose that u € U} oUza . Then
we would have some v € Usagn such that wv € Ul = U, o = U, for any z € Q.
Thus @, (uv) > —a(z) = @a(u) which contradicts the assumption on u. Hence Uno ¢
U oU2a,0. This gives U, a o ¢ Usqq because if we had Ua a0 C Usaq «, then we would have

Ua@ C Usa Uy N U, But Uy N U, = Uy g according to Proposition 4.4(1) since the
family (U7 q)aca,T¢) is quasi-concave. O

«

The following theorem summarizes the work of this section and of the previous one.
It corresponds to the last statement of [BT72, 6.4.23], applied to X = T and X* = T§.

4.75 Theorem. The system <T_Q, (Ua@, Ma,g)a@(l) 1s a generating root group datum of
type ®q in Gq.

Proof. Axiom (RGD1) is satisfied because if U, g = 1, then U, g C U5NU, = Uy, o would
contradict the assumption A\, € I'}, in the definition of a € ®g.

Axiom (RGD2) is satisfied because the family (U, q)aeo is quasi-concave by Exam-
ple 4.58.

Axiom (RGD3) is a consequence of Lemma 4.74.

Axiom (RGD4) is a consequence of Proposition 4.13.

Axiom (RGD5) is a consequence of Proposition 4.64.

For Axiom (RGD6), denote by 7 : Ug — Gq the he projection homomorphism. Denote
by Us = (Una,a € ®F) = 7(UZ). Let g € ToUgs NU, and let tu, € ToUS C Ugq
be a lifting of g with ¢ € Ty and u, € Ug. There exist u_ € U, and v € Uj such
that tu, = u_v. If we write (using Proposition 4.72) v = v_v,n for vy € Uy N U* and
n € NNUS, we have

v lu" o, = n(n"togn)

By Proposition 4.4 applied to the quasi-concave family of groups (U ), the group Ng :=
Uy NN is generated by the subgroups N o = NN (U; o UU*, ).

Claim: N q, is a subgroup of Tj,.

Indeed, if o € ®g), then so is —a and the result follows from Lemma 4.55 since U* , o =
U' o If a & @, consider 7,y € 2 such that —a(y) < —a(z) and denote by A = —a(x)
and p = —a(y). Then U;q = Uso C Usy = Usy and U* o C U 4y = U . Since
A —p=¢e >0, we have by Proposition 4.41 that N; o, C N; , CTp.

Hence N¢, is a subgroup of Ty, whence it normalizes UT. Thus n~'v,n € UT. Hence
t =n and v_'u=! =1 by [BT72, 6.1.15(c)]. Therefore u_ € Ug, whence g = m(u_) = 1.

It is a generating root group datum since the U, o generate Uqg by definition. [

5 Parahoric subgroups and Bruhat decomposition

In this chapter, we work under data and notations of 4.33. Note that all statements
can be trivially generalized for the empty root system (G = N =T and Agr = {0} when
® is empty).
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5.1 Parahoric subgroups

In this section, we will consider various subsets €2 of the apartment Ag.

5.1 Notation. For a non-empty subset {2 C Ag, we let Nq be the subgroup of G generated
by Nq and T} (as defined in [BT72, 7.1.3|) and we let P, (resp. F,) be the subgroup of
G generated by T, and Uq (resp. T, and UY,).

5.2 Notation. For any basis A of ®, we denote by UX{ (resp. Uy) the subgroup of G
generated by the U, (resp. U_,) for a € ®}.

5.3 Lemma. For any non-empty subset Q0 C Agr and any basis A of ®, we have:
e PoN N = Ng =TyNg = NoTy;
o PonNUL =UqNUL;
o PaNUx =UaNUx;

Po=(PaNULN(PanUL)(PoN N) = TyUg.

Proof. Since T, C N normalizes Ug, it normalizes NQ = N NUgq, so that No = TbNQ =
NQTb and PQ = UQTb (UQ N UA)<UQ N UA)NQT[) accordmg to example 4. 58(3)

Take p € P, and write p as p = uwvn with n € NQTb C N, u € Ugn UA and
v € UgNUyx. If p € N, then pn~' = uv gives p = n by spherical Bruhat decomposition
[BT72, 6.1.15(c)]. Thus N N Py = Ng. If p € UL, then n = v~ (u"'p) € ULUL.
Thus n = 1 by [BT72, 6.1.15(c)] again and u™'p = v € Uy N UL = {1} by (RGDG).
Thus p = u and therefore Po, N UL = Ug N UX. By an analogous method, we get that
PonNUy =UqNUL. O

5.4 Notation. We denote by:
No={neN, Vz e, v(n)(z) =z}

the pointwise stabilizer of {2 in N and by P (resp. PQ) the subgroup of G generated by
Uq (resp. U,) and Ng. The group Py is called the parahoric subgroup of Q in G. We
will see later in Lemma 6.5 that PQ is prescribed to be the pointwise stabilizer of {2 in G.

5.5 Fact. If QO C Q) C Agi are two non-empty subsets, then Uq is a subgroup of Ugqy.

Proof. For a € ®, we have Uyo = [\,cq Uaz C yeq Uaz = Ua,or. Since Ug and Ug are
respectively generated by the U, o and the U, o for a € ®, we deduce that Uy C Ugp. [

5.6 Remark. As a consequence, the same inclusions hold for the groups NQ, To, Pq, Nq,

Nq being the pointwise stabilizer of 2 in N, and finally P, = NqUq.

5.2 Action of N on parahoric subgroups

The action of N on Agi can be compared with the action of N on V* as follows:

5.7 Lemma. For any a € ®, anyn € N and any x € ), we have:

v(n)(@)(z — o) = a(v(n")(x) — v(n")(0)).
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Proof. We know that (V) is contained in the subgroup of Affz(Ar) generated by the g,
for € ® and ¢ € R and that "v(Mp) = {rsz} by (CAl) and [BT72, 6.1.2(10)|. Moreover,
N is generated by the Mg for 8 € ®. Thus, it suffices to prove that for any z € Ag, any
g € ® and any u € R, we have:

rg(a)(z — o) = a(ry,(x) = 5,(0)).
Note that TEL =rg,. For any x € Ag, we have:

r8,u(x) = 15,u(0) = (x — (B(x — 0) + p)B”) — (0 = (B(o — 0) + p) ")
P

Hence
a(reu(r) —1p,(0)) = alz —0) — a(B”)B(z — 0) = rg(a)(z — o).
O

5.8 Lemma. For any n € N and any o € ®, we have nUyon™" = Usy(n)(a) w(n)@) ond
g™ = Ul (o))

Proof. Let z € Q. We have nU, n"!' = Un(a),—a(z—o)+a(v(n-1)(0)—o) according to Corol-
lary 4.31. But:

—a(z—o0)+a(v(n ) (0)—0) = a(v(n")(0) —v(n")ov(n)(z))) = —"v(n)(a)(v(n)(x) — o)

by Lemma 5.7. Thus nU, ,n"' = Uw(n)(a),v(n)(z) Dy definition. Hence:

—1 —1
nUsan™ = () nUazn ™" = [ Unimy@)wimy@) = Usnim)(e)wimn)@)-

€N zeN
We proceed in the same way for U, o = [,cq U.~¢ Un,—a(z) +e- H
5.9 Proposition. For any n € N, we have nUgn™" = Uy(nyq) and nUin™t = Uy ny@)-

Proof. By Lemma 5.8, we have nUa,Qn_1 = Uny(n)(a)w(n)(©)- Since U,y @) is generated by
the Ug ) for f € ® and "w(®) = P by definition of root systems, we are done. We
proceed in the same way for Uy,. O

5.10 Corollary. The group ]/\?Q normalizes Ug and UY,.
Proof. Since v(n)(€) =2 for any n € Ng, we are done by Proposition 5.9. O
5.11 Corollary. For any n € N, we have nPon~! = ﬁy(n)(g) and nﬁg’zn_l = ﬁ;(n)(m.

Proof. By definition, ]/\79 is the pointwise stabilizer of {2 in N and hence nﬁmfl =
Ny We have Po = NqUgq since Nq normalizes Ug by Corollary 5.10. Thus, by
applying Proposition 5.9, we get that nPon=! = Ny @) Uvn))- The same holds for
P, O

5.12 Corollary. For any non-empty subset Q0 C Ar and any basis A of ®, we have:
® ﬁQ NN = ]/\79,'
o PoNUL =UgNUY;

PonU; =UgNUx;

° ﬁQ = (ﬁQ N UX)(ﬁQ N U;)(ﬁg N N) = UQNQ
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Proof. By Corollary 5.10, we have ﬁg = UQNQ. Thus, one can conclude as in Lemma 5.3
using [BT72, 6.1.15(c)|. O

5.13 Corollary. We have No C N C ]/\\[Q In particular, the groups No and Ng fix Q.

Proof. By definition, we have Uy C Py C ]3g~2 Thus, by intersecting with N and by using
Lemma 5.3 and Corollary 5.12, we deduce No C N C Nq. O

5.14 Lemma. The group Ny normalizes 15.

Proof. Forany a € ® and any n € NQ, we get that nU, on -1 = = Un(n)(a),0 and nU’ Qn i

U’ “wn)(@) 0 thanks to Lemma 5.8 and the observation that v(n)({2) = Q Thus nl;, on™" =
vu(n)(a) o- Since N normalizes T', by intersecting the previous equality with T we get

nTlon ' =T w(n)(a).0- Thus n normalizes T, since T is generated by the T7,  for v € @
and w(n)(®) = ®. Hence N normalizes T. O

5.15 Proposition. The subset U,TE is a normal subgroup of ﬁg

Proof. Let us recall that T C T C T, by Lemma 4.67. Thus 7, normalizes U, so that
UL TS is a subgroup of Ug = UgTy and hence of ]39

Let @« € ® and u € U,qo. By Lemma 4.69, we have [U,q,T3] C Ul qo. Thus
uTju™ C ULTE. By Lemmas 4.56 and 4.57(QC2’), we get that [Uyq,Ujq] C UnTg.
Thus ulUjqu~" C UyTg. Hence Uy normalizes U)Ty; for any o € ®. Therefore Ug
normalizes U, T§;.

Moreover, according to Lemma 5.14 and Corollary 5.10, we deduce that Ng and thus

~

Py normalizes U,T. O
5.16 Proposition. The group NQ normalizes Ug,

Proof. We firstly prove that the action of ]/\\[Q on ® via ‘v stabilizes ®f,. Let a € &, and
n € Nq. By definition, there is a constant A, € R such that Vo € Q, —a(xz) = A,. For any
x € Ag, we have w(n)(a)(x—o0) = a(v(n™)(z)—v(n"')(0)) by Lemma 5.7. If x € €, then
v(n™Y(x) = z so that = (n)(a)(z—o0)—a(z—v(n1)(0)) = —a(x—0)+a(v(n=t)(0)—0o) =
Ao + a(v(n~1)(0) — 0). Hence, "w(n)(a) € ®f, and therefore N stabilizes ®7,.

Let n € Ngand o € @. If o € o, we have Ul , = Ul by definition. Thus,
by Lemma 5.8, we have nUson™' = Ul,yma = U:V(;l)(a),Q since v(n)(a) € ®f and
v(n)(Q2) = Q. If a & OF, then we have U} , = U, q by definition. Thus, by Lemma 5.8,
we have nUj on™" = Unnya).0 = U,Ty(n)(a)é since " (n)(a) ¢ @& and v(n)(Q2) = .

Since U, is generated by the U] g for a € @, we get that n normalizes Ug for any
n € ]/\\[Q ]

5.17 Corollary. The group Uy is a normal subgroup of ﬁQ
Proof. 1t is an immediate consequence of Proposition 5.16 and Proposition 4.72 since ]39

is generated by NQ and Ug. [

5.3 Parahoric subgroups as intersections over their fixed points

We get statements analogous to those of [BT72, 7.1.4] as follows:

5.18 Lemma. Let A be a basis of ® with order ®} in ®. Let C} o be the vector chamber

over A. Then, for any x € Ag, we have Upiey , C UX. In particular, Nx+C§A = {1}
and N:c—&-C}’zA = Tb.
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Proof. Let Q =x+Cp A. Let v € CF 5 so that z+0, C x4+ C}, 5 according to Lemma 3.7.
Let o € ®X. Thus a(v) € Z~ by definition of v.

Let ¢ € R-g. Theny € x+ev € x40, C . Moreover, we have a(y) = a(z)+a(ev) =
a(r) + a(v)e. Hence U_nq C U_4, = ¢-4([a(z) + a(v)e, 00]). Since this is true for any
e > 0 and (. la(x) + a(v)e,00] = (N.ogla(x) + €, 00] = {00} (because a(v) € Z~ and
R is Z-torsion free), we get that U_, o = U_, o = {1}. Thus, Ug is generated by U, o for
a € ®f, and is therefore a subgroup of UX{. We conclude by applying Lemma 5.3. n

5.19 Lemma. For any basis A of ®, any positive root o € ® and any non-empty subset
Q C Agr, we have

Ua,Q+C}’%’A = Ua,Q+5}’3,A = UVa,0-

Proof. Let v € C7 5 so that a(v) € Zso. Since +6§27A D Q+Cha D Q+ 0y, we
have Ua’QJr@;JM C UOC,QJFC;JM C Uq0+s,- Thus, it suffices to prove that U, a15, C Uy C
Ua,Q—i—éEA‘

Let u € Uyq+s,- Then for any y € Q and any € € a(v) - Rsg, if A € R is such that
a(v)A = g, then we have y + \v €  + 9, and hence:

pal(u) Z —aly + ) = —a(r) — <.

Since this inequality holds for every € € a(v) - Rsg, we get that ¢,(u) > —a(y). Thus
u € U, by definition. For any x € Q + U}%A, write z = y 4+ 2z with y €  and
z € 627& Then —a(z) < 0 by definition so that —a(z) < —a(y) < @q(u). Thus,
UmQ C Ua’9+51&’A. O

5.20 Proposition. For any non-empty subset 2 C Ag, and any basis A of ®, we have
PQHUX :UQJ"C})%,A = UQ—}-@EA PQOU& = UQ_évR,A = UQ—C}’%’A

Proof. On the one hand, we have Q+C} 5 C Q+U§M so that Ugiey . CUarey, C Ux
by Lemma 5.18. Hence, U 1Ty A and UQ+0;JM are generated by the same subgroups
UmQJ@%A = Ua7Q+CIUQ7A =Uyqfora e (@X)nd according to Example 4.58 and Lemma 5.19.
Thus UQ—i-éq;{,A = UQ"‘C}J«},A Cc Pan UZ

On the other hand, we have Po N U{ = Uy N UL by Lemma 5.3 and this group is
generated by the U, q for a € (9} ). according to Example 4.58. Hence we get the first
equalities.

Since Uy = U™, and —GUR’ A= U%’_ As we get the second equalities by applying the
first ones with —A instead of A. O

5.21 Corollary. For any non-empty subset 2 C Ag and any basis A of ®, we have

Proof. This is a combination of Proposition 5.20 with Lemma 5.3. [
Thus we get, as in [BT72, 7.1.8|:

5.22 Corollary. For any non-empty subset 0 C Ag and any basis A of ®, we have
Py = NQUQJF@%A UQ_@J%A = NQUQ_FC}J%’AUQ_C%’A. Moreover

Po N N =Ng Pon UI = UQ‘*‘élz)a,A = UQJFCRA Pon UE = UQ—é}U?,,A = UQ*C]”%,A

Moreover, Po and Ugq are normal subgroups of ﬁQ

Proof. This is a combination of Proposition 5.20, Corollary 5.10 and spherical Bruhat
decomposition [BT72, 7.1.15(c)|. O
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The previous Proposition 5.20 and Corollary 5.22 enable us to state the following
proposition (see [BT72, 7.1.5]).

5.23 Proposition. Let Q and Q' be two subsets of Ar. Let A be any basis of ®.
(]) ]fQ/ C Q +61;27A, then PQPQ/ C NQU&UQ/_’_@%ANQ/.
(2) If Q' CQ+Chp and Q C QY — Ch a, then PoPo = NoUq_zw Ugruzn  Nov.
Proof. According to Corollary 5.21, one can write
PoPo = NQUQ*GE,AUQ+6%,AUQ’+6%,A UQ’*@%,ANQ/'

Assume that Q' C Q+C’RA Thus €' —|—C’RA C Q—I—CRA so that Ug v C Uy
Hence PQPQ/ NQUQ C PQ/ NOW write PQ/ UQ/_*%AUQ/JFC«RANQ/ Then

+61IJ2,A )

PQPQ/ = NQUQ_@?%,A UQI_@UR,A UQ/"‘?%’ANQ/

and, since Ug_gv Uq/_g»  C Uy according to Proposition 5.20, we get (1).

Assume, furthermore, that Q@ C Q' — 6’;}?” aA- Then Q — 627 A CQ— U}%A so that
Uﬂl_évR,A - UQ_G}J%,A. Thus

PQPQ/ = NQUQ—éqﬁ,A UQ/_,,_@%’ANQ/

Thus, we deduce from Proposition 3.9, as in [BT72, 7.1.6 & 7.1.7]:

5.24 Corollary. Suppose that R = Rg. For any non-empty subset 2 C Agr and any point
x € Ag, there is a basis A of ® such that

PoP, C NQU&UI_F@;’ANQC.

Proof. Let y € 2 be any point. By Proposition 3.9, there exists a basis A of ® such that

r—y € mvﬂ Thus x € y + 62,A CcQ+ GZ,A- Thus, by Proposition 5.23(1) applied to
= {z}, we have the desired inclusion. O

5.25 Corollary. Suppose that R = Rq. Let x,y € Ag. There exists a basis A of ® such
that

PP, =NU, & U N,.

1
rRA T+HCR A

Proof. By Proposition 3.9, there exists a basis A of ® such that z — y € 627 A- Then
T EY +527A C Q —i—Uq]%A and y € z — U;}%,A C Q —1—@7& Thus, by Proposition 5.23(2)
applied to Q' = {z} and = {y}, we have the desired equality. ]

Finally, we deduce that ]39 can be written as an intersection, as in [BT72, 7.1.11]:

5.26 Proposition. Suppose that R = Rg. Let Q C A, Q # 0. Then Po= MNeco p,.

Proof. The inclusion (1, ﬁx D ﬁg is a consequence of the fact 2 — ﬁg is decreasing.
Let us prove that [, P, C P,
Let 29 C Ar. We begin by proving that if x € AR, one has ﬁgo N ﬁ = ﬁgou{x} Let
y € Qp and C be a vector chamber such that y—x € C"”. Then Uqo+ce C Uyrcv C Uppcn.

Let g € PQO N P,. Write g = nvu, with n € NQO, v € Ugy—cv and u € Ugy4cv, which
is possible by Corollary 5.22. By Lemmas 5.32 and 5.27, that will be proved in the next
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section, one has U, co C I/D\JC Therefore u € I/D\x and g lu € ﬁ Thus nv = n'u'v/,
with ' € N,, v’ € Uyycv and v' € U,_cv. Therefore, n'~'n = o/(v'v™) € UL .Uy

C'U CU
(where Acv denotes the basis of ® associated to CV). By [BT72, 6.1.15 ¢)|, n’ = n and
by axiom (RGD6), v = v'. Therefore, n € N, N No, C Noguia}, v € Ugy—cv N Up—cv and
u € Ugy+cv N P,. Moreover, by Corollary 5.22 and by Proposition 4.4, one has:

Ugo—cv N P, C Ugy—cv N (Ugcv N ﬁx) = Uqy—cv NUz—cv C Uuufa})—c

and symmetrically, Ug,+cv N ﬁz C Uioufa})+cv- Therefore ﬁgo N ]3$ = ﬁgou{x} (by Corol-
lary 5.22).
By induction, we deduce that for each finite subset Q' of {2, one has:

Pu= (P
zefY
Let zy € Q. Let Fin(£,z9) be the set of finite subsets of ) containing xy. Let
g € (Nyeq Pe- Then for all ' € Fin(€, o), one has g € (), . P» = Po and thus
g e ﬂQ,EFm .20) PQ, Let us prove that ﬂQ,GFm (z0) PQ, C PQ
Let g € ﬂQ,eFin(QJO) P . Since Nxo is, by definition the st/z}bilizer of zg and Ty is
the kernel of the action v : N — Aff(Ag), the quotient group N,, /7T, can be identified
with a subgroup of W which is finite. We write the cosets nTy, ..., ng1Ty, with k € Z>¢
and n; € Ny, for all i € [1,k]. Choose a vector chamber C” (for example, C* = C7).
For Q¥ € Fil’l(Q,l’g), one can write g = nouq Vo, with ng € ]/\\fQ/, U € UQ’+C’” and
v € Ug—cv. Let J be the set of element j € [1, k] such that there exists ' € Fin(€2, zo)
satisfying the following property:

VQ € Fin(Q, z0)| QD U, ng & n;Ty.

For j € J, we pick Q; € Fin(£, z¢) such that for every ' € Fin({, z) satisfying
Q' O Q; the element ng is not in n,;T;. Let Q = Ujes % and £ € [1,k] be such that
ng € ngTy. Then £ € [1 k] \ J.

Let

F ={Q € Fin(Q, x¢)|ney € neTy}.
Then for every Q' € Fin(Q, z), there exists Q" € F such that ' C Q" and in particular,
Q= UQ/G}' (.

Let ' € Fin(Q,29). Let Q" € Fin(2, zo) be such that Q" € F. As T, C Noy, we
deduce that n, € No» C Ny Consequently, n, € ﬂﬂ,epm Q.20) Nos C Ne.

For Q' € F, write ng = nghq, with hg € H. Let Ql,Qg € F. Then hq,uq,vq, =
ha,uq,vq, and by axiom (RGDG6), we deduce that hg, = hq, = h, ug, = ug, = u
and vg, = v, := v. Then g = nshuv. Moreover u € ﬂﬂ/ef Ugyicv C Ugiov and
v € NeerUa—cv C Ug— cv- Therefore, g = nshuv € NQUQ+CUUQ v = — P, (by Corol-
lary 5.21) and hence g € PQ. Consequently,

ﬂﬁxc m ﬁg/CﬁQCﬂﬁx,

e Q' €Fin(Q,x0) x€Q)

which proves the proposition. m

5.4 Subgroups associated to a filter
If € is a set, we denote by Z(€) the set of subsets of £. Let

X : P(Ag) — P(G)
QO Xq
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be a decreasing map (for example, X = U, N, ﬁ, ...). IfVis a filter on Ag, we set
Xy = Ugey Xo. If Xq is a subgroup of G for every subset (2 of Ag, then Xy is a
subgroup of G.

5.27 Lemma. Let V be a filter on Ag. Then Uy = Ugy), NV = Nd(v) and Ty = Tgy).
Moreover Ny = Ny, Py = Paw) and Uyy = Uy vy for every a € @.

Proof. As 'V & cl(V), one has Uyyy C Uy. Let us prove the reverse inclusion. We
first assume that ¥V = (2 is a set. Let u € Ugy. Then by definition of Ug, there exists
k € Zsy, roots aq,...,0q € ® and elements u; € U,, o such that u = Hle u;. For
a € &, set A\, = min{y,,(u;), i € [1,k] and a; = a} (one may have A\, = 00). Set
Q' =Naco Do Fori € [1,k] and x € Dy, 5, , We have o, (u;) = Ao, = —ai(z) so that
u; € Uai’DaMai C Uy, v- Hence u € Uy and ' € cl(€2). Thus u € Ugyq)y and therefore,
Uq = Ua(g)-

We no longer assume that V is a set. Let u € Uy. Then there exists {2 € V such
that u € Ug. Therefore, u € Ugq) and thus there exists ' € cl(Q2) such that v € Ugy.
As Q' € cl(2), ¥ € cl(V) and thus v € Uqgy). Hence Uy C Uy, which proves that
Uy = Uaw)-

For any filter V, by definition, we have Ny = Uqev Ng = Uaey NN Uq = N N Uy.
Thus Nv = NNUy = NNUyy) = Ng). By the same way, we have Ty, = Ty and
Ua,y = Uq vy for any a € @, smce UoNU, = U, o according to Example 4.58.

For any ﬁlter V, by deﬁnition and Lemma 5.3, we have Py = (Joey, TyUq = TyUy.
Thus Py = Pyy) and, by intersecting with NV, we have Ny = Ny). O

5.28 Remark. As V € cl(V), one has Ncl(y) C Ny but this inclusion is strict in general.
For instance, if G = PGL(2) and K is a local field, if z is the center of an edge of the
Bruhat-Tits tree, there is an element of N C G = G(K) permuting the two vertices of
the edge and, therefore, fixing . The enclosure cl(V) of {«} is the edge and the pointwise
stablhzer of cl(V) cannot exchange the vertices of the edge so that Nd(v #* Ny Thus

V) 7 PV in general.

5. 29 Remark. Using Example 4.58(3) and Lemma 5.3 we deduce the following decompo-
sitions, when V is a filter on Ag:

Uy = (UynUX) (Uy N UZ) (Uy N N) with Uy NN = Ny,

Py = (P NUX) (PhNUy) (PyNN) with Py NN = Ny,

Indeed, let u € Uy. Let Q € V be such that u € Ug. Then one can write u = v~ utn, with
ut € UgNUL, u= € UgoNUyx and n € UgN N and thus u € (U, NUL) (U, NUL)(Uy N N).
Thus Uy, C (Uy NUL)(Uy NUX)(Uy NN) C Uy and we get similarly the statement with
P.

Recall that given a vector face F'V and a point x € Ag, we denote by F, p- the face of
direction F"V at = (see definition in section 3.1.4).

5.30 Proposition. Let C* be a vector chamber of Vi and x € Ag. Denote by F = F, cv
the face of direction C° at x. Then, for any basis A of ®, we have:

° ﬁfﬂUa = U, r for any root o € ®;
[ ] ﬁ]:ﬂN:]/\\f]::Tb;
o PrNUL =UrnUL;

o PrNU; =UrnUy;
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o Pr=(PrnU)(PrnUZ)(PrNN).

Proof. Let a € ®§ and Q € F. According to Corollary 5.12 and Example 4.58, we have
PonNU, =UaNU, =U,q since U, is a subgroup of UX by definition. Thus

ﬁ]:ﬂUa: (U ﬁg)ﬂUa: UﬁQmUa: UUa,Q:Ua,}'

QeF QeF QeF

and we proceed in the same way for a € ®,.
According to Corollary 5.12, we have

PrnUf = |J PanUf = | UanUL =Urn UL
QeF QeF

and the same holds for Uy. Let Q € F. There exists ¢ > 0 such that Q D B(0,¢) N
(x + C"). Since ]/\\79 is the pointwise stabilizer of €2 and, for any a € ®, the affine map «
is non-constant on (2, there exists no A € R such that r, ) fixes Q2 pointwise. Thus 1/(]/\79)
is trivial and, therefore, NQ =Ty,. Hence

PrON = |JPonN =] No=T,=Nr.
QeF QeF

Finally, if p € ﬁ;, there exists {2 € F such that p € ]39 By Corollary 5.12,
pe (ﬁg N Ug) (ﬁg N Ug) (ﬁg N N) - (13; N Ug) (13; N Ug) (13; n N) .
Hence Pr = (13; N UK) (13; N U;) (13; N N>. O

5.31 Corollary. Let x € Agr and C" be a vector chamber of Vg. Consider the sector
Q = v+ C" and let the filter F = Fypcv be the chamber of direction C* at x. Then

ﬁQ:PQ andﬁ;:Pf.

The following three statements are intended to prove analogous results to [BT72,
7.2.6].

5.32 Lemma. Suppose that R = Rg. Let x € A and F* C Vg be a vector face. Then
{z} € cl(Fupv).

More generally, write F* = FE(A, Ap), where A is a basis of & and Ap C A. Let Ap
be a set such that A D Ap D Ap. Set F* = F'(A,Ap). Then cl (Fypp) = cl(germ, (z +
7)) 2 cl(F, fo)-

T

Proof. The same proof as in the proof of Lemma 3.20, with F" instead of C", shows that
cl(Fy po) = cl(germ, (z + FV)).

Let € cl(F, pv). By definition, there exists ¢ > 0 and values A\, € I', U {oo} such
that Q D (,ce Dapa D Blx,e) N (2 + F7).

Let v € FJ(A,Ap). Let A € R~y. Then Av € 6,. We write || - || instead of || - ||z. Then
[Av] = Allo]| < € for all A €]0, pin[ (with p&p = o0 if [[v]| = 0). Thus if ¢’ = &, we have
z+ A € Q for every A €]0, €[ (by Lemma 3.7).

Let o € ® and A €]0,€'[. Then we have D, », 3 x + Av. Therefore

Ao + a(z) > =Aa(v), VA €]0, €. (15)

Let « € ®. If a is such that a(v) < 0, then (15) implies A\, + a(x) > 0 and in
particular,

o

Dy, 2z, Ya e ® | a(v) <0. (16)
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Let o € ® and assume that a(v) > 0. Suppose p, := A\, + a(z) < 0. By setting

A = min(¢€/, —%a“(‘;)), we have A\, + a(x) = po > —Aa(v) > &*: a contradiction. Therefore

Ao +a(z) >0,YVa € | a(v) >0. (17)

Let o € ®. If a(v) < 0, then by (16), Dy, D Da,\ > x and thus Dy, D F, jo.
Assume now a(v) > 0. Let n € {—,+} be such that a € ®}. Write a = > 5\ nﬁﬂ
where (ng) € (nZ=0)®. If a(v) = 0, then ng = 0 for all 3 € A\ Ap. As A D Ap, we
deduce a(y) = 0 for all y € F”, thus by (17), Dy, D @+ FY and Dy, 2 cl(F, pu).
Assume now a(v) > 0. Then = + and a(y) > 0 for all y € F*. Therefore by (17),
Doy, D+ F? and D,y > cl(]—"xjv). Thus we proved :

Dar, @ cl(F, z),Va € @,

which proves that cl(F, rv) 3 cl(F, 7).
[

5.33 Proposition. Suppose that R = Rg. Let o € ®, x € Ap and F" be a vector face in
Vr. Then
u Uay if @ € OF, L DY,
@Fern =N UL if o € B,

Proof. By Lemma 5.32, {z} € cl(F, pv), and thus U

to Lemma 5.27.

By definition, there exists a basis A of ® and a subset Ap of A such that F* =
FE(A,Ap). If Ap = A, then F” = 0 and we have &5, = (): there is nothing to prove.
Suppose now that Ap # A and consider v € ®f,. Let u € U_o 7, ... Let Q € F, po be
such that u € U_, . Then there exists ¢ € R~ such that Q D B(x,e) N (x + F"). Let
v e FY(A, Ap) Then ||v||z € Zso since 0 ¢ F}(A, Ap) by assumption on Ap.

Let A = grpand y = 2+ Av. Theny € B(z,e)N(x +6,) C B(z,e)N(x+ F) C Q by
Lemma 3.7 and thus ¢_,(u) > —(—a)(y). Moreover a(Av) > 0, thus p_,(u) > —(—a)(z),
so that u € U’ . This proves the Lemma since ®, = —®7.. O

A(Fpp0) = UaFpo C Uayg according

5.34 Corollary. Suppose that R = Rg. Let o € ®, x € Ag and CV be a vector chamber

i Vir. Then
I Upq if € oFf,
@Teet TAUL L i a € D,
Proof. Let a« € ®. If a € (IJCU, then we have U,, = Usyazrcv = Usci(etcv) according

to Lemmas 5.19 and 5.27. As cl(z + C”) 3 F,cv, we have U, azicvy C Ua,7, v and
UO{7_7-‘$,CU C U, by Proposition 5.33. Thus U, , = Uy grcv = Ua,fx,cw

If a € gy, let u € U, . Then ¢,(u)+a(z) > 0 and thus lo?m%(u) > x. Consequently,
Daguw 2 Frev and w € Uy, p  C Usr, o Therefore Uj, C Unr, .., and the
converse inclusion holds by Proposition 5.33. [

5.35 Corollary. Suppose that R = Rg. Let x € A and C be a vector chamber in Vp.
Let A = A¢. For any ordering of (@X)nd and of (@Z)nd, we have

ﬁ]—}yc - H Uoc,a: H Tb = H H Ua,m Tb

o€(25) 4 ac(e )md ac(e )md o€(23),4

Proof. Tt is an immediate consequence of Proposition 5.30 and Corollary 5.34. [
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5.5 Iwasawa decomposition

Thus, we obtain the Iwasava decomposition whose proof can be conducted in the same
way as in [BT72, 7.3.1]:

5.36 Theorem (Iwasawa decomposition). Suppose that the totally ordered abelian group
R is equipped with a Q-module structure. Let C, C" be two vector chambers of Vi and
x € Ag. Let F = F, ¢ be the face of C' at x. Then

G = U NPr
and there is a natural one-to-one correspondence
W = N/T, — Uc\G/ Pr.
Proof. In this proof, we denote by Ut = Ugr, by B = Pr and by Z = U NB. Set

A = A¢ and A’ = A, and let ®F and &%, be the associated subsets of positive roots.
A A

First step: rank-one Levi subroups are contained in Z. Let a € ® be any root.
Let L, = (U—4,U,, T) and m, = m(u) for some u € U, \ {1}. By [BT72, 6.1.2(5)], we
recall that M/ =T - {1,m,} is a group. By [BT72, 6.1.2(7)], we know that

L, =UTUU,TmyU,.

Let By, = (Usr,U_a.r7,Tp). Consider the set Z, = U,M!B,. We want to prove that
L, C Z,. The inclusion U,T" C Z, is obvious. Hence, it suffices to prove that m,u € Z,
for any u € U, since U,T is a group (indeed, the subgroup 7" normalizes U, by definition

of Uy).
Suppose that o € ®X (resp. a € ®1). If p,(u) > —a(z) (resp. o(u) > —a(x)),
then u € Uy () = Ua,r (resp. u € U(/)z,—a(an) = U, r) by Corollary 5.34. Thus v € B, C

Zo. Otherwise, po(u) < —a(z) (resp. ¢o(u) < —a(z)) . Write u = v'mv” for some
m € M, and v',v" € U_,. Write m = tm,, for t € T. By axiom (V5bis), we know that
P-a(v") = —pa(u) so that p_o(v") > —(—a(z)) (resp. ¢_a(v”) 2 —(—a(z))). Thus
v el ,,=U_r (tesp. v € U_o, = U_4 ) by Corollary 5.34 since —a € —0f =D,

(resp. —a € ®f = —®%). Hence mou = mov'tm'v" = (mav'm.) (matm ') 0" € Z,.
NV TV
S er

Second step: Z is stable by left multiplication by root groups of simple roots
with respect to —C’. Let a € A’ and V,, = (Us | 8 € &L, \ {a}). We recall that V,
is normalized by U, and U_, by axiom (RGD2) and that Uy, = VU, = U,V,, by |BT72,
6.1.6]. Hence

v.z=U_,V,UNB=V,U .U NBCV,L,NB.

But since L, C Z,, we have
U_oZ C V,UT{1,m,}B,NB.
On the one hand, since B, C U,U_,N by Remark 5.29, we get
V,U,T{1}B,NB cUTTU,U_,NB
=U'TU_,NB
On the other hand, since B, C U_,U,N by Remark 5.29, we get
VU T{ma}BoNB cUTTm U_,U,NB
=UTTm U_om) 'moUsm, ' NB
=UTU,U_,NB
=U'TU_,NB
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Hence U_,Z Cc UTTU_,NB.

To conclude, we want to show that U_,N C Z. Consider any v € U_,, and any n € N.
Let v = n~'un. Then v € Us with 8 = (n™')(—«). >From the first step applied to f3,
we get that since v € L_g:

un =nv enU_gT{1,mg}B_z
CnU_gn 'nNB
=U,NB
cZ

Hence U_,Z C UTTZB =U'TU*NBB=U"NB = 7.

Third step: Z contains a generating subset of G. The set Z is stable by left
multiplication by U_, for a € A, by U, for @ € &%, and by T. Since these groups
generate G, we deduce that G = Z. Indeed, let H the group generated by the U, for
a € OL,, by U_, for a € A’ and by T. For any a € A/, the element m,, belongs to L,
and since W is a Coxeter group generated by the “v(m,) for a € A’; the group N is
contained in H. Thus for any 8 € ®,, there exist a root a € ®, and an element n € N
such that the root group Us = nU,n! is contained in H. Since the root group datum is
generating, we deduce that H = G.

Fourth step: determination of double cosets From the equality G = Z = UL, N ﬁ;,
we deduce a natural surjective map:

v: N — Ug,\G/f;
n UX,nP;

Let n,n’ € N such that n’ € UX,nﬁ;. Denote C” = n=! - ¢’ another vector chamber.
Then

(n")'n Gﬁfn_lUZ,n

= PrU, . by [BT72, 6.1.2(10)]
- ﬁ]—'UXN
=1 (U;,, N ﬁ;) Ui, by Proposition 5.30

- (U;,, N 13;) UL,

Hence, by [BT72, 6.1.15(c)], the element (n’)~'n corresponds to a double coset in UL, \G /U,
arising from some element in T}, and therefore (n')~'n € T,. Hence, ¢ induces a bijection

N/T, — Ut \G/ Pr. O

5.6 Bruhat decomposition

In the following theorem, we generalize the affine Bruhat decomposition [BT72, 7.3.4].
In the particular case where G = G(K) for a split reductive group G over a 2-local field
K, we recover a result of Kapranov (see [Kap01, Proposition (1.2.3)]).

5.37 Theorem. Suppose that the totally ordered abelian group R is equipped with a Q-
module structure. Let C,C" be two vector chambers of Vg and x,x’ € Ar be two points.
Then R R

G - PFI,CNP]:IQC/

and there is a natural one-to-one correspondence

N/Tb — ﬁfz,C\G/ﬁfz’,C’
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5.38 Notation. Let C,C’ be two vector chambers of Vz and z,2’ € A be two points.
We denote by @ = z + C and Q' = 2’ + C’ the corresponding sectors in Ag. Denote by
A = Ag and A" = Acr respectively the bases of ® defining C'= Cj o and C' = Cp /.

According to Proposition 3.9, there is a unique w € W (®) such that 2/ — z € 62,@)
and Cpx) N (2" — 2+ C") # 0. We denote it by w(z,C,2’,C") = w. We also denote by
l(x,C 2’ C") the length of w in the Coxeter system (W (®), (74)aca)-

We denote by A” = w(A), by C” = Cha) and by Q" =z + C” so that 2/ € Q" and
QNQ" 0.

Note that the uniqueness of w € W(®) and the simple transitivity of the action of
W(®) imply that A”, and therefore C”, is uniquely determined by x, z’, C’. We denote it
by C(z,2',C") = C".

5.39 Lemma. Let x,2' € Ap and C,C" be two vector chambers of Agr. Let C" =
C(z,2',C"). Then there exists a neighbourhood 2 of x’ in Ag such that QN (2’ + C") C
x+ C". In other words, x + C" € germ,, (2’ + C").

Proof. Let €, _, be the set of vector chamber dominating ' — = (i.e containing ' — z
in their closures). Let C' € G,_,. Let us prove that there exists a neighbourhood Qs of
&' — x in Vi such that C'N Qs N ((2/ — x) + C") = 0, unless C' = C".

Set A” = Agn and set A?, . = {a € A" | a(z’ —2) = 0}. Let A = Ag and
Ay, = {a € A | a(z' —x) = 0}. If A, _, is non-empty, take 8 € A, _,. We can
write 8 = Y can Ma®, Where (no) € (€Zs)™" for some € € {—1,1}. Then B(z' — z) =
ZaEA”\A;’/_x nea(x’ —x) = 0 and thus n, = 0 for all @ € A"\ A?, . Consequently,

Awlfm C @ GZZ()Oé. (18)
acA”,
If A7, is non-empty, take a € A”, . By definition of C”, there exists z € (x +

C")yN (2’ +C"). Then a(z) > a(x) = a(z’') and as the sign of « is constant on C” (by
Lemma 3.11), we have o(C") > 0. Therefore

a(C') >0, Vae Al,_.. (19)
For a € A\ A, _,, we have a(z’ — z) > 0. Let
Qs ={ycAr|aly) >0,Yaec A\ A, _,}.

This is an open subset of Ar containing ’ — x. Assume ‘the existence of y € (x4 Qg) N
(2’ +CYN(x+C). Theny —z € Qs N (2 —x +C") ﬂ~C~’. Let o € A Ifa ¢ Ay, we
have a(y — x) > 0, by choice of Qx. Assume now o € A,/_,. Then by (18), there exists
e€ {—1,1} and (ng) € (GZZO)AZ/_z such that o = Z/BGA;//_Z ngf. We thus have

aly—z)=aly —2') = Z ngf(y — 2') € eRxy
BeAy,

' —z

since f(C") > 0 for 5 € A,__.

Moreover, a(C) > 0, and thus a(y — x) € Rsg. Therefore we proved:
aly —x) > 0,Va € A,

Therefore y —z € C and y € (2/ + C") N (x4 C). By definition of C”, we necessarily have

C = C". Consequently:
@+ Q)N (@ +C)N(z+C)=0,YC € €y \ {C"} (20)
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and
(x+Qe)N @ +CYN(x+C") Ca+C". (21)
Let now Q" = 2 + (geyw, Qe Let @ =2+ Uy, C. By Lemma 3.12, V' is a
neighbourhood of z’ in Ap. Set Q= ' NQ”. o B
 LetyeQn(z'+ ). Let C € 6,_, be such that y € z + C. Then by (20) and (21),
C=C"and =y € (4 Qcv)N (2" +C")N (x4 C"). Therefore QN (2’ +C") Cx+C". O

5.40 Lemma. Let © € Ag and let C' be a vector chamber of Vg. Then for any n € N,

D -1 _
we have nPr, .n"" = P;V(nm)’uy(n)(c).

Proof. We have nﬁfzycnfl = UQEfICnﬁanl. By 5.11, we have nﬁgn’l = ﬁy(n)(ﬂ)'

Moreover, by definition:

{r(n)(Q), Q€ Foo} = Fom)@),wmn)©)

since v(n)(x + C) = v(n)(x) + “v(n)(C). Thus:

~ 1 o oy o fa
nPr, .n"" = U FPo = Pr, 0w

QEFy (n)(2),w(n)(C)
Il

We follow the proof given by Bruhat and Tits. It relies on the following technical
Lemma from [BT72, 7.3.6]. In our context, the notion of a half-line is more delicate
but it has been introduced in Definition 3.5 so that for a well-chosen v € V7, given by
Lemma 3.6, one can follow word by word the proof given by Bruhat and Tits.

5.41 Lemma. Suppose that R is equipped with a Q-module structure. Let C,C" be two
vector chambers of Vg and x,x" € Ag be two points. Let g € G and n € N be such that
g € Pr,onPx, . Let A= Ac the basis of the vector chamber C. Let v € C7 5.

(1) Then we have either:

(a) g € ﬁ;z’cnﬁ;x,’c, for any z € x + 6, or
(b) there exist a value A € R~y and an element n' € N such that:
i. g€ ﬁfz,c”ﬁfz/,c/ for any z = x + pv with p €0, A[,
il. g € ﬁfy’cn’ﬁfz, o with y =z + Av,
iii. L(y,C,n' -2/ ;n'-C") > l(x,Cn-2',n-C").
2) Moreover, we have g € 13; Nﬁ]-‘ , ., forany z € x +9,.
z,C z! ., C

Proof of (1). Recall that A = A¢ and by A" = Agr.

Reduction step: If g € ﬁfz,cnﬁfz/70/7 then gn=! € ﬁ;m’cﬁfn‘z,vnc, by Lemma 5.40.
Thus, up to replace g, 2’ and C’ by gn~!
that n = 1.

Let ¢ = C(z,2',C"), A” = Agn and Q,Q’, Q" as in Notation 5.38. Denote ¥~ =
(@g)nd N®,, and U* = (@g)nd N®L,. Let b e ﬁ;z,c. By Corollary 5.35, we can write b
as a product:

, n-x and n - C’ respectively, we can assume

(1) (1) (1)
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where u, € U, for every o € (@X)nd and u, € Uéw for every a € (@Z)Hd and t € Tj,.

For a« € ®§ and 2 € = + §,, write 2 = x + Av with A € R.,. Then, we have
a(z) = alr + M) = a(z) + Aa(v) > a(zr) where the last inequality follows from the
assumptions on v. Thus

tq €U0F, o = Usa by Corollary 5.34 since a € &%
= o H[~a(z), +o0]) C ot ([—a(z), +oo]) since — a(z) < —a(r)
=Us. =Usr. ¢ by Corollary 5.34 since a € ®X
C Pr.,

On the other side, we have u,, € Ua,7,c C Uy since Uy 7, . is either equal to U, . or U,;ﬁx
by Corollary 5.34 and U, , C U,,. By definition of C”', we know that 2’ € = + cr=Q"
and there is some element y € Q"N Q". Write y = 2’ +v' € x + C” with v' € C". For any
a € &L, we have a(z')—a(z) = 0since 2/—z € C” and a(y—1z) = a(z')+a(v')—a(z) > 0
since (2’ — x) +v' € C”. Hence, if a € ®},, then

Uq € UOé,:C = QD;I([—CY(ZL‘), +OO]) C (,0;1([—0&(1‘/), +OO]) = Uoz,ac’ = UOC,]:Ilyc/

because U, 7, ., = Ua, for a € %, by Corollary 5.34. Otherwise, a € @, and a(z') —
a(x) > —a(v') > 0. Hence

Ua € Unz = 95 ' ([=a(x), +00]) C 03! (] = a(z'), +00]) = Uy, o = Un 7,0

because Un 7, ., = U(;,x’ for a € ®,, by Corollary 5.34. Thus u, € ﬁ;z, o for every
a € &, and, in particular, for every o € UT. Therefore, we have

Uy = H Uy | € ﬂ ﬁ;z’c and ( H ua> t e ﬁ;z,c,.

ae(@}) . 2€x+8, e+

Hence, up to replace g by ujrlg, we can assume that g € ulgfz,y o for some u =
[loco- ta With ug € Uy 7, . = U], for a € U™,

Decomposition step: If u = 1, then the condition (a) is satisfied. In particular, if
C" = —C, then {(x,C,2’,C") is maximal by definition of the length in W (®) with respect
to Ap and, in this case, v = 1 since ¥~ = (@Z)nd N, = (@g)nd NoL =0.

Suppose that v # 1 (and therefore C” # —C). By assumption on v and R, for

W since a(v) € Z<o. Because u, € U, =
01 (] — alz), +oa]), we have that —p,(us) — a(x) < 0. Hence A\, € R is positive. By
finiteness of ¥~, we can find f € U~ such that A := A\g € R.o is maximal. If we set

y=x+ A € x+9,, we have that for any o € ¥~:

o € U™, we can define \, =

ay) = a(z) + Aa(v) = a(r) + Aaa(v) = —@a(ua)

with equality at least for a = /.

We firstly prove (1)((b))ii. We have shown that ug € Ug, \ U, and that u, € Uy,
for any a € ¥~. Thus u € U,. Since U, N Up = U}, according to Example 4.58, we have
u € U, \ U, Since Ug, # Up,, we know by Lemma 4.74 that either 3 € &, or 23 € ®,
so that, in particular, the image ws of ug in G, is non-trivial. Let C" = C(y,2’,C")
and A" = Agw. Thus, by Theorem 4.75 and by the spherical Bruhat decomposition
[BT72, 6.1.15], we know that there are v’ € [[,cx Uas ¢ € [[cam Ua and n’ € N, such
that w = u/n’u”. According to Proposition 5.20, one can lift those elements in elements
u' € Upro = [oea Uays v € Uprom = [[,enm Uay and 0’ € N, such that there exists

72



an element v € Uy = U, (indeed y is a point so that ®; = @ by deﬁnition) satisfying

u = vu'n'u”. S1nce v E U’ C P; ot €Uyc C P]-‘ o and " € Uyporm C P;,C/ since

Foror N (y+C") # B by construction of C"” = C(y,2’, C"), we get that u € Pf c ’P; o

We secondly prove (1)((b))i. Consider any value p €]0, A[ and denote by z = = + pv.
For any o € W™, since a(v) € Z—g, we have that a(z) = a(z) + pa(v) > a(x) + Aa(v) >
—@a(ta). Hence u, € U, , C Ur, .. Hence g € ﬁ]-‘zycﬁ]-‘m,ycl.

It remains to prove (1)((b))iii with the n’ € N, and the A € R introduced in the
proof of (1)((b))ii. We will prove successively the inequalities ¢(y,C,n’ - 2/,n' - C") >
Uy, C,a',C") = U(x,C,2',C) and we will check that one of them is strict, depending on
whether n’ € Ty, or not.

We firstly prove that ((y,C, 2/, C") > l(x,C,z’',C"). Let H be the set of hyperplanes
in Vi that are kernels of elements in ®. We know that the length ¢(w) of an element
w € W(®) is equal to the number of hyperplanes in ‘H separating Cg o and Cﬁ,w(A)
[Bou81la, chap. VI § 1, no. 6] and that two vector chambers of Vi intersect if and only
the corresponding vector chamber in Vg intersect, according to Lemma 3.4. Hence, for
z € Ag, the number ¢(z,C,2',C") is the cardinality of the set H, of elements H € H
such that z + H separates z + C' and a neighbourhood of z in « + C”. But, for H € H,
the set of elements z € Ag such that H € H, is either the open half-space ' + H + C
or the closed half-space 2’ + H + C. Its intersection with the open half-line x + 6,
contains an open half-line. Hence H, D H, so that {(y,C,z',C") > {(z,C,2',C"). More
precisely, w' = w(y,C,x’,C") is longer than w = w(z,C,z’,C") in the sense that there
exists w” € W(®) such that v’ = ww” with {(w') = l(w) + ((w").

We now prove that {(y,C,n' - 2',n' - C") = Ul(y,C,2',C") > {(z,C,2',C") whenever
n' € T,. Indeed, suppose by contradiction that it is an equality. Then w’ = w and
therefore C" = C”. But since the image u € G, of u is in the subgroup Up N Upxn
generated by the root groups U, for a € ®,N®; ﬂfIJ N2 whereas the image v/ € G, (resp.

v ed y) of u’ (resp. u”) is contained in the group Ui A (resp. U A///) generated by the root
groups U, for a € &, N ®L (resp. ®, N ®L,). If n' € T, and A” = A" then we have

u € UA AU N UA T UA,, In particular, @ = 1 because of axiom (RGD6) of spherical
root groups data and [BT72, 6.1.6]. In particular u € U, which is a contradiction. As a
consequence, when n’ € Ty, we have {(y,C,n’ - 2',n' - C") > l(x,C,2',C").

We prove that ((y,C,n' - 2/,n' - C") > E(y,(] 2, C") with equality if, and only if
n’ € Ty. Since n’ € N, we get that w(y,C’ n' - x,n C’) = v’ (n)w(y, C,2',C"). Indeed,
' —yew(yCa,C") Ck and n' - 2’ yEw(y,C n' -x'.n' - C") - CX by definition. But
n-(x'—y) = n’-x’—y € V”(n’)w(y, C,2',C")-CX. Moreover, we have w(y, C,a',C")-CXN
(2 —y+C") # 0 whence ' - (w(y, C,2/,C")-CX N (a' —y + ")) = (v’ (n)w(y, C,2,C") -
C’Z) N(n -2 —y+n'-C") # (. Hence the equality is a consequence of the uniqueness
in W(®) of the element w(y, C,n’ - 2',n’ - C") satisfying this property. Set t = v¥(n') and
w' = w(y,C,2',C"). Then we want to prove that ((tw’) > ¢(w') with equality if, and
only if, ¢ = 1. Let W, = W(®,) the Weyl group of the root system &, and identify it
with a subgroup of W := W(®). Any vector chamber of ®,, which is a simplicial cone in

some quotient of Vg, can be identified with its inverse image in Vz. Let C be the vector
chamber of @, containing C'. Let R (resp. R,) be the generating system of W (resp. W)
of reflections with respect to the walls of C' (resp. C). Let wq (resp. wg) be the longest
element with respect to R (resp. R,) of W (resp. of W,). We have w,(C) = —C and
w}(C) = —C so that wO(C') D wp(C).

In the quotient group Gy, consider the minimal parabolic subgroup B associated to
the vector chamber C. Write B =T - Ha@ym@z U,. Since w'(C') = C", we have U, cm C

w'Bw' ™. Since u € Uy—c, we have © € wgﬁw’al. Since u € U Uy,1cn'Uycm, we have
T € Btw'Bw'™'. Let (rk,...,71) be a reduced decomposition of w' " twy € W with respect
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to R. Then wy = w'ry---r and we know that ¢(w’) = f(wy) — k |Bou8la, chap.VI§1,
1n0.6 cor.3 of prop.17]. For 1 < i < k — 1, write w; = w'rg -+ 141 and, wy, = w'. Then
w; = w;;17i1+1 so that the vector chambers w;(C') and w;41(C) have a wall H; in common
and the reflection s; with respect to H; is s; = wi+1w;1 = wirle;l

On the other hand, let w] be the unique element in W), such that the chamber wg(é’)
of @, contains the chamber w;(C) of ®. Note that for i = 0, the element wy, is equal to the

wy, previously defined. We have w) = wy, = w’ since w’ € W,,. Finally, the two chambers
/

w!(C) and w§+1(5’) are adjoining (i.e. the bases A ! (6) and A, ) differ by at most

one root) or equal according to the fact that s; belongs or not to W When s; € W,
we also have that s; = lew’_l By |BT72, 6.1.15(a)], for any 0 < ¢ < k, there exists a
unique w, € W such that Buw!B = Bw;B. Since u € whBw'y ", we have w)) = w}. Since
u e Btw’Bw " and w), = w', we have w), = tw'.

Let I = [0,k —1] and let L ={iel, w,,, =w}. Forie I, wehave w,,

— -1 -1 _
wl, | = w.. Moreover, we have seen that if i ¢ I, then we have w;, w';" = wiw; ™ = s;.

/
, = w; and

If i ¢ I, we observe that r; = v’ Z-Hwi = w'; 's;w) is a reflection with respect to a wall of

C' in other words, we have 7, € R,. From [BT72, 6.1.15] and axiom (T3) of Tits systems,
we therefore deduce that for ¢ & I;:

Buw!,,B = Buw| B = Buw}r/B C Buw/Br.B C Bw/B U Bur/B.
Hence, we get a partition of I\ [; in two (possibly empty) subsets:
L={iel\L, w,, =uw]} and L={iel\L, w,, =uwr
so that I = I; U I, U I5. Finally, we denote w; = wgw’; w; for 0 < 7 < k. Note that we
have Wy = wo and Wy = tw'w' W' = tw'.

. I SR _ —1— 1
For i € I, define d; = w1 'w; = wjw wl,, whw'; w;.

If i € I, since wl,; = w} and w_, = w], we have d; = w;;wjw! 1w/w’ Lw, =
wi_Jrllwi = Tit1-

If © € Iy, since w;,; = s;w; and w11 = s;w;, we have d; = w;rllwgﬂw’;lwi =
w; L siswiw'T wy = 1.

If i € I3, then d; = wiiwi wi,  wa'; 'w = wiwi riw'; w = wikw =i

As a consequence, we have wy = Wy = W (W " Wr_1) - - - (W1 W) = Wrdy_1 -+ do =
tw' [ Liep,up, Tiv1- Hence £(tw') > £(wo) — Card(I; U I3) > £(wo) — k = £(w’) and, if this is
an equality, then we necessarily have that I, = (). In that case, wg = twy and therefore
t=1.

To conclude, if we have ((y,C,n' -2’ n’ - C") > {(y,C,z',C"), then ((y,C,n' - ', n' -
C") > Uz, C 2’ ,C") since L(y,C,2',C") = (z,C,2’,C"). Otherwise, we have {(y,C,n’ -
zn' - C") = Uy, C,2',C") and n’ € T,. We have seen that in this case {(y,C,2’,C") >
l(x,C 2, C") and therefore we also have that ¢(y,C,n’-2';n' - C") > l(x,C 2, C"). ]

Proof of (2). If g satisfies condition (a), there is nothing to prove. Otherwise, we define a
strictly increasing sequence (J;); of values in R and, by induction, a sequence of elements
(n;); in N as follows:

e )\ =0 and ng =n;

e for i > 1, we apply step (1) to z + \;_1v, C, 2/, C" and n = n;,_y € N. If we are in
case (a), we are done. Otherwise, case (b) provides A € R-o and n’ € N. We set
)\i = )\1'71 + A and n; ‘= n.

At some point k£ € N, the element g will be in case (a) for y, = = + A\yv and n; since the
length in the spherical (hence finite) Weyl group is bounded so that this process stops.
Thus g € Pr, ,niPr, ., C Pr, NPz, for any z € y, +6,. For any i € [0,k — 1] we
have:
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e gc ﬁfz,cniﬁfz, o C ﬁ]—'Z,CNﬁJ-'z/ o forany z =z + pv with p €], Aijal;

~

.gEP]‘— 1cn’L+1P]:/C/CP]:

yi+1,CNP]:zl,c/ for Yi+1 = T + )\H_lU.

k
We deduce the result from the decomposition R~y = (U])\z, Ait1 [I_I{/\Hl}) UAg, 00, O

=0

Since the topology of Apg is less usual than the topology of Ag, we detail how to
generalize the proof of the affine Bruhat decomposition.

Proof of Theorem 5.37. Let g € G. By Iwasawa Decomposition 5.36 applied to —C'" and
Far v, there exist w € Uy, n € N and v’ € Py, , such that g = unu’. Write u =

HB€(<I>Z) ug with ug € U_g for € (%),
nd

Let v € (7 A so that B(v) € Zsg for any 8 € L. For 8 € &L, define \y = 0 if
w_p(ug) = oo and \g = ﬁ(ﬁ(z) - w,g(u5)> otherwise. Let A € R- be such that

A > max{)\g, 8 € ®L} and consider y = z — v €  — §,. For any 8 € & such that

ug # 1, we have S(v)\ > B(v)A\g = B(x) — ¢_p(ug). Thus —p(z — Av) + p_g(ug) > 0.
Hence we get that ug € U’ 5, for any g € .

By Proposition 5.30 and Corollary 5.34, we know that Us, C ﬁ]:%c for any € .
Therefore u € IS;W. Hence g = unu’ € ﬁ;yicNﬁfﬁ,’C,. Since x =y + f\\v cy+9, C
y + C according to Lemma 3.7, Lemma 5.41(2) gives that ¢ € Pr, [NPr, . Hence,
G=Pr  NPr,.

Now, let n,n’ € N be such that n’ € ﬁ;zycnﬁfz,c,. Let 2" = v(n/)(2') and C" =
‘w(n')(C"), so that n’ﬁfz,yc, (n)~! = ﬁ;z,,yc,, according to Lemma 5.40. Let n” = n(n’)~'.
Then 1 € P;m’cn”P;w,,’ o» Which gives n" € Pr, o Pr,, on- By Corollary 5.31, we have
P.FI7C’ - P.FI7C’ and P'FCL‘//,C” = P’FJJ”,C”.

Since cl (JT_-IN»C”) - Cl( ST (x//_{_C’//)) by Lemma 3.20, ; We have P].‘.T”’C” = Pgermx// (z""+C")
by Lemma 5.27.

Let C®) = C(x,2",C") (see Notation 5.38), so that (z + C®) N (2" + C") # @ and
" €x+ CG

Let X = {Q" € germ ., (2" + C") | Q" C 2+ C®}. Since X C germ,, (2" + C") (as
sets of subsets of Ag), we have that Paerm_y (z+cmy D Uaqr ex Par.

Conversely, let 0 € germ,, (2" +C"). Then Q" = Q"N (z+C®) € X by Lemma 5.39.

Thus
Pawsiron— U Pac U P

ﬁ”Egermzu (z/'+C") Oex

Consequently,
P]'—l.//,cl/ = Pgermm//(r”—l-c”) = U PQ”'

Q'ex
Let Q € cl(F, ) and Q" € X. Set Q' = QN (Q" — C®). By Lemma 5.32, z € Q,
2" € Q" and thus z € ' (since 2” € x + C®). Therefore
QcQ-C®and Q" cz+0C® cQ +0®

Using Proposition 5.23(2), we get that PoPor C No'Ug, & coUqn,aaNar. By Propo-

sition 5.30, we have No = Nq» = Ty. By Proposition 5.20, we have U_, o® C U AG) and

UQ,,+O<3) C UA(J)7 where A®) is the basis associated to C®). Thus PoPor C Po Por C
UA(J)TZ,U s for every € F,c and every " € X. Hence n” € P; CP; von =
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PaF,.c) Ugrer Par C U&S)TbUX(S). By [BT72, 6.1.15], we get that n” € T,. Hence

n’ € nT,. This provides the correspondence between the quotient group N/T, and the
double cosets Pr, \G/Pr,, . O

6 Building associated to a valued root group datum

Let Vg be a finite dimensional R-vector space and let & C VZ be a root system
such that V§ = (®)p. Let V3 be the lattice of coweights in Vg of ®. Let R be a
nonzero totally ordered abelian group such that Rg = R. Let A be an R-aff space
with some origin o and underlying R-module Vg := V3 ®z R. Let G be a group and let
(T, (Us)acos (My)acd, (Pa)ace) be a generating R-valued root group datum of G of type
®. Denote by N the subgroup of G that is generated by the M, for a € ®, and assume
that we are given a compatible action v : N — Affg(A) of N on A. We adopt all the
notations that have been introduced in sections 4 and 5 and that are associated to the
data we are given.

Under these assumptions, we can define the following relation on G x A:

y =v(n)(z),

,x) ~ (h,y) < dn e N,
(g,2) ~ (h,y) < 3n {g‘lhneUm.

This relation is reflexive and symmetric. Moreover, for any (g1, g2, g3) € G and (21, x9,x3) €
A, if we can find nqo,no3 € N such that

Ty = v(ni2)(21),
z3 = v(n23)(22),
g1 ganas € Uy,
g5 "ganas € Uy,

then:
{$3 = V(n23n12) ($1)7

1 _1 1
gy ganasniz € g GaUz,nio C Uy ngy Uganie = Uy,

where the last equality is given by Proposition 5.9. Hence ~ is an equivalence relation on
G x A.

6.1 Definition. The R-building associated to the datum:
(G, T, (Us)aco, (Ma)aca, (Pa)ace, V)
is the quotient:
(G, T, (Ua)aca, (Ma)acw; (Pa)aca, V) == (G x A)/ ~ .

To simplify notations, we will denote it Z(G) in the rest of this section.
We denote by [g, 2| the class in Z(G) of (g,x) € G x A.
The group G then acts on Z(G) by:

g - [h,z] := [gh, z].
6.2 Lemma. The map:

i:A—TI(G)
x— [1, 2]

1S 1njective.
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Proof. Let z,y € A such that i(z) = i(y). We can then find n € N N U, = N, such that
y =v(n)(z). By Corollary 5.13, we deduce that x = y. O

6.3 Fact. For any n € N and any v € A, we have n - [1,z] = [n,z] = [1,v(n)(x)]. In
particular, the subgroup N stabilizes i(A).

In particular, we identify A with the subset i(A) of Z(G). More generally, we identify
any subset 2 of A with the subset i(Q2) of Z(G).

6.4 Definition. An apartment of Z(G) is a subset of Z(G) of the form:
A=g-A={[g,z|, z € A}

for some g € G, endowed with the set Isom(A, A) of bijections ¢ : A — A given by
L: x> [g,v(n)(z)] for some n € N.
A local face (resp. local chamber) of Z(G) is a filter on Z(G) of the form:

F=g-germ,(x+ F’) ={g-Q, Q€ germ,(x+ F’)}
for some g € G, some x € A and some vector face (resp. vector chamber) F¥ in V.

6.5 Lemma. [see [BT72, 7.4.4]] Let Q be a non-empty subset of A. The group Py is the
pointwise stabilizer of Q) in G. R
In particular, for any filter V on A, the group Py, fizes V.

Proof. If Q = {x} is a single point and g € G, then

v =v(n™")(z)

o <:>E|n€]vx,g€an
gn— e U,

1,z =9g-[1,1] <:>EInEN,{

since ]@ is, by definition, the stabilizer of z in N. Thus, the stabilizer of 2 in G is Uxﬁx,
which is P, by Corollary 5.12. Hence, Proposition 5.26 gives that Pq is the pointwise
stabilizer of €. N

6.6 Proposition. (see [BT72, 7.4.8]) The set Z(G) satisfies (A2). More precisely, let
g€ G. Then:

1. there existsn € N such that g7t -z =n-x forallx € ANg-A.
2. ANg- A s enclosed.

Proof. We may assume that 2 := AN g.A is nonempty. Let X be the set of subsets
2 C Q such that g. N N P~ # (). By definition of Z(G), X contains {z}, for all z € Q. Let
Q€ X, 29 € Q and ny,ny € N be such that gn, € ]391 and gng € ﬁ{m}. Let us prove
that Ql U {%2} e X.

By Corollary 5.24, there exists a vector chamber C* C Vg such that n; Iny € ]391 16 -
No, .Uz .U, Ny, (we used the relations P, = NQl.PQl and P,, = P,, N,, from Lemma 5 3
and Corollary 5.12). Therefore, there exists n| € Ngl and nj, € Nm such that n1 'n; 1n2n2 €
N NU;US = {1} by [BT72, 6.1.15(c)]. Set n = nyn} = ngnh. Then gn € Po, NP, =
ﬁglu{m} (by Proposition 5.26). Consequently, €; U {23} € X and by induction, every
nonempty finite subset of €2 is in X.

The group N/T, is finite. Indeed, ]\A/',,D0 is by definition the stabilizer of zy and T}, is the
kernel of the action v : N — Affg(A). Thus the quotient group Nxo /T, can be identified
with a subgroup of W¥ which is finite. Write N/T, = {n1T},...,ni Ty}, with k € Z>q
and ny,...,n;y € N. Choose zo € . Let Fin(Q, xo) be the set of finite subsets Q of

77



Q such that =y € . Let J be the set of clements of Jj €1, k:]] such that there exists
Q; € Fin(£, o) such that gn; ¢ PQ Let Q = Ujcs €. Then Q) € Fin(Q, o). Moreover,
if j e J, gn; ¢ PQZ. D PQ. Let ¢ € [1,k] be such that gn; € ]35 Then i ¢ J and thus
for all ' € Fin(Q,xg), gn; € Poy. In particular, for all x € Q, gn; € ﬁw Consequently,
gn; € ﬂxeﬂ P, =Py (by Proposition 5.26) and thus for all z € Q, g~'.x = n;.x.

It remains to prove that (2 is enclosed. Let g = gn;. Then g-ANA=g-ANA=0Q.
Moreover, g € PQ and thus there exists n € NQ such that p :=ng € Py. By Lemma 5.27,
Po = Pyq): there exists Q' € cl(2) such that p € Py. Then for € €', one has
gr=n"'pr=n'tz e Aandthus gor € Qforall xz € . Let y € . Then g.y € Q
and thus gg.y = g.y. Consequently, §.y = y and thus y € Q. Therefore, ' C Q and thus
Q=Q € cl(Q): Q is enclosed, which proves the proposition.

O

6.7 Remark.

Let x € Z(G) and Qo be a sector-germ at infinity. Then by Lemma 6.10, there exists an
apartment A containing r and (). Let ) C A be a sector whose germ at infinity is ().
Then we denote by = + (D the translate of () at x. This does not depend on the choice
of A by (A2) (Proposition 6.6).

6.8 Corollary (see [Lan96, 9.7(i)]). Let Q be a non-empty subset of A. The group Ug
acts transitively on the set of apartments of Z(G) containing €.

Proof. Let A" an apartment containing {2 and g € G such that A" = g- A. Let n € N
such that gz =n-zforallz € ANg-A D Qasin Proposition 6.6. Hence gn € Pq by
Lemma 6.5. By Corollary 5.12, there exist u € Ug and n’ € Ng C N such that gn = un'.
Hence A’ =g-A=gn-A=un'-A=wu-A. This proves the transitivity. ]

6.9 Corollary (see [BT72, 7.4.10]). The group N is the stabilizer of A in G.
The group Ty is the pointwise stabilizer of A in G.

Proof. We firstly prove that Uy = {1}. Let a € ®. Then Uy = (V,cp Ua—atz—o)-
Considering the elements z = 0 + AaY € A for A\ € R, we get that

UQA C ﬂ Uaﬁa()\QV) = gp;l (ﬂ [—2)\, OO]) .

AER AER

But the last intersection is reduced to oo since for any € € R~y and any pu € R, we have
& [—2(—p —e),00]. Thus Uya = ¢, ({oc}) = {1} for any a € ®. Hence Uy = {1}.

Let ¢ 6 G be such that g - A - A. By Proposition 6.6, there is n € N such that
Ve €A, go' 2 =n-x. Hence gn € PA by Lemma 6.5. Since PA = NA by Corollary 5.12,
we have that gn € N. Thus g € N. Moreover, since the action of N on A is induced by
that of v via n - [1,z] = [1,v(n)(z)], we deduce the result. O

6.10 Lemma. (1) Any two local faces are contained in a single apartment of Z(G). In
particular, TZ(G) satisfies axioms (A3) and (GG).

(2) Any two sector-germs are contained in a single apartment of Z(G). In other words,

Z(G) satisfies axiom (A4).

(8) If F is a local face and Q« is the germ at infinity of a sector, there exists an
apartment containing F and Q).

Proof. (1) This follows the proof of [BT72, Théoréme 7.4.18|. By Proposition 6.6, we know
that Z(G) satisfies axiom (A2). Hence it suffices to prove that any two local chambers
C,C" are contained in a single apartment. Write C' = germ_ (@) and C" = germ_,(Q’),
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where z,2" € Z(G) and Q, Q" are sectors of Z(G), based at x and 2’ respectively. As G
acts transitively on the set of apartments, we may assume that () C A. Let g € G be
such_that g_lA.Q’ C A. By the Bruhat decomposition 5.37, we can write g = bnb’ with
be P,V € Pjrorand n € N. Then b.C' = C C b.A and

C'=g.g7".C" =bnb . germ 1 . (g7".Q") = bn.germ, 1 ,,(g7".Q") C b.A.

(2) Let Q and @, be two sector-germs at infinity in Z(G). Since G acts transitively
on the set of apartments in Z(G), we may assume that QQ,, € A. Consider an element
g € G such that Q' = g- Q. Let (19500 be the set of roots in ® that are positive on ).
By [BT72, 6.1.15(a)], we can write g = uynv, with uy, vy € U%OO and n € N. Since u

and vy fix s, We then have Qo € uyn - A and:

(3) We obtain it similarly as (i), by replacing the Bruhat decomposition by the Iwasawa
decomposition (5.36). O

6.11 Remark. Let d : A x A — R be invariant under the action of N. Then d extends
uniquely to a G-invariant map d : Z(G) X Z(G) — R. Indeed, suppose that such a d exists.
Let x,y € Z(G). Then by Lemma 6.10, there exists g € G such that z,y € A := g.A.
One necessarily have d(z,y) = d(g~'.x, g '.y). It remains to prove that the last formula
is well defined, that is that it does not depend on the choice of g € G. Let ¢ € G be
such that x,y € ¢’.A. Let A’ = ¢".A. Let h € G be such that h.A = A’ and such that
h fixes pointwise AN A. Then g’_lhg € N = Stab(A) (by Corollary 6.9). Thus one
has d(g~ 'z, g7 y) = d(¢ " hg.g .z, g hg.g ty) = d(¢ .z, g1 .y), which proves our
assertion.

7 Valuation for quasi-split reductive groups

In the following, given a separable field extension L/K and an affine L-scheme X, we
denote by Ry x(X) the Weil restriction of X to K. For more general considerations on
Weil restrictions, see [BLRI0, 7.6] or [CGP15, A5].

7.1 Notations and recalls for quasi-split reductive groups

Let K be any field and G be any reductive K-group. Recall that G splits over a
finite Galois extension of K and denote by K/ K a minimal one [BT84, 4.1.2]. Denote by

G = Gy the K—group obtained by a base change from K to K.

When K is algebraically closed, the theory of structure of reductive groups enables us
to consider Borel subgroups. In general, over an arbitrary field, a reductive group does
not admit any Borel subgroup defined over the ground field and we therefore need to
consider the minimal parabolic subgroups. The intermediate situation is that of quasi-
split reductive groups:

7.1 Proposition-Definition. [BT84, 4.1.1] One says that a reductive K-group G is
quasi-split if it satisfies the following equivalent conditions:

(i) G contains a Borel subgroup defined over K;
(ii) G contains a maximal K-split torus S such that its centralizer Zg(S) is a torus;

(iii) for any maximal K-split torus S of G, its centralizer Zg(S) is a torus.
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We now assume that G is a quasi-split reductive K-group. We provide a choice of
a maximal K-split torus S and a Borel subgroup B such that T = Zg(S) is a maximal
torus of G contained in B. This is always possible [Bor91, 20.5, 20.6 (iii)]. Thus T = Tz

is a maximal K-torus of G containing S = Sz.

We denote by & = &(G, S) the root L system of G with respect to S and we call it the
relative root system. We denote by P = <I>(G T) the root system of the split group G
with respect to T and we call it the absolute root system.

7.2 Example. Let L/K be a nontrivial separable field extension. If G is a split reductive IL-
group, then the Weil restriction G = Ry, /K(G) of Gisa quasi-split but non-split reductive
K-group. If S is a maximal K-split torus of G, then Zg(S) = Ry/x(SL) is a maximal
K-torus of G, isomorphic to Ry /k(GpL)” % G, x. Thus G is quasi-split but non-split.
Typically, in G Rk (GL, 1) that is the general hnear group over L seen as a K-group,
one can take S the maximal split torus of diagonal matrices with entries in K and its
centralizer in G is the subgroup of diagonal matrices with entries in L.

There are also quasi-split but non-split groups that do not come from Weil restriction.
For instance, if L/K is a quadratic Galois extension and h is the standard Hermitian form,
then the group SU(h) is a quasi-split but non-split K-group. We provide an example of
such a group in Example 7.37.

7.2 Recalls on root groups and their parametrizations
7.2.1 Definition of root groups

Given a basis A of ® (resp. A of ), we denote Dyn(A) (resp. Dyn(A)) its Dynkin
diagram. The edges represent orthogonal defects of the basis which will translate defects
of commutativity between root groups. Multiple edges appear between two simple roots
of different lengths and are oriented from the long root to the short root.

Given a reductive K-group G and a maximal K-split torus S, the choice of a minimal
K-parabolic subgroup of G containing Zg(S) is equivalent to the choice of a basis A
of the relative root system [BT65, 4.15|. In partlcular if G is quasi- spht the choice of
S C T C B as before naturally determines a basis A = A(G, T,B) of ® = (G, T) and
a basis A = A(G,S,B) of & = (G, S).

Recall that the root groups of G over K are defined by the following proposition:

7.3 Proposition-Definition ([Bor91, 14.5 & 21.9]). For any root o € @, there exists a
unique K-subgroup of G, denoted by U,, which is closed, connected, unipotent, normal-
ized by Zg(S) and whose Lie algebra is g, + g2o. It is called the root group of G with
respect to a.

If ¥ is a positively closed subset of ®, then there exists a unique K-subgroup of G,
denoted by Uy, which is closed, connected, unipotent, normalized by Zg(S) and whose
Lie algebra is Z Ja-

acV

Note that the definition depends on ® and, therefore, on the choice of the maximal
split torus S defining T = Zg(S).
Moreover, these root groups satisfy the following proposition:

7.4 Proposition (|[Bor91, 21.9|). For any ordering on a positively closed subset W of ®,
the product map Haeand U, — Uy is an isomorphism of K-varieties.

For any pair of non-collinear roots o, 5 € ®, the subset (o, ) = {ra+sp € ®, r,s €
Zo} is positively closed and [Ugy, Ug] C Uqap).

We denote by fja for & € ® the root groups of G with respect to T.
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7.2.2 The Galois action on the absolute root system

Even if we can define a *-action on the Dynkin diagram for an arbitrary reductive
K-group, we assume for simplicity that G is a quasi-split reductive K-group.

We consider the canonical action of the absolute Galois group ¥ = Gal(K;/K) on the
abstract group G(Kj). Since G is quasi-split, we can choose a maximal K-split torus S
and we get a maximal torus T = Zg(S) of G defined over K. Thus, we define an action
of ¥ on X*(Tk,) by:

Vo €%, ¥y € X'(Tw,), 0 x =t o(x(07'®))

7.5 Notation (The Galois action on the absolute root system). This is a summary of
[BT65, §6] for a quasi-split reductive K-group G. Denote by A a set of absolute simple
roots and by Dyn(z) its associated Dynkin diagram. There exists an action of the Galois
group ¥ = Gal(K/K) on Dyn(A) which preserves the diagram structure. This action
can be extended, by linearity, to an action of ¥ on Ve = X*(Tg) ®z R, and on .
The restriction morphism j = ¢* : X*(T) — X*(S), where ¢ : S C T is the inclusion
morphism, can be extended to an endomorphism p : V* — V* of the Euclidean space
V*. This morphism p is the orthogonal projection onto the subspace V* of fixed points
by the action of > on V*. The inclusion of ® in the Euclidean space v provides a
geometric realization of the absolute roots from which we deduce a geometric realization
of of & = p((f) in V*. The orbits of the action of = on ® are the fibers of the map
p:d— O

7.6 Definition. Let & € ® be an absolute root. Denote by 35 be the stabilizer of a for
the canonical Galois action. The field of definition of the root a is the subfield of K
fixed by X5, denoted by Ly = K*a.

This is determined, up to isomorphism by the relative root @ = alg. Indeed, a is an
orbit of absolute roots, which means that if 8|s = d|g = «, then 8 = o-a and Lz = o(La).
For a root o € ®, we denote by L, the class of Lz for als = a. We call it the splitting
field of a.

7.7 Remark. If @ € ® is a multipliable root, then there exists a, &’ € p~'(a) such that
&+ & € ® [BT84, 4.1.4 Cas II|. Because « is an orbit, we can write &’ = o(&) where
o € ¥ is of order 2. As a consequence, the extension of fields Lz /L 4 is quadratic. By
abuse of notation, we denote this extension, determined up to isomorphism, by L, /Lo,.

7.2.3 Parametrization of root groups

In order to valuate the root groups thanks to the A-valuation of the field, we have to
define a parametrization of each root group. Moreover, these valuations have to be com-
patible. That is why we furthermore have to get relations between the parametrizations.

A Chevalley-Steinberg system of (G, K, K) is the datum of morphisms: 73 : G,x — Ua

parametrizing the various root groups of é, and satisfying some axioms of compatibility,
given in [BT84, 4.1.3]. These axioms take into account the commutation relations of
absolute root groups and the Gal(]INQ/K)—action on root groups. Note that despite the
fact that the morphisms parametrize the root groups of é, a Chevalley-Steinberg system
also depends on the quasi-split group G because of the relations between the 7z where
a € ®. According to [BT84, 4.1.3], a quasi-split reductive K-group always admits a
Chevalley-Steinberg system ()55

7.8 Notation. Let us recall that there are elements in Ng(S)(K) defined by (see [BT84,
3.2.1]):
mg = f&(l)f_a(l)fa(l)
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for & € ® such that for any E € ® and any u € ]IN{, we have:

maxﬁ(u)m,a S {ffra 5 (£u)}

according to the second axiom defining Chevalley systems. Moreover, one can observe
that m_g = mg from the matrix realization in SLs.

Let o € ® be a relative root. Let 7 : G* — (U_,, U,) be the universal covering of
the quasi-split semi-simple K-subgroup of relative rank 1 generated by U, and U_,. The
group G splits over L, (this explains the terminology of splitting field of a root). A
parametrization of the simply-connected group G is given by [BT84, 4.1.1 to 4.1.9]. We
now recall it to fix the notation.

The non-multipliable case Let a € ®,4 be a relative root such that 2a ¢ ® and
choose @ € a. By [BT84, 4.1.4], the rank-1 group G* is isomorphic to Ry_/k(SLop, ).
Inside the classical group SLay. ., a maximal Lg-split torus of SLa. can be parametrized
by the following homomorphism:

Z: Gm,]L& — SLQJ[Aa
t — £ 0
0 t!
The corresponding root groups can be parametrized by the following homomorphisms:
y-: Gor, — SLor. Y+ Ger, — SLop,
N 1 0 . 1 u
! —v 1 “ 0 1
According to [BT84, 4.1.5], there exists a unique Lz-group isomorphism &5 : SLay,. — G
satisfying Z45 = m o & o y+, where G is the simple factor of GZ of index Q.
7.9 Notation. Thus, we define K-homomorphisms
To =m0 Ry_ k(&0 ys) T_q=moR_/k(a0y-)

which are K-group isomorphisms between Ry _/k(G,r.) and respectively U, and U_,.
We also define the following K-group homomorphism:

a=mo Ry k(s 02): Riyx(Gmys) = T
where T* =T N (U_,, U,).

7.10 Fact. For any & € ®, any t € T(Ls) and any u € Lg, we have tiz(u)t™ =
zg(a(t)u) by definition of root groups. Thus, for any a € «, we have that:

trg(u)t ™ = zo(a(t)u)
by definition of the Weil restriction. Thus, since a matriz calculation gives @(z)xq(u)a(z7!) =
To(2%u), we get that for any & € «, any z € LL, we have:
a(a(z)) = 22
7.11 Notation. We define maps m, : Gy, — Ng(S) and m_, : G, — Na(S)
[BTS4, 4.1.5] by:

M (u) :xa(u)x_a(u_l)xa(u) m_a(u) :ﬁ—a(uma(u_l)x—a(u)
. . . 0 u 0 wut
whose matrix realizations in SLay,, are respectively —ul 0 and w0

The unique elements m(z,(u)) and m(z_,(v)) defined in [BT72, 6.1.2(2)] are then:
m(za(u)) =m_o(u') m(z—a(v)) = ma(v")

We define an element m,, = mq,(1) = m_,(1) = m_, € Na(S)(K).
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7.12 Fact. We observe that m,, = mg for any & € a by definition of x,, as Weil restriction.
From the matriz realization in SLy we can easily check that:

—-1.
o

o VueL,, x_o(u)=muzs(u)m

o Vu el my(u)=a(u)ym, =maa(u™");

The multipliable case: Let a € ®,4 be a relative root such that 2a € ®. Let a € «
be an absolute root from which « arises, and let 7 € X be an element of the Galois
group such that a + 7(a) is again an absolute root. To simplify notations, we let (up
to compatible isomorphisms in ¥) . = Lz and Ly = Lg-(5) in this paragraph. For any
z € L, we denote "z instead of 7(z). By [BT84, 4.1.4], the K-group G* is isomorphic to
Ry, /x(SU(R)), where h denotes the hermitian form on L. x L. x L. given by the formula:

1

h: (.T,1,$07I1) — Z T r_;.

i=—1

The group G, can be written as Gf, = H Go@0 (@) where each Go@-(7(@))
o€eGal(L2/K)
denotes a simple factor isomorphic to SU(h), so that SU(h)y, ~ SL3 .
We define a connected unipotent Lo-group scheme by providing the LLy-subvariety of

Ry, (AD):
Hy(L,Ly) = {(u,v), uv=v+ v}

with the following group law:
(u,v), (u',0") = (u+u', v+ + Tud).
Then, we let H(LL,Ly) = R,/ (Ho(L,Lsy)). For the rational points, we get
H(L,Ly)(K) = {(u,v) e Lx L, vu=v+ "v}.

We parametrize a maximal torus of SU(h) by the isomorphism

AN R]L/]LQ(Gm,]L) — SU(h)
t 0 0
t — [0 ¢t 0
o 0 7t

We parametrize the corresponding root groups of SU(h) by the homomorphisms:

y_: Ho(L,Ly) — SU(h) yy o Ho(L,Lg) — SU(h)
1 0 0 1 —"u —v
(u,v) vw 1 0 (u,v) +— |0 1 w
—v —"u 1 0 O 1

By [BT&84, 4.1.9|, there exists a unique Ls-group isomorphism & : SU(h) — Gar@
satisfying:

m(&a(y+(u, v))) =Ta(u)Tar-a(—v)Ta("w), 7(&a(y-(u,v))) =T-a(w)7 a—a(v)T-a("w)
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7.13 Notation. From this, we define K-homomorphisms

To =T © Ry, k(&5 © y+) To =T 0 Ry, /x(&a0y-)
which are K-group isomorphisms between the K-group H (L, L) and the root groups U,
and U_, respectively. The group law is given by x4, (u, v)z1q(v,v") = 21o(u + v/, v +
v+ Tu).
We also define the following K-group homomorphism:
Q=Tmo RL2/K<€& e} Z) : RL@/K(Gm,L&) — T
where T* =T N (U_,, U,).
7.14 Fact. Let a and 7 be as before. For any t € T(Lg) and any (u,v) € H(L,L,), we
have
125 (u)Tara(—0)Ta(u)t ™ = Ta(@(t)u)Tara(— (@ + @) ()v) T (a(t) u)
by definition of the root groups. Thus:
trg(u, V)t = zo(a(t)u, alt)a(t)v)
by definition of the Weil restriction. Thus, since a matriz calculation gives &(2)xq(u, v)a(z™1) =
To (2227, 2720), we get that for any z € L%, we have:
a(a(z)) = (z)%z .
7.15 Notation. We define maps m,, : H(LL,Ly) — Ng(S) and m_,, : H(L,Ly) — Ng(S)
by [BT84, 4.1.11]:

Mea (1, ) =24 (uv ™, (W) Da_q(u, v)ze(u() ™, (v) ™)
m_o(u,v) =2_o(uv™, (W) N (u, v)r_o(u(™), (v) ™)

Their matrix realizations in SU(h) are respectively

0 0 —(w)~! 0 0 —v
0 —(wpo! 0 0 —(w)p~t 0
v 0 0 ()t 0 0

The unique elements m(z,(u,v)) and m(z_,(u,v)) defined in [BT72, 6.1.2(2)] are
then:
(e, v)) = m_a(u,0) (2o, 0)) = ma(u,0)

Even if (0,1) ¢ H(L,Ly)(K) in general, one can define an element m, = m,(0,1) =
m_q(0,1) = m_,, that in fact belongs to Ng(S)(K).

By convention, we set mo, = M.
7.16 Fact. We observe that 5(1)T_5(1)Z5(1) = mg (resp. m~) has the following matrix
realization:

100 1 0 0 100 1 0 0 0 10
011 0 1 0 01 1)=1(0 0 1 resp. | —1 0 O
001 0 —1 1 0 01 0 —1 0 0 01

so that we have:
My = mam:alma = mTamglmfa.
Moreover
o V(u,v) € H(L,Ly), v_o(u,v) = maxa(u,v)m;?';

o V(u,v) € H(L,Ly) \ {(0,0)}, ma(u,v) =a(vm, = maa(v);
° mi =id.

o V(u,v) € H(L,Ly) \ {(0,0)}, ma(u,v)* = a(v'v).
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7.3  M-valuation of a root groups datum

As before, let G be a quasi-split reductive K-group with a choice of a maximal split
torus S contained in the maximal K-torus T = Zg(S) contained in a Borel subgroup B,
together with a parametrization of the root groups (z,) deduced from a Chevalley-
Steinberg system, defined in Notations 7.9 and 7.13.

Denote G = G(K), T' = T(K) and N = N(K). For any relative root oo € ®, denote
Uy = Uy(K) and M, = T'm, where the element m, € G is defined as in Notations 7.11

and 7.15. Then, by [BT84, 4.1.19(ii)], we know that (T, (Ua,Ma)a@) is a generating

root group datum of G of type ®.

From now on, considering a valuation w : K — AU{oc}, we assume that the extension
K/K is univalent (gencralizing the definition of [BT84, 1.6.1]). This means that the A-
valued ground field K satisfies the following:

acd

7.17 Assumption. There is a unique surjective valuation w' : K> — A’ such that:

e N\ is a non-zero totally ordered abelian group;

e there is a strictly increasing map w(K*) — A’ that identifies w(K*) with a finite
index subgroup of A';

o for all x € K*, we have w'(z) = w(x).
_ Thus A’ identifies with a subgroup of A ®; Q C M. Note that for any sub-extension
K/L/K and any o € Autg (L), we have w’ oo = w’. We still denote, by abuse of notation,
the valuation w : LX — R for any sub-extension K/L/K.
7.18 Example. According to Corollary 3.2.3 and section 4.1 of [EP05], the assumptions 7.17
are all satisfied if K is Henselian.

7.19 Notation. For each root o € ¢, we use the parametrization x, of the root group
U,, given by the choice of a Chevalley-Steinberg system and the choice of an absolute
root @ in the orbit a, to define a map ¢, : U, — R U {oo} as follows:

e v, (Ta(y)) = w(y) if o is a non-multipliable and non-divisible root, and if y € L,;
e va(za(y,y')) = sw(y') if a is a multipliable root and if (y,y') € H(La, Laa);

o o0 (74(0,9)) = w(y) if a is a multipliable root and if ¢/ € LY := {v € L,, v+ =
0}.
Note that, by convention, we set w(0) = co = w/(0).
7.20 Remark. Despite the fact that the parametrization x,, depends on the choice of a € o

such that alg = a, the value ¢, (u) € R¥U{oo} for u € U, does not depend on this choice.
Indeed, assume for instance that o € ®,4 is non-multipliable. For any o € Gal (]K/K),

1

the isomorphism 07" : LG — L, induces a K-isomorphism of the Weil restrictions:

J+ R,k (Ga,]LU(a)) — Ri_/k (Ggr,). Thus the parametrization of U, defined by a
instead of @ would be precisely x, 0 j : Ry, 5 /x (Ga,La<a>> — U,. Since w = w o j, we

deduce that the value of ¢, does not depend on o. If o is a multipliable root, we can
make a similar observation.

7.21 Proposition. The datum (¢q),cq 5 a0 R -valuation of the root group datum
(T, (Ua,Ma)a@), i.e. it satisfies axioms (V0) to (V5).

According to Bruhat-Tits [BT84, 4.2.11], it is easy to check it. Such a verification is
carried out by Landvogt [Lan96, 7.4].

Proof. Axiom (V0) is immediate since ¢,(U,(K)) contains A U {oco} and the totally
ordered group A is not trivial by assumption. Axiom (V4) is immediate by definition.
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Axioms (V1), (V2) and (V5) for a non-multipliable: Let A\ € R and let g; =
To(u1), g2 = o(uz) be elements in U, , for some parameters u;, uy € L,. Then g9, =
To(U1)Ta(ug) ™ = Ta(ur)ra(—u2) = zalur — uz). Thus @a(grg;') = w(uy — ug) >
min(w(uy),w(ug)) = A. Moreover, x,(0) is the only element with valuation oo which
gives (V1).

Let z4(u) € U, with u € L} and m = m,t € M, = M_, with t € T. By for-
mulas in 7.10 and 7.12, we have mz,(u)m™" = mytz,(u)t™'m;! = maza(a(t)u)m;! =
r_o(a(t)u). Hence @q(ra(u)) — pa(mze(u)m™) = w(u) — w(a(t)u) = —w(a(t)) which
does not depend on u. This proves (V2).

Let z,(u) € U, and x_o(u'),x_o(u") € U_, such that z_,(v)zs(w)z_o(u") € M,.
By the uniqueness in [BT72, 6.1.2(2)] and the formula defining m_,(u™!) in 7.11, we get
' =u" =u"t. Thus p_o(z_o(v)) = w(u™") = —pa(z4(u)) which gives (V5).

Axioms (V1), (V2) and (V5) for a multipliable: Let A\ € R and let g, =
To(U1,v1), ga = Ta(Uz,v3) € U,y for some parameters (uy,v1), (u2,v2) € H(Ly,Lay).
Then u;"u; = v; + ™; gives w(u;) > %w(vi) > ). Thus

G195 " = Ta(ur, 1) 70 (U, v2) T = 20 (ur, V1) 0 (—Ug, Vo) = To(uy — Uz, —"urus + vy + ).

Hence o (9195 ") = %w(—%wﬁ—vl +vy) = %min(W(Ul)‘l—W(U,Q),CU('Ul),W(Ug)) > \. Since,
for (u,v) € H(LLy,Lay), we have u = 0 whenever v = 0, we get that z,(0,0) is the only
element with valuation co. This gives (V1).

Let z,(u,v) € U, with (u,v) € H(Ly,Los) \ {(0,0)} and m = myt € M, = M_,
with ¢ € T. By formulas in 7.14 and 7.16, we have mz,(u,v)m ™ = mytz,(u, v)t " 'm ! =
MaTo(a(t)u, a(t) a(t)v)m;' = z_o(—a(t)u, a(t) "a(t)™). Hence

Pa(ra(w)) — ¢ almaa(u)m™) = Zu(v) — Jw(@() E(H)) = —w(a(n)

which does not depend on (u,v). This proves (V2).

Let x4 (u,v) € Uy and x_o (v, V"), 2_o(u",v") € U_, such that x_, (v, v")xo(u, v)x_o(u”,v") €
M,. By the uniqueness in [BT72, 6.1.2(2)] and the formula defining m_,(u,v) in 7.15,
we get (v, v') = (wo™, w7, Thus ¢_q(z_a(v/,v)) = su(
gives (Vb).

T

v = —pu(24(u,v)) which

Axiom (V3) of commutation: It is a consequence of [BT84, Annexe Al.

7.4 Action of N on an Si°-aff space

In the sequel, we adopt the following notations:
. a quasi-split reductive group over K,

. a finite Galois extenion of K on which G splits,
: a maximal K-split torus of G,

: the centralizer of S in G,

Z 1w = Q

: the normalizer of S in G,
and for any algebraic K-group H:
H : the scalar extension Hz of H to ]IN{,

X.(H) : the group of cocharacters of H,
X*(H) : the group of characters of H,
Xk (H) : the group of rational characters of H over K.
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The natural pairing of abelian groups:
X.(S)®@X*(S)—~Z
is perfect and therefore induces an isomorphism:
X.(S) ®z R = Homg (X*(S) ®z R, R).
By tensorization by the abelian group 3%, we obtain an isomorphism of 93°-modules:
Vi = X.(S) ® ®® = Homg(X*(S) ®z R,R) ® R® = Homg(X*(S) @z R, R7).

The Weyl group W := N(K)/T(K) acts R-linearly on X,(S) ® R and hence R%-linearly
on V;. Since X (T) is a finite index subgroup of X*(S), we have:

X*(S)®z R = Xg(T) @z R.
Moreover, for each ¢t € T(K), the map:
p(t) : Xp(T) @R — RS
& A —Aw(x(8))

is well-defined and is R-linear.
We can therefore see p(t) as an element in V; and we get a group homomorphism:

p: T(K)—W
t— p(t).

Let T;(K) be the kernel of p and let Vj (resp. Vpz) be the subspace of V) (resp. X.(S))
given by the vectors v such that a(v) = 0 for every root a € ®. The quotient V :=
X.(S)/Viz is then a Z-module. By flatness of R¥ over Z, the quotient V := V;/V; =
V} @ R is then an R-module that is endowed with the following structures:

- a morphism:

p: T(K)/Ty(K) =V,
induced by p;

- a morphism:

J: W = GL(Vy),
induced by the action of W on X, (S).

Let W' be the push-out of the morphism p : T(K)/T,(K) — V and the inclusion
T(K)/Tp(K) € N(K)/T,(K). The group W’ is then an extension of W by V:

IV -sW W1 (22)

If K: W — Autgoup (V) is the induced action by conjugation of W on V, we can see the
previous exact sequence as a class in the cohomology group H?(W, V). But this group is
trivial since W is finite and V' is uniquely divisible. Hence exact sequence (22) splits and
W' =V %, W. The action k is computed as follows:

Vv € V.Vw € W, k(w)(v) = j(w)(v),
Hence j induces a morphism:
J W =V x, W =V xGL(V;) = Affgs (V).
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By composing the projection N(K) — N(K)/T}(K), the natural morphism N(K)/T,(K) —
W’ and j’, we get a morphism:

v:N(K) — Affys (V)

such that the following diagram commutes:

1 T(K) N(K) T 1 (23)
1 xl/ Affgs (V) —= GL(VY) — 1,

where pq is the composite of the map p : T(K) — V; and the projection V; — V =V /Vj.

7.22 Remark. Denote by T(K), the kernel of v. By construction, it is the kernel of the
composition of the natural projection T(K) — T(K)/T;(K) and p. Hence ker p = T}(K)
is a subgroup of ker v = T(K), but this inclusion is strict in general (see Example 7.40
for G = GL,,).

If G is semi-simple, then Vpz = 0 by [Spr98, 8.1.8(ii)| and therefore p is injective.
Thus ker v = T(K), = Tj(K) = ker p.

7.23 Lemma (see [BT84, 4.2.5, 4.2.6 and 4.2.7|). For any relative root o € ®, any
absolute root a € ® such that a|ls = a and any t € T(K), we have:

a(v(t)) = —w(al(t)).
Proof. For x € Xj(T), we have by definition of the action that
x(v(t) = x(pt) = —w(x(t)). (24)
Inside the R-module X*(S) ® R = X3 (T) ® R, we have the identification

a®l= Z o(a)® ~%

oceCGal(K/K)

Thus, applying the formula (24) to x = (@) for o € Gal(K/K), we get

K : K] <
oeGal(K/K)

7.24 Lemma. The subgroup of N(]K) generated by the mg for & € ® is finite.

Proof. As a split group is, in particular, a quasi-split group with K = K, we keep the
notations xg, &, mg of section 7.2.3 for & € ¢ = ®(G, T). Denote by T = T(K) and by
N = N(K) Let N1 be the subgroup of N generated by the mg for & € ®. Let T} be
the subgroup of T generated by the a( 1) € Tforaed. Itisa subgroup of N, since
m~—a( )foreachaE(ID

The group T 1 is finite of exponent 2 since it is a subgroup of a commutative group T
generated by finitely many elements of order 2. Moreover, for any a, 5 € q) we have

] -8 5
=25 (B (3-1)) 25 (-3 (a-1)) =5 (B (a-1))
= mgg ((_1)<ﬁ’av>>



Thus Nl normalizes 7T 1. Moreover for every a, E € EI;, we have

MmamzMeg = maxﬁ(Dx_B(l)x[i(l)mgl
= 2005 (BT 5 (£2)7, 5 (1)

for two signs e, e € {£1}, according to axioms of Chevalley systems.
By contradiction, suppose that e, = —¢; and char(K) # 2. Denote by 7 = ra(ﬁ)
Consider the element n := mamameg € Nl Since N; normalizes T, 1, we have

o~

~ 2 ~ = -~ - -~ -
n*T) = (mamgma> Ty = mamga(—1)mzmaTy = maB(—1)maTy = a(-1)Ty = T1.

Then nfl has order at most 2 in N/l / ﬁ and therefore, since ﬁ has exponent 2, we deduce
that n has order at most 4. N
Then the matrix realisation of mamamg in the universal covering G"7 of the subgroup

spanned by U,g(]f{) and Ug(]ﬁ) given in Notation 7.9 is

6L D6Y)-C%)

2
TN . 2 €1 . 7 1281 . 2 0 .
If char(K) = 7, since (351 2) = ( se, - > does not centralizes (0 4) which

is the matrix realization of 7(2) € Ty in G7, it contradicts the fact that n
commutative group 77.

2 &\' (97 168¢
~ : 1y 1) . }
If char(K) # 7, since (351 2) = <5 6e, 07 > is not an homothety, we get a con

tradiction with the order of n that is at most 4 since 7 : G7 ~ SLy(K) — (U_5(K), Us(K))
is a central isogeny.

2 is in the

—

As a consequence, in any case, we have that e5 = £1, whence mamgma =m,_ 7 (B)(e1).

Let wz be the image of ma in W1 = N1 /T1 for any a € ®. We have seen that
WaWaws = W, _ for any o 6 € ®. Denote by A a basis of the root system ®. Note

that the wg for acA generate Wl Indeed, let v € ® and write it v = w(a) for
a e A and we W(®P) since W(®)- A = d. Since the rg generate W (®), one can write
w=rg 00Ty for some 51, e ,Bn €A, Thus, we have wy = Wz, - Wp, WaW;, - W -

Claim: W, is isomorphic to W (®).
It suffices to observe that the relations characterizing the spherical Coxeter group
W(®) are satisfied in W) by the family of generators (wz)z;cx. Let @ # 8 € A and

n(a, B) € Zs be the order of rz o rz € W(®). We claim that (mamg)"(avg) e 7. Indeed,
(mamg)”(a’ﬁ)_lma = mamg---mgma = M5 mod T} for some v e P. Multiplying by
mj on the right and applying “v, we get that v (m;mg> = ((m mﬂ) ) Whence
mgT = mzT'. Because the classes Mg are pairwise disjoint and we took exactly one mg
in each, we deduce that ms; = mg. Hence (mamg)”(a’ﬁ)ﬁ = m%ﬁ = fl. Thus Wl is a
quotient of W (®).

Conversely, applying “v to the mg € N; C N, we obtain a surjective group homomor-

phism W; — W (®), whence W) = W(®). In particular, N; is finite as an extension of
finite groups. [

7.25 Lemma (see [BT84, 4.2.9]). Let m, for o € ® be defined as in Notations 7.11
and 7.15. There is a point o € V' such that v(m,)(0) = o for every a € ®.
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Proof. According to Facts 7.12 and 7.16, the subgroup N; of N(K) generated by the m,,
for a € ® is contained in the subgroup of N(]K) generated by the mg for a € . Thus,
according to Lemma 7.24, the group N is a finite subgroup of N = N(K). Since V is,
in particular, an R-vector space on which N acts by affine transformation, the group N;
has to fix a point o € V. In particular, this point is fixed by the m, for a € ®. ]

7.26 Notation. We denote by A the S3°-aff space with underlying free Z-module of finite
type Vz and affine space V' with origin o chosen as in Lemma 7.25.
Thus, we have by definition that v(m,) =740 = 0 — a(- — 0)a" for any a € .

7.27 Proposition. The action v : N(K) — Affys(A) satisfies (CA1), (CA2) and (CAS).

Proof. The condition (CA1) is a consequence of the commutation of the diagram (23)
since it is well-known in reductive groups that W ~ N/T naturally identifies with W (®).

We use the notations of sections 7.2.3 and 3.1.2.b). Let a € ® and u € U, \ {1}. Con-
sider the unique element m(u) € M, given by [BT72, 6.1.2(2)|. If a is non-multipliable, we
deduce from Fact 7.12 that m(u)? = @(—1) € T(K), C ker v, whence axiom (CA3) is satis-
fied. If o is multipliable, we deduce from Fact 7.16 that m(u)? = a(v~v) € T(K), C kerv
for some couple (u/,v) € H(L,Ly) \ {(0,0)}, whence axiom (CA3) is satisfied.

Consider ¢t = mom(u) € T. Let v € Vg be such that v(m(u)) = (ra,v). We have

that v(m(u))(o) — o = v, whence oz(u(m(u))(o) - 0) = a(v). On the one hand, v(t) =

v(mam(u)) = 7400 (ra,v) is the translation by r,(v) € V. Hence a(v(t)) = a(ra(v)) =
—a(v). On the other hand, according to Lemma 7.23, we have a(v(t)) = —w(a(t)) for
any & € ® such that alg = a.

If we show that w(a(t)) = —2¢4(u), then condition (CA2) will be proven.

If v is non-multipliable and non-divisible, then one can write u = z,(z) with z € LY.
Then m(u) = m_o(271) = m_q—a(z) according to Notation 7.11 and Fact 7.12. Thus
mem(u) = ——a(z) and therefore a(t) = (—a)(t)™! = (—a)(——a(z))"! = —z~2. Thus
w(a(t)) = —2w(z) = —2pa(u).

If o is multipliable, then one can write u = x,(y, 2) with (y, z) € H(La,L2s) \ {(0,0)}.
Then m(u) = m_a(y, z) = m_q—a(z) according to Notation 7.15. Thus mam(u) = —a(z
and therefore a(t) = (—a)(t)™! = (—a)(=a(z))™! = 27272, Thus w(@(t)) = —w(z)
—2p4 (). o

If v is divisible, then there are § € ®, f € ® and 7 € Gal(LLg/Lyg) such that
a = 20, §|S =B and a = E—I— T(ﬁ) By definition mg = m,. In particular, u € Uz and
t = mgm(u). Thus, we have shown that w(B(t)) = —2pp(u). Hence, using (V4), we get

w(a(t)) = w(B(t)) +w(T(P)(t) = —4ps(u) = =2¢a(u). H

~—

7.5 The R°-building of a quasi-split reductive group

In this section, we have defined a generating root group datum <T, (Ua7Ma)aeq>>

(in the sense of Definition 4.1) together with an RR° valuation (a),q Of this root group
datum (in the sense of Definition 4.6, see Proposition 7.21). Moreover, in Notation 7.26 we
defined an PR7-aff space A together with an action v of N by R°-aff transformations given
by commutative diagram (23). According to Proposition 7.27, this action is compatible
with the valuation in the sense of Definition 4.24. Thus assumption 4.33 is satisfied and
by construction R = 9‘{5. Thus, we provided a datum as in assumptions of section 6 so
that we can define, as in Definition 6.1, the following space:

7.28 Definition. The 93°-building associated to the quasi-split reductive K-
group G is:

I(G) =I(K,w,G) := T (G, T, (Us)aco; (My)aco, (Pa)ace; V) -
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7.6 Extended Affine Weyl group

__ This section is dedicated to describing more precisely the extended affine Weyl group

7.6.1 Quadratic Galois extensions

This first part is devoted to the proof of some useful lemmas on quadratic Galois
extensions of valued fields. We consider a quadratic Galois extension L/K of valued fields,
and we assume that L/K is univalent (see 7.17). We denote by 7 the non-trivial element
of Gal(L/K),by N : x € L — x7(xz) € K thenormmap and by T': x € L — x+7(z) € K
the trace map.

7.29 Notation. For u € K, we denote by L" = {y € L, T(y) = u} and by
L ={yel", Vze L’ w(y) >wly+2)}

the subset, possibly empty, of elements y € L* such that the map z € L% — w(y + 2)
admits a maximum reached at z = 0.

Note that 0 € L" < u = 0 and that the L" are 1-dimensional K-affine spaces forming a
partition of L. Indeed, L* # () because the trace map is surjective when L/K is separable.

7.30 Lemma (sce [BT84, 4.2.20(i)|). The following are equivalent:
(i) Vue K%, Ly #0;

(i) Lyay #
If these conditions are satisfied, then w(L",.) = w(LL . )+ w(u).

max max

Proof. Obviously, (i) implies (ii). Conversely, let u € K* and suppose that y € LL (.
Set x = uy € L*. For any z € L°, we have

w() =w(y) +wu) = wly + 2) +w(u) = w(z + uz).

Since the map L° — L° given by z — uz is a bijection, we have proven that z € L%
and that w( )+ w(Ll,.) C w(L®,,). Conversely, any x € L" _ can be written z = uy

with y = £ € L}, Thus w(L%,,) = w(Li.) + w(u). O

max max

7.31 Lemma. In any case, w(L') C AL,.
If char(K) = 2 or w(L*) = w(K*), then w(LO \ {0}) = w(K™).
If char(K) # 2 and w(L*) # w(K*), then 3 € L}, and w(L*) = w(L\{0})Lw(K™).

max

Proof. Let x € L'. By contradiction, suppose that w(z) > 0. Then w(N(z)) = 2w(z) =
w(l —z)) = w(x) +w(l —x). But w(l —z) = w(l) 0 since w(x) > 0. Hence
w(x) = 2w(x) which is a contradiction. Thus w(L') C A,

If char(K) = 2, then L° = ker(r —id) = K.
If w(LX) = w(KX) and g € LY, then L° = 29K and w(L°\ {0}) = w(zo) + w(K>) =

w(K*) since w(zg) € w(K*).

If char(K) # 2, then there exists * € K such that L ~ K[t|/(t* — z). If, moreover,
w(K>) # w(L*), we have that w(t) = tw(z) ¢ w(K*). We have that T(¢) = 0 so that

L’ = tK and L' = { 4+ ¢tK. In particular, we have w(L°\ {0}) = w(t) + w(K*) with

w(t) € w(K™) so that w(L*) = (w(t) + w(KX)) U w(K™). Moreover w(3) € w(K>).

Hence w(i + ty) = min (w(3),w(t) + w(y)) for any y € K since w(}) # w(ty). Hence
1elLl O

max*
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7.32 Example. Consider K = Qy(()) and the rupture field L = K[t]/(t* — f) for some f €
K>\ K**. Consider the canonical valuation w : K — Z x ZU{oo} given by w(2) = (0, 1)
and w(z) = (1,0). Assume that w(f) & 2w(K*) and write it w(f) € (a,b) + 2w(K*) with
(a,b) € {(0,1),(1,0),(1,1)}. The valuation uniquely extends to L. Then

LO={y+tz, y,z € K, T(y+1tz) =2y =0} = tK
Thus W(LO\{O}) :w(t)+w(KX) _ (%,%)—I—ZXZ.
1
L'={y+tz yz €K Tly+tz) =2 =1} = 5 +tK

One can check that £ € L}
In the context of Lemma 7.33.2b, the set 2I', will then be :

2L, = w2\ (0D U (w() + V(L))
N R

— (<g+z> X (§+Z>> U 2Z><(1+2Z)) U ((a—l—ZZ) X ((b—1)+2z)>.

One can easily check that %w(LX) =I,=T,—-T,) DI, and that 0 € T, if, and only
if, (a,b) = (0,1).

7.6.2 Sets of values
7.33 Lemma (see [BT84, 4.2.21]). Let o € 4.
1. Suppose that « is non-multipliable. Then 'y =T, = w(L}).
2. Suppose that o is multipliable.
(0) If (Lo)pue = 0, then T!, =0 and Ty = 1w (La)"\ {0}).

max

(b) Ifxe Lyl  #0, then T, = tw(z) 4+ 3w (N (LY)) and

max

1

I, = %w(Lg \ {0}) U (%w(m) + 5w (N(L;))).

(¢) In both cases I'yp =Ty, = w ((LQ)O \ {0}).

Proof. (1) By Fact 4.11, T',, = I, since I'y, = (). From definitions and notations, we have
Lo = @a(Ua \ {1}) = {w(y) = va(zaly)), y € La} = w(L7).
(2) By definition,
Lo = T = { (), w€ U\ (1}
~ {0, 0.) € HLa o)\ 10,0}
~{ow. ver\ o}

Thus, we get 2c.
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By definitions and notations,

F; :{wa(u), ue U, \ {1} and Ua,cpa(u) = m Ua’wa(uv)}

vEU24

:{1w<y>, (2,4) € H(LayLoa) \ {(0,0)} and ¥(a', /) € H(La, La),

(y+2)>}

:{%w(y)v (1373/) c H(LQ,LQQ) \ {(0,0)} and Vz € ]L(O)” w(y) > W(y + Z)}

= U o)

ueN(JLé)

l\DlH

(3ew) > Lo(w) & ¥(0.2) € H(Lo L), Su(y) >

Hence, according to Lemma 7.30 and Fact 4.11, we get 2a.

From now on, assume that = € (L,).  # 0. From Lemma 7.30, we deduce that
= 1ou(ac) + 1cu (N(]Lax))
2 2
so that
T, = %rgaur’a — ( (L2 \{0})) (1 (2) + ;W<N(Lg)>).
Hence we get 2b. O

7.34 Proposition. Let a € & 4.
e If a is non-multipliable, then To = w (LX) =T,.

o If a is multipliable and (L,). . =0, then T, = lw(L3,) =T..

o)b A0, then T, = = 1w (L) DT,.
Moreover, if 0 & Iy, then « is multipliable, w(2) & {0,00} and w(LX) # w(L3,).

e [f a is multipliable and (L

In particular, the valuation (¢q),ce is semi-special, and this corollary provides a suf-
ficient condition for the valuation to be special. Example 7.32 shows that this sufficient
condition is not necessary.

Proof. The non-multipliable case is treated by Lemma 7.33. Assume that « is multipliable
and observe that T’y C jw(LLY) in any case.

If w(LY) = w(LQXa) then w(ILO \ {0}) = w(Ly,) = Iae. If (La)L
sw(lLs,)- If (L
In both cases, I', =T, since it is a group. B

If w(2) = oo, then LY = LLy,. Hence 'y, = w(L3,) and 0 € T,. Thus I', C T, and we
conclude distinguishing the cases on (LL,). .

Otherwise, char (Ly,) # 2 and w(L}) # w(L},). Hence, by Lemma 7.31, we have
% e (L )max # ). Let t, z as in proof of Lemma 7.31 such that L,, ~ Ly, [t]/(t*—z). On the
one side, we have Jw(%) € w(L°\ {0}) = 1y, and sw(i) € I',. Hence iw(L) —1w(i) =
sw(t) € [,. On the other side, for any y € L} , we have that tw(ty) € iy, and
1w(t) € iTs,. Hence jw(ty) — tw(t) = jw(y) € T',. As a consequence, we have the chain
of inclusions

e = 0, then T', =

# 0, then sw(Ly,) = sw(LY) C Ty C 3w(Ly) so that Ty = Jw(ILY).

) max 2

2a07

1 1 1 1 ~ 1
Sw(lg) = w(lly,) U sw(t) + Sw(ly,) CTa C (Fa) C Sw(llg)
2 2 2 2 2
that are, in fact equalities. We deduce that I'y C Ty = %w(Lé) ]
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7.6.3 Consequences for the extended affine Weyl group
7.35 Corollary. We have N(K) /T, ~ W= v(T(K))xW? with v(T(K)) C (@aeA fawx>.

Proof. We know that T(K) = ker v by [BT72, 6.1.11(ii)| so that we deduce the equality.
By Proposition 7.34, the valuation is semi-special. Thus we deduce the inclusion from
Proposition 4.36. O

7.36 Corollary. Suppose furthermore that the quasi-split reductive group G is simply
connected semi- szmple Let A be a basis of ® and suppose that for any o € A multzplmble
we have that (L,). (. Then I/Vaff W = (B, caw (L) @) x W where & = ¥ when

a 1s non-multipliable and a = 2 = (2a0)Y when « is multipliable.

Note that @ is the basis of " canonically associated to A. The assumption is satisfied
for instance when char(K) # 2 and the minimal extension K/K splitting G is totally
ramified.

Proof. Let A be the basis of d that restricts in A and denote & the associated coroots as
in statement. Then, the & form a basis of ®¥ and therefore of X, (Tg). Hence, we have

that N N
Tz = [[a@C, =] 1]26,.2)
acA aEA aca
since G is simply connected semi-simple and split. Consider the Galois group X =

Gal(K/K) and its *-action on ® as recalled in Notation 7.5. Let @ € A and fix an
absolute root @ € . Denote by 3, = ¥/35 the quotient where Y5 is the stabilizer of &
as in Definition 7.6. Then a = ¥, - @. Then, we have

H g(GmK H g - OZ mK) = =a (RLa/K(Gm,La>)K .

aca 0EYX L

Hence
T=T) =[] a(RL./x(Gnr.))

aceA

= [Jawy).

aEA
Let t = a(x) € (L)) For any 5 € A, we have that 5(v(t)) = —wof(t) = —f(Q)w(x).
Hence v(t) = —w(z)a € w(lLy)a. Therefore, v(T(K)) = @, w(ILy)a. But for a € A,
we apply Proposition 7.34 under the assumption (La)rlnax # ):

and therefore

e if a is non-multipliable we have @ = o and 'y = w(ILX);
e if a is multipliable we have @ = 1o and T, = Tw(LY).

In both cases, we have that IyaV = w(LX)a. Using Lemma 4.36, we get W2 N Vys =
B, cala’ =@, pwLl)a =v(T(K)). Hence W = Wi, O

7.87 Ezample. Let K = K = Qy((#) and K = L = K[t]/(t2 — f) a quadratic Galois
extension with f € K* ~ K*? (as in Example 7.32). Denote by A = w(K*) = Z?
the totally ordered abelian group, ordered by lexicographic order and pick, for instance
R = R% = R[t]/(t?) ordered by lexicographic order. Denote by (a,b) = 2w(f) € Z>~\2-Z>.
Up to a multiplying f by a uniformizer, one can assume that (a,b) € {(1,0), (0,1),(1,1)}.

Consider the simply connected semi-simple quasi-split group G = SU(h) defined
over the extension L/K as before and the natural faithful linear representation G =
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SU(h)(K) — SL3(L). Let T be the maximal torus consisting in diagonal matrices
parametrized by @ : Ry /k(Gp,) — T as in Notation 7.13. Then T is the centralizer
of the maximal split rank-1 torus S = @(G,, k). The cocharacter module X,(S) is the
rank-1 Z-module spanned by Qjg,, , = @a, Whence A = X,(S) ®z R is the R-module
Rw,. The set of walls, that also are the vertices, of A is given by I',w,. Explicitely, it is
the set:

Lata = (((% g) +2?) %) U (((o, 1)+2.22) %) u (((a, )+ (0,1) +2-22) %)

according to Example 7.32.

The root system of SU(h) with respect to S is {+a«, +2a}, we that WY = {1, r,} Since
SU(h) is simply connected, we know by Corollary 7.36 that W = W = @ w(L*)w, x

WYV. Note that w(L”)w, = o, = [,aV. Tt is the subgroup of translations of W.
Explicitely, it is the free Z-module of rank 2:

Lo’ = (2,0)Z - @wa + (0,2)Z - @a + (a,0)Z - @

Thus, one can observe that the action of W = Waf on I',w, defines 3 orbits that cor-
respond to conjugacy classes of maximal parahoric subgroups (i.e. maximal compact
subgroups here). These orbits are:

c({en )
c({Enanleee)
. ({(0,1),(a,b+ 1)}+2.Zz) =

We have T, = T(K)NSL3(0r) = a@(O7). The fact that 0 ¢ ', when a = 1 means that the
subgroup SU(h) N SL3(0y) is not a maximal parahoric subgroup. In fact, it is contained
in the two maximal parahoric subgroups P,, and P,  with x, = min(I'y N As) - @, and
r_ =max(['y, N A) - -

7.7 The case of a split reductive group

In this paragraph, we focus on the case of a split reductive group G over a field K
equipped with a non-trivial valuation w. Let A = w(K*) be the non-trivial totally ordered
abelian group of valuation of K. N

Since G is split, K = K by definition and we know that the root system ® = & is
reduced [Spr98, 7.4.4]. In fact, by [Dem65, 5.1.5|, G can be realized as the scalar extension
to K of a Chevalley-Demazure group scheme over Z, still denoted by G. One can pick
a (split) maximal torus T = S defined over Z together with root groups U, for a € ®.

One can pick a Chevalley system (), parametrizing the root groups over Z [DemG65,

5.4.2], so that z, : G,z —» U, for any a € ®.

Recall that for any sub-ring R of K, there are natural embeddings of groups T(R) C
G(R), U,(R) € G(R), T(R) Cc T(K), U,(R) C U,(K) and G(R) C G(K). Here, we
will focus on the valuation ring O := w™!(RZ; U {o0}) of K.

Denote G = G(K), T = T(K), N = Ng(T)(K) and U, = U,(K) as done in sec-
tion 7.3. Note that the elements m, = x,(1)z_o(—1)x,(1) defined in Notation 7.8 belongs
to N N G(QO). Denoting M, = T'm,, the generating root group datum of G is given by

(T (U0 Ma) ).

95



The parametrization z, : K — U, identifies U, with {z € K, w(z) > A} for
any A € RY and a € ®. The valuation maps @, : zo(z) € U, — w(z), defined in
Notation 7.19, take values in A U {cc0}. As a consequence:

7.38 Fact. For any a € @, we have I'y, =T, = A.
In particular, we note that 0 € A =T, for any o € ® and therefore the RS -valuation

(o) e 15 special.
If G is a semi-simple simply connected split K-group, then the associated extended

affine Weyl group is W = (@aveAv Aav) X W(®) where AV is a basis of coroots (see
Corollary 7.56).

Let us interpret the natural subgroups G(Q), T(0Q) and U,(O) in terms of parahoric
subgroups.

7.39 Lemma. We have U,(Q) = U,g for any a € ® and T(0) = Ty(K) C T}, with
equality whenever the split K-group G is semi-simple.

Proof. The first equality has been explained. Let us explain the second one. Recall that
T,(K) = {t € T(K) : Vx € Xg(T), w(x(t)) = 0}. Since T is split, it can be parametrized
by a basis of cocharacters ()\;). Thus, for any ¢t € T(0) and any x € X*(T), we have that
X(t) € O* and therefore w(x(t)) = 0. Hence T(Q) C T,(K).

Conversely, let t € T,(K) and write it t = [[, \i(x;) for some parameters in K* =
G (K). Since the dual pairing is perfect, consider the antedual basis (x;) of (A;). Then
0 =w(xi(t)) = w(z;) and therefore z; € @ which means that ¢t € T(0). Hence T(K) C
T(0). The comparison between Ty(K) and T, = T(K), is given by Remark 7.22. O

7.40 Ezample. Take G = GL,, and T the split maximal torus of diagonal matrices. Then
the (Xi s diag(zy, ..., @) — xl) form a basis of X*(T) and roots are given by a; j = x;—X;
for i # j. Here, kerv = T(K), = Zg(K) - T(0) 2 Ty(K) = T(O).

Let A be the %5-aff space defined as in Notation 7.26 and pick o := 0 € Vs as origin
of the standard apartment A.

7.41 Proposition. The point o is a special vertex and P, = ﬁo.
If the split group G is semi-simple, then G(Q) = P, is a parahoric subgroup.

Proof. For any a € ®, we have a(o) = 0 and therefore U,, = Uyp = Uy(OQ) by
Lemma 7.39. By definition, m, = z4(1)z_o(—1)z,(1) € U, for any a € ®. Therefore
W, = UI/(NO) = W". Hence o is a special vertex and ﬁo =P,

Since P, is generated by T, = T(0) and the U,, = U,(Q), it is contained in G(O).
Conversely, by [Abe69, 1.6], we know that G(Q) is generated by T(Q) and the U,(QO)

for a € ® since O is a local ring (being the valuation ring of a valued field). Hence
G(0) =PF,. O

8 Projection maps

8.1 A remark on Hahn’s embedding theorem

By Hahn’s embedding theorem (see for instance [Gra56|), there exists an increasing
embedding ¢ : A — RN of the totally ordered abelian group A into the totally ordered
real vector space SR Set:

S := {min Supp(t(A)) | A € A\ {0}} C rk(A),

and let ' : A — 9° be the composite of ¢ : A — RN with the projection RED) — RS,
The map ¢/ is a non-decreasing group homomorphism with trivial kernel. It is therefore
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an increasing embedding of A into |¥. Moreover, ¢/ induces an increasing bijection ¢/, :
rk(A) — S such that, for any = € A\ {0}, if [z] stands for the Archimedian class of x in
A:
min Supp(/'(A)) = 4 ([A])-
Therefore, up to replacing ¢ by ¢/, we may and do assume that ¢ : A — B™®) is an

increasing embedding such that, for any A € A\ {0}, the minimum of the support of ¢(\)
is the Archimedian class of A.

8.2 Construction and explicit description of the fibers

Let Ag be a convex subgroup of A such that w(K*)NAg # 0 and w(K*) is not contained
in Ag. Set Ay := A/Ag. The group A; is then naturally endowed with the structure of a
totally ordered abelian group. The rank rk(A) is isomorphic to the set rk(A;) I rk(Ay)
endowed with the total order such that s; < s¢ for any s € rk(Ag) and s; € rk(Aq).
Hence ™10 is a convex vector subspace of 8™ such that:

%rk(/\)/%rk(l\o) ~ mrk(Al)
as ordered real vector spaces. We denote by 7 : R™A) — 937k(A) the projection.
Since min Supp(¢(A)) is the Archimedian class of A in A for any A € A\ {0}, we have

t(Ag) C Rrk(20) - We deduce that ¢ induces two increasing embeddings ¢y : Ag — PRrk(Ao)
and ¢; : Ag — R0 such that the following diagram with exact lines commutes:

0 Ay A Ay 0

L

0—> mrk(Ao) . mrk(A) . mrk(Al) — 0

Let A be an SR™M-aff space with underlying Z-module V and let o be a fixed origin
of A. Similarly, let A; be an R A aff space with underlying Z-module V and let 0, be
a fixed origin of A;. The projection m : R™¥A) — R™&(A1) induces by tensorization a linear
map:

Teect © V @ REN — v @ R

and hence an epimorphism:

T A — A
r=0+4+v—7(r) =0 + Tyeet (V).

By abuse of notations, we will denote 7 instead of 7yt and 7 in the sequel.

Let now wy : K — A; U {oco} be the composite of the valuation w followed by the
projection A — A;. It is a non-trivial valuation on K, and hence, all the work that was
done in the previous sections for the quasi-split reductive group G over the valued field
(K,w) can be done over the valued field (K,w;). In particular, the root group datum:

(Ga Ta (Ua)a@Da (Ma)aeé)

associated to G can be endowed with an S3™M)-valuation (4 )ace induced by w and with
an KA 1)_valuation (¢))ace induced by w;. This second valuation can and will be chosen
in a way that ¢l = mo ¢, for a € ®.

Similarly, the aff spaces A and A; can both be naturally endowed with an action of N.
More precisely, the R™M_aff space A can be endowed with an action v of N by SR _aff
maps that is compatible with the valuation (¢g)ace, and the SR 1) aff space A; can be

97



endowed with an action v; of N by 8™ (A1)_aff maps that is compatible with the valuation
(ol )aca. This second action can and will be chosen so that vy (n)(r(x)) = w(v(n)(z)) for
n € N and = € A.

By gathering all the previous observations, we can then construct the SR -building
Z(K,w, G) associated to G over (K,w) and the ™1 huilding Z(K, w;, G) associated to
G over (K,w;). Moreover, the epimorphism 7 = 7 : A — A; induces a surjective map:

7 I(Kw G) = (K, w, G)
which is compatible with the G-action.

8.1 Notation. In the sequel, any symbol X that has been introduced in the previous
sections for Z(K, w, G) will be denoted X; when it refers to Z(K, w;, G). For instance, the
notation I, ; will stand for the set that plays the same role as I, for the valuation w;.

Take now ¢; € G and x; € Ay, and consider the point X; := [g1, z1] in Z(K,wy, G).
By setting Uy, := ¢1U,, g7, we can define the map:

ox,  Ux, x 11 {z1}) = I(K,w, G)
(u, z) — [ugy, z].

8.2 Proposition. The image of ¢x, is the fiber 71 ({X1}).
Proof. For any (u,z) € Ux, x 7 '({x1}), we have:
m(ox,(u, 2)) = [ugr, 7(2)] = [ugr, z1] = v - X7 = Xj.

Hence Im(px,) € 7 1({X1}). Conversely, choose an element X := [g,x] in the fiber
7 ({X1}). We then have [g, 7(x)] = [g1, z1] € Z(K,w;, G) and hence we can find n € N

such that v(n)(z;) = n(x) and g;'gn € U,, = g, 'Ux,g1. Set u := gng;' and z :=
v(n™Y(x). Then u € Uyx,, z € 7 '({z1}), and :

71-(90)(1(“72)) = [gn7 V(n_l)(l')] = gnn_l ’ [1,1‘] =g- [1,1’] = [97‘7;] =X
Hence X € Im(py, ), and Im(px,) = 71 ({X1}). O

As a consequence, if Uy-1(x,) stands for the pointwise stabilizer of #7!(X;) in Uy,,
then for any uy € Uz-1(x,), u € Uy, and z € 7' ({z1}), we have [ugy, z] € 7~ 1(X}), so
that:

px; (Uou, 2) = [uougn, 2] = uo - [ug, 2] = [ug, 2] = vx, (u, 2).

Hence ¢, induces a surjective map:

By, (Ux, [Usrgxap) X 1 ({2 }) = 7 ({X0)).

Consider now two elements (u, z) and (v, ') in Uy, X 7~ ({x1}) such that px, (u, z) =
ox, (U, 2"). Then we have [ugy, z] = [u/g1, 2], and hence we can find n € N such that

{z’ =v(n)(z), (25)

g7 u M gin € U, C U,,.
By setting m := ging; *, we get m € Ux, N g1 Ng; ' and :

{z' = (g "'mg1)(2),

utu'm € glUZgl_l.

98



In other words, if we introduce the groups:
NO,Xl = UX1 N glNgfl,
Uo. = qiU.g7 ",
and the group homomorphism:

Vo, x, - N07X1 — Aﬂ‘%rk(AU) (ﬂ_l({xl}))
ne V<g;1ngl)‘ﬁ—1({m1})
where Affgrag) (77! ({x1})) has been defined in section 3.1.2, then m € Ny x, and:

2= 1p,x,(m)(2),
{u Yu'm € Uy .. (26)

Conversely, if we can find m € Ny x, satisfying (26), then we can write u™'u'm =
g1vg; " with v € U,, and hence:
px, (U, 2) =W, 2] = u'gi1, 7]
= ugivgy 'm” gi[1, 2] = ugiv([1, vo,x,(m™")'])
= ugrv([1, 2]) = ugi[1, 2] = ulg1, 2] = @x, (u, 2).
We have thus proved the following proposition:

8.3 Proposition. Consider the group Ny x, :== Nox,/ ( —1x) N Ngy ) and the group
homomorphism:

307)(1 : NO,Xl — Aff (7T71<{I1}))

induced by vy x,. For each z € 77 ({z1}), set Uy, :=Us./ (Ur—1(x,) N 1U.97 ") Endow
the set (Ux, /Uz-1(1x,p)) X 7 1 ({z1}) with the equivalence relation defined in the following
way: (p,z) ~ (p,2') if, and only if, there exists n € No x, satisfying equations:

{z' = To,x, (1) (2),

_ 27
p'p'n € Ug,. (27)

Then the map Py, induces a bijection.

(Ux, /Un1(xy) X 71 ({1}) .

~Y

“{ X,

which is compatible with the action of Ux, /Ur-1((x,y) and which will still be denoted Py, .

We set /VIV/XI = 1m(Tp x, )

8.3 The root group data axioms for the fibers
Recall that ®,, = {a € | —a(z;) € I, ;}. For a € ®,,, set
Une = Uxy N 91007
U :=Upo/ (Uerix:n N 1091 ")
So.x, = Ux, Ng1S9; ",
So.xy = Sox:/ (Uer¢gxa N G197 1)
Tox, :==Ux, N1 Tg; ",
Tox, =Tox,/ (Ur-1( {Xl}) NaTg "),
My = Ux, ﬂglMag1 C Nox,,
Moﬂ = Im (Mo,a — Nox, = NO,Xl) .

Note that here S does not stand for a subset of rk(A), but for the group of K-rational
points of a maximal split torus of G.
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8.4 Lemma. Let L/K be any finite extension of K and consider the extension of the
valuations wy and w to L. For any x € L, if wi(x) > 0 then w(zx) > 0.

Proof. We have w(L \ {0}) € R*®™) and w; = 7 o w where 7 : /RN — RkA) s the
natural projection. The result then follows from the fact that 7 is non-decreasing. O]

8.5 Proposition. Let €y be a non-empty subset of A(K,wy, G). Let Tq, 1 be the subgroup
of T defined as in notation 4.66 and associated to {1y. We then have T¢, | C T.

8.6 Remark. Note that, in the previous proposition, the group T¢, , is defined thanks
to the apartment A(K,w;, G) while the group T} is defined thanks to the apartment
AK w, G)

Proof. Let x; € Q. Since Tg; | C Ty, 4, it suffices to prove the proposition for Q; = {z,}.
Let a € ®. Consider any u* € U,,, and any u~ € U’ so that ¢} (u™) + ¢! (u™) > 0.
Let t(u™,u™) be the unique element in T' given by Lemma 4.40(1) so that u~(u™)™! €
Ust(ut,u™)U_,.

We firstly prove that ¢, (u™) + ¢_.(u™) > 0.

Case a non-multipliable root: Write u™ = z,(z) and v~ = z_,(y) with x,y € L,.
By definition ¢} (u™) = w;(z) and ¢} (u™) = w;i(y). We have @l (ut) + ! (u™) = wi(x) +
wi(y) = wi(zy) > 0. Hence ¢, (u™) + p_o(u™) =w(z) +w(y) = w(zy) > 0 by Lemma 8.4.

Case a multipliable root: Write ut = x,(u, ) and u~ = z_,(v,y) with (u, x), (v,y) €
H(Lg, Ly,). By definition ¢} (ut) = Jwi(z) and ¢l(u™) = jwi(y). We have pl(u®) +
oL (1) = Lur (&) + b () = Swr(ay) > 0. Hence po(u®) + ¢ _o(u) = So(z) + buly) =
tw(zy) > 0 by Lemma 8.4.

Thus, in both cases, we get that ¢, (ut)+¢_,(u~) > 0 which implies that t(ut,u™) €
T}, according to Lemma 4.40(2).

According to definition of T} . and Proposition 4.47, we know that the group Ty , ,

is generated by the t(u™,u™) for ut € U,,, and u= € U’ But we have shown that

a,r1”

the ¢(u*,u™) all are contained in the group 7}, hence we get that T, , | C T;. Since, by
definition, the group T} ; is generated by the T for a € ®, then it is contained in

a,x1,1

1. [l

8.7 Corollary. For any non-empty subset 1 C Ay, any p € 1391 and any u € Ug , we
have pup~! € Ug, Ty.

Proof. 1t is an immediate consequence of Proposition 5.15 and Proposition 8.5. O
8.8 Lemma. For a € ®, we have:
(| Uoa=U,,.

z€A(Kw,G)
w(z)=z1

Proof. Observe that, for any \; € 937(A):

(AL Hod) = () [\ +od).
Aemr—1(A1)

Hence:

Unay = ()" (1 = a(z), +o00]) = 5" (771 (] — a(z1), +00]))

=9, N ool = () @' (A +oo))

xer—1(—a(z1)) Aer—1(—a(z1))
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But:
mH(—a(z)) = {~a(z) |z € 77 (1)},

Uéz,xl = m Ua,)\ = ﬂ Ua,x~

rer—1(—a(z1)) z€A(Kw,G)
w(z)=21

and therefore:

8.9 Corollary. For a € ®, we have:

Ux, Ng1Uagr " = 010,97
Ur—1xy) N 10091 = 1U% 4 91

a,x1

Proof. The first equality immediately follows from:

UX1 N gangfl =0 (Uml N Ua) g;l = gan,xlgfl‘

The second equality is a bit more delicate. If we choose z € A(K,w,G) such that
m(x) = x; and we set X := [g1,2] € 771(X}), then we have:

U7r—1(X1) N gangl_l C PxnN gangl_l
g g1 <]3:c N Uoz> gl_l
C g1Uaug "

Hence, by lemma 8.8:

Ur1(x)) N91Uagr ' C 01 (| Voo |0 =00, 00"

2eA(Kw,G)
w(z)=x1

Conversely, let us take u € U/, , and let us prove that gjug; le Ur-1(x,)- In other words,

we have to check that gjug; ' fixes 771(X). To do so, take X := [vgy, 2] € 771 (X,) with
v € Ux, and z € m g (21). By corollary 8.7, we have (g; 'vg1)u(g; 'vg1)™' € U, T,,. But
the groups U, and T}, both fix z. Hence v(giug; )v~" fixes [g1, 2], so that giug; ' fixes
v-lg1,z] = X, as wished. O

8.10 Lemma. For a € ®,,, the subset Mou of No,xl 1s a right coset 0]‘707)(1 m No,xl-

Proof. For any m,m’ € My, and t € Ty x,, we have m™'m’ € Ty x, and mt € My ,. It is
therefore enough to check that M, is not empty. To do so, we distinguish two cases.

Assume first that a is non-multipliable. Since a € ®,,, we have —a(z;) € I, |, and

a,l
hence we can find y € L, such that wy(y) = —a(z;). We then have:

Ia(y) E UOé7—Oé(.Z‘1) - Ua m le
x—OJ(yil) € Ufa,a(ml) - U—a N le,

so that:
glxa<y>gl_1 € UO,a
9017y 91" € Up—a-

Hence:
moa(y) = g1ma(y)g; ' = 012a(Y)2-a (¥ )za(y)gr " € Mo .
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Assume now that « is multipliable. Since o € ®,,, we have a(z;) € I', ; and hence we
can find (y,y') € H(LLy,Lay) such that 20! (z4(y,v')) = wi(y') = 2a(x;). We then have:

2a(yy ™ ("Y) ) € Un—ater) = Ua N Uy,
o (y(yY) L (Y)Y € Unmater) = Ua N UL,
x—a(yhy/) € U—oe,oz(:cl) - U—cx N Uw17

so that:
nza(yy ™ () g " € Uga
nza(y("y) 7 (Y) ) € Una
917 -o(y,¥)97 " € Up —a-
Hence:

T,/ T,/ T,/

moa(y,y) == gma(y, ¥ )1 " = qiza(yy ™ (Y) Da_aly, v )zaly(y) " () gt € Mo
O

In the sequel, we will keep the notations mg . (y) and mg.(y,y’) that have been used
in the previous proof.

8.11 Proposition. The system (TO,XN(UO,a)aGle?(MO,a)aE@zl) is a generating root
group datum in Ux, /Uz-1(x,).

Proof.

Axiom (RGD1). Since a € ®,,, we can find u € U, such that ! (u) = 7(ps(u)) =
—a(zq). By lemma 8.9, we have:

gluyl_l € gangl_l N (UXI \Uw*l(Xl)) :
Hence Uoﬂ is not trivial.

Axiom (RGD2). Consider two roots a, s € ®,, such that « ¢ —R, 3 and take
an element @ € [Uga,Ugpl. Fix a lifting u of @ in [Uy,, Uy ). By proposition 7.21,
the group [Upa,Uosl = 61[Uaumy, Usay]gy  is contained in the subgroup of G spanned
by the groups Uy, = glUwﬂgf1 with v € ® N (Zsoa + Z=oPB). Hence we can find
Ty oy Ym € @ N (Zsoa + Zsof) and uy € Up .y, .., U € Uy, such that u = uy...uy,.

Fix now i € {1,...,m} and let %, be the image of u; in Ux, /U,-1(x,). Three cases arise:
(i) First case: v; € ®,,. We then have u; € Uo,% and v; € O, N (Zso + Z=of).
(ii) Second case: v; € ®\ ®,, and u; € Uz-1(x,). We then have @, = 1.

(iii) Third case: v; € @\ @5, and w; € Up, \ (Un-1(x,) N g1Us,97 ). Let’s then prove that
27; € ®,, and that u; € Uga,,. By corollary 8.9, we have u; € 91(Uqyszn \ U’Ml)gl—l,
so that 7(ps, (97 wigr)) = —vi(z1). But v; & ®,,, and hence by Lemma 4.61 there
exists u; € Us,, such that:

—7i(x1) = 7@y, (g5 " uigr)) < w(n, (97 'uigrus)). (28)

In particular:

P, (U7) = T(02r, (1)) = 27 (ipy, (1)) = 27 (05, (97 'uign)) = —27i(21). (29)
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We deduce that 2v; € ®,,. Moreover u; can be factored as:
u; = (uiglu;gl_l) : (glug_lgfl)
and we have:
wigruigy ' = g1(97 'wigiug) gyt € iU” L 97" = Unrxy) N 10,97
by (28) and by corollary 8.9, and:
g1 g7t € Uz, 297" = Uy,
by (29). We deduce that w; € U(),g%..

The previous three cases show that @ = %y ...y, is contained in the subgroup of Ux, /Ur-1(x,)
spanned by the groups Uoﬁ with v € &, N(Zsoa+Z~o). That is exactly what we wanted
to prove.

Axiom (RGD3). If @ and 2« belong to ®,,, then Us, C U,, and hence Uo,ga C Uoﬂ.
Let’s check that this inclusion is strict. The condition that o € ®,, implies that we can
find (y,vy') € H(Lq,Lsq) such that Tryp,, (v') = Np, /0, (y) and wi(y') = —2a(zq).

If y # 0, then:

912y, 9)97" € (Uxy N g1Uagr ") \ (Un-1x1) N 91Uag7 ")

and:
9017y, 997" € (Ux, 0 g1Uz09;7") -

Hence the class of g124(y,y')g; " in Ug, is not in Up zq-
Now assume that y = 0. Let (z,2’) be any element of H(L,,Ls,) with z # 0. Let
A € L3, such that wy(A\?2') > wy(y'). We then have:

()‘Za )‘QZ, + y/) € H(Laa ]L'ro)
Az # 0,
Wi\ + o) = —2a(x).

Hence the class of g12,(\z, \22 +y/)g; ! in Up,, is not in Uga,.
Axiom (RGD4). Take any element @ € Uy _,, \ {1} and fix a lifting

u e (le N glU_agfl) \ (Uﬂ—l(Xl) N glU—agfl)

of w.
Assume first that « is non-multipliable. We can then find y € L*, such that:

u=gqr_o(y gt

By Corollary 8.9, we have w;(y) = —a(x;). Hence:

u=(g12a(y) " g7 IMa¥)(g12a(y) "' 91") € Upama(y)Voa € UpaMoaUpa-

Now assume that « is multipliable. We can then find (y,y’) € H(L,,Ls,) such that:

u=g17_o(y,y)gr "
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By Corollary 8.9, we have w;(y') = 2a(z;). Hence:

TS B -1 o1y -1
u= (glxa(yy’ L)) g 1) “ma(y,y) - (glrca(y( v)LCY) T g 1)
S UO,ama<y7y/)U0,oz g UO,aMO,aUO,a'
Axiom (RGD5). Take ., 3 € ®,, and m € Mg,. Let m € M, be a lifting of m.
Since g; 'mg, € M,, Proposition 7.21 implies that:
(g1 'mg1)Us(gy 'mgr) ™" = Ur,(s)-
Since m € Uyx,, we deduce that mU gm™" = Uy, (5), and hence:

mﬁgﬁm_ 1 - UO,Ta (5)

Axiom (RGD6). Let Uojfxl be the subgroup of Uy, /U,-1(x,) generated by the Ug,
for a € ®F. Take uy € U(J;Xl, - € Uyy, and t € Tyx, such that tu, = u_. By
setting UOiX1 = Uy € q)i) , we can find a lifting v, of u, in UJX , a lifting u_ of
u_ in UDX , a lifting ¢ of ¢ in T x, and an element u E Ur-1(x,) such that tu; = vu_.
Since PglAmﬁ LX) = glNAmW 1(331)Ul:§m7r L) ﬁm“ e ! by Corollary 5.12, we can find

u, € Ugmﬂ L) u_ € Uy - L) and n' € Nynr—1(a)) such that u = gin u+u_gll. We
therefore have:

g1 turgr = n'uu’ (g7 umgy),
and hence:

Utgy 'tuygU™ =Utn'u U™
But g; 'tg1 € T, n’ € Nar-1(21) € T} C T and T normalizes U*. Hence:

Ut(gtg) U™ =UR'U.
We deduce from the spherical Bruhat decomposition [BT72, 6.1.15(c)| that:
gr 'tgr =n’,
u;_l(gfluﬁ%) =u (g7lu_g)) e UTNU".

But UTNU~ = {1}. Hence, by using corollary 8.9 and the inclusion of groups Unnr—1(z1)

U,,, we get:
up = giv' 97" € GiUson-100) 91 C Un-1(x1),
u- =g g7t € iUana 1091t € Uni(x),s
t=gin'g; =wu"tut € Uprixy),
sothat uy =u_ =t=1.

The root group datum is generating. Indeed, Uy, is spanned by the ¢1U,. ., 97"
for a € . So it suffices to check that:

gan,x1g;1 C <U7r—1(X1)7T0,X17 UO,,B’B € q)x1>

for each a € ®. To do so, fix a root a € ® and an element u € ¢1Uy., 9, If u €
QU ., g;t, then u € U,- 1(x,) by corollary 8.9. Otherwise, two cases arise:

o if o € ¢, then corollary 8.9 implies that Uy, = gan@lgl— , and hence u € U ,.

e if « & &, , then, by proceeding as in the proof of axiom (RGD2), we have 2a € ®,,
and u € Uﬁfl(Xl)Uojga.

]
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8.4 The valuation axioms for the fibers

Fix a € ®,,. Observe that, according to Corollary 8.9, given u € (UX1 \ U,,—1(X1)) N
91Uagr ' and ' € Ur-10x,)Ng1Uag1 ', we have m(pa (g7 'ugr)) = —a(z1) and m(pa(9y 'w/'g1)) >
—a(z1). Hence:

Cal91 'ugr) < @algr 'v'gr),
so that:
Palgy 'ut' g1) = a9y ugr).

By choosing an element Z; € 77({z;}), we can therefore define the map:
B Uga — R U o0}

that sends the class in Uy, of an element u € Uy, N g1Uag; " to ©a(gy ug) + (i) if
u & Ur—1(x,) and to oo otherwise.

8.12 Proposition. The system (T x,, (Uo,a)ae%l, (Mo,a)ae%la (Pa)aca,,) is a valued
generating root group datum in Ux, /Uz-1(x,).

Proof. Observe that axiom (V4) is obviously satisfied. We will therefore use it freely to
prove the other axioms.

Axiom (V0). Assume first that « is non-multipliable. By Corollary 8.9, the image of
P, contains oo as well as {\ € 'y, + a(Z1)|r(A) = 0}. Since o € ®,,, we can find v € [,
such that —a(z) = —7(a(Z1)) = 7(7), and hence:

A€ To +a(@)|r(N) = 0} = {i+ 7 +a(@)] p € Ty —7) NRELY.

We have that v € T',, whence I', — v = T'y, = w(LX) by Proposition 7.34. Thus the set
Ty —7)NREDR) = T, NPR™A0) contains w(K* )N A and hence it is infinite by assumption
on Ay at beginning of section 8.2.

Now, if a is multipliable, then, by axiom (V4), the set Im(,) contains $Im(%,,), and
is hence also infinite.

Axiom (V1). Fix A\ € ko) € 937N " and take u,v € Ux, N g1U4g; * such that:

A
A

Calgr 'ugr) + a(z:)

1) =
Calgrvgr) + afdy) >

Then:
Calgr 'wvgr) + a(Z1) > min{ea (g7 ugr), palgr 'vgr)} + @) > A,
Palgr v g1) + a(F1) = @algr ugr) + a(Z1) > A.

Hence Uo,a,,\_:: 7. ([N, +ox]) is a subgroup of Ug,. Moreover, 3, ({oc}) is the trivial
subgroup of Uy, by definition.

Axiom (V2). Let a € ®,,, n € My, and U € Uy _, \ {1}. Denote by n (resp. u)
a lifting of @ to My, (resp. of w to Uy _,). Since u # 1, we have u € Ur-1((x,}) and
nun~' & Uz-1((x,}). Hence:

P_o(@) — B (mun ") = ¢_algy 'ugr) — valgy 'nun"g1).

But the function:
u € Upo = ¢-algr 'ugr) — palgy 'nun~"g1)
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is constant by proposition 7.21.

Axiom (V3). Fix a, 8 € ®,, and A\, u € k(o) such that B ¢ —R,a. By setting
Uoapn = G1Uar—a@ g1 - and Uga .y := P, ([A, oc]), corollary 8.9 implies that:
Upar = Uoan)/ (g1Uagf1 N Uwfl(xl)) =Upanr/ (91Ucly,x191—1) .

By proposition 7.21, the group [Upa.x, U, is contained in:

(Uopatasprtan | P4 € Zso, pa+qB € D).
Now take p,q € Z~q such that v := pa+ ¢f8 € ® \ ., and fix an element:

u € Upyprtau \ (glU«/f,xlgl_l) Can (U%au \ U;,xl) 91_1-
Since 7 (i, (g 'ugi)) = —y(x1) and v € ®,,, Lemma 4.61 implies that there exists v’ € Uy,
such that:
—(21) = 7, (91 ugr)) < (o, (97 ugru’)),
and we necessarily have:

Qo (u') = 20, (u') = 20, (g7 'ugr) > 2 (pA + qu — (1)),
(2 (1)) = 27 (4 (g7 'ugr)) = —2v(21).

We deduce that 2y € ®,, and that:

91 ugr = (g7 ugiu) - u'

with:

ugi'grt € Ul 00" = Unrxey N1 Usg7
g1’ gt € U oy apataqu-

The last equalities show that the image of u in Ug., priq. belongs to Ugayapriogu, and
hence the group [Uga.x, Uo s, is necessarily contained in:

<U0,pa+qﬁ,p)\+qu | P.q € Lo, pa+qB € (I)x1>-

Axiom (V5). Let a € ®,,,u € Uy, and @, 0" € Uy_,, such that wun” € My,. Let
u be a lifting of w in Uy _,. Note that uw # 1.

Assume first that « is non-multipliable. By proceeding as in the proof of the ax-
iom (RGD4), there exists y € LY such that:

wi(y) = —a(ry),
(120 ()91 u(grza(¥)gr ") = moa(y).

Since ¢174(y)g; " € Upo and mg o (y) € Mo 4, uniqueness in paragraph 6.1.2.(2) of [BT72]
implies that gz, (y)g; " is a lifting of both @ and @”. Hence:

?a(@) = ¢-algr 'ugr) — a(@1) = —¢a(Ta(y)) — a(F1) = —5,(@).

Assume now that « is multipliable. By proceeding as in the proof of the axiom (RGD4),
there exists (y,vy') € H(La,La,) such that:

wi(y') = —20(x1),

T,/ T,/ T,/

(g1za(yy ™, (W) grh) - w (gaaly(y) ™ (y) e = moaly, ).
Since giza(yy' ™", ("y') gy and grza(y("y) 7, (Ty) gy are both in Uy and mo.a(y, y') €
M., uniqueness in paragraph 6.1.2.(2) of [BT72| implies that gz, (yy' L, ("y)"Y)g; ! is
a lifting of @’. Hence:

T,/

(W) = o_algy 'ugr) — (@) = —galzalyy ™" (Y) 7)) — (@) = =5, (@).
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8.5 Compatibility axioms for the N-action

8.13 Lemma. The group No,xl is the subgroup of Ux, /Ur-1(x,) spanned by the Mo,a for
acd,,.

Proof. Example 4.58 shows that the group Ny x, is spanned by the g1 (N N Ly 2, )97 ! for
a € . We distinguish 3 cases:

o if —a(zy) ¢ Iy, then glLWclgf1 C Ur-1(x,)- Hence g;(IN N Loz)gr' C Ur1(x) N
aiNg; "

o if —a(zry) € 'y \ I, then, by Fact 4.11, one has 2a € ¢, and, by [BT72, 6.1.2]:

Gi(N N Lo, )gr ' € g1(N N Lo MUz )gr " € g1(T U Mg)gy ' N Ux,
= g1(T U Mao)gy " NUx, € T x, U Mo aa.

e if —a(zr;) €T, then o € &, and:

g1(N N Lag)gr' € g1(N N La NUs)gr " € 1(TUMa)gr ' NUx, = Tox, U Mo

We deduce that Ny x, is the subgroup of Ux, spanned by Ur-1x,) N g1Ng, U and the
My o for a € @,,. Hence Noxl is the subgroup of UXI/UWA(XI) spanned by the M(La for
a€d,,. [

Consider the ™ Ao)_aff space:

A, =7 * Nker(r))

with underlying real vector space V,, = ker(m)/ (<<I> )T Nker(r)). By the previous
)

lemma, the image of ¥y x,(Nox,) in W(®) is Nox, /Tox, = W(P,,) C Fix({(®,,)71).

Hence 7 x, induces a morphism:
X; - NO,Xl — Aﬁmrk(Ao)(Aml).
8.14 Proposition. The action Uy x, is compatible with the valuation (%, )aca,, -

Proof. Axiom (CA1l) is obvious. Let’s prove axiom (CA2). To do so, let a be a root in
®,, and take w € Uy, \ {1}. We can find y € L, such that u := g12,(y)g; "' is a lifting of
uin Uy, and v1(y) = —a(zy). We then have:

a(Vo,X1 (mo,a(y))(@) - j1) - a<V0’X1 (moﬂ‘(y))(O) B O) + a(V&Xl (mo,a(y)) oo 0)>
= —2¢q (-Ta(y)) = 2a()
= —2p, ().

The multipliable case is analoguous. Finally, for m € M ,:

v,x, (M) = v(g7 ' mg1)? a1 (fmy) = 1,

and hence axiom (CA3) holds. O
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8.6 Conclusion
8.15 Theorem. The fiber 7= (X,) is isomorphic to:
v (UXl/Uﬂ—l(Xl)a (Uo,a>a€q>zla (Mo,a)aebzla (@0,&)(16@11 ) le)) X <(I)961>l .

Proof. All the previous considerations show that the 5-tuple:

(UXl/Uﬂ—l(Xl)a (Uo,a>a€¢z1 ) (Wo,a>a€<bzl ) (@0,0{)&6@11 ’ v)ﬁ))

is a generating and valued root group datum together with a compatible action. We can
therefore consider the building:

7 (UXl/UTrfl(Xl)7 (Uo,a>a€¢>zlv (MO,Q)QGCDIN (@0,&)&6@11 ) v)ﬁ))

as defined in Definition 6.1. It can be described as:

(UX1/U7I'71(X1) X ACE1) / NJ

where:
y =7x,(n)(z),

.z) ~ (v,y) < In € Nox,,
(u,2) ~ (v,9) " 0% {ulvnEUm.

Consider now the surjective map:

pr:7 ' (X1) = Z (Ux, /Usr-1(x1)> Uoa)acts, » (Moo)ace,, , (Po.a)act.,: 7x,))

induced by the projection pr : 77 (z;) — A,,. It is compatible with the Uy,-action. Take
a point:

Xo = [U07 $0] SVA (le/Url(Xl), (Uo,a)ae%ﬁ (Mo,a)ae%l, (@o,a)ae%l,ﬁxl)) )
and fix a lifting Zo of z in 7 *(z1). Observe that, if X := [u,z] € pr~!(Xj), then there

exists n € NO, x, such that:

uy un € Ug z,.

{pr<as> = Tx, (n)(z0)

Hence x — Vg x, (n)(Zo) € (®,,)*, and we can find y € (®,, )+ such that z — 7 x, (n)(Zo) =
7 -y where 7 is the image of n in W(®,,). Since a(Zy + y) = a(Zo) = a(xg) for each
a € ¢,,, we deduce that:

{x = To.x,(n)(do + y)

Ualun S Uoﬂfo = <U047ffo |Oé S (I)Il> = <Ua,560+y | o€ (I):B1> = Ufoer
Hence X = [ug, To + y|, so that the map:
Uxo + (pr) " () = pr(Xo)
x > [ug, ]

is surjective. Now take x, 2" € (pr)~"(zo) such that ¢x,(z) = ¥x,(z'). We can then find
n € Nox, NU, such that 2’ = 7 x, (n)(x). Hence x = 2/, and ¢, is a bijection. O

8.16 Remark. (i) A subset of 77(X}) is the intersection of an apartment of Z(K,w, G)
with 77'(X;) if, and only if, it is of the form A,, x (®,,)" with A,, an apartment
of Z (Ux, /Ur-1(x1)> Uoa)ace,, , (Moa)aca,, » (Bo.a)act.,  Ux,)-
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(i) By considering all the intersections of an apartment of Z(K,w, G) with 7—!(X}),
one endows the fiber 77!(X;) with a system of apartments of type:

(W_l(Xl)’ (I)’ (fa)a€¢>

where T, =T, if o € ®,, and [, = 0 otherwise. The fiber 771 (X1) then automati-
cally satisfies axioms (A2), (A3), (A4) and (GG).

(iii) If we already knew that Z(K,w, G) is an ™Y _building, then it would follow from
[SS12, Main result 2] that 7—1(X;) is an R™**0)_building. However we cannot apply
this result yet, and actually, we will use Theorem 8.15 in our proof of the fact that
I(K,w, G) is indeed an RN -building.

8.17 Example. Let Ay be a non-zero totally ordered abelian group and let k& be a field en-
dowed with a valuation wg : k — AgU{oo}. Set K := k((t)), let wy be the t-adic valuation
on K, and let w : K — Z x Ag be the valuation defined by w(z) = (w; (), wo(zt=*1®)).

Consider a quasi-split reductive k-group G, and set G := G x;, K. For a € ¢, we
denote U, the root group of Gy associated to a. We may and do assume that the
valuations on U, and on U, are compatible.

The group Gy, splits over a finite separable extension &’ of k, and hence one can find
a finite extension K’ of K over which w; does not ramify and G splits. Thus 0 € I',, ; for
every a € ¢, and hence the point X; := [1,0] € Z(K,w;, G) is a hyperspecial point (see
Section 1.10.2 of [Tit79] for the definition).

Now take u € Uy, and z € 7 '({0}) such that [u,z] € 77'(X;). Since u € Uy,
we can find ay,...,a,, € ® so that u can be written as u;...u,, with u; € U,, for each
i € {1,...,n}. Each u; can then be written as vyu; with v; € Uy, x and u; € U, . As a
consequence, the product u;...u,, can be written as u'v;...v, for some v’ € Uy, that fixes
7~ 1(X1). Hence:

(u, 2] = [t'vy..op, 2] = U [v1...0n, 2] = [V1...0, 2],
and the map:
Vx, s G x 77 H{0}) = 77 1(X))
(9,2) = [g, 7]

is surjective. Now, if ©x,(g,2z) = ¢¥x, (¢, 2') for some g, ¢, z,2’, then we can find n € N
such that:

o' =wv(n)(z)

g tgn e U,.

In particular:
n€ g tgU, NN CG(K[t]) NN = N,.

Hence, 1x, induces a bijection:

EXI Ik, wo, Gi) — 7 H(X)).

8.7 Further notations related to the projection maps

In this section, we fix some notations that will be used throughout the paper. Let’s fix
some so € 1k(A). Given a positive element Ay, in the archimedean class of A corresponding
to sg, we define:

Asgy i ={A € A|Tn >0, <n)},
Aoy :i={X € AlVn > 0,n) < A, }-
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In terms of Hahn’s embedding A C R™M:

AZSO == A N 9{250,
Aoy = AR>S0,

The sets A>,, and A5, are both convex subgroups of A and they do not depend on the
choice of \y,. We may therefore introduce the quotients:

Acsy = A/Asg,,
Acgy = AN/A-y,.

Again, in terms of Hahn’s embedding A C W) the quotients A_,, and A, are the
images of A under the projections SR — 93<%0 and K™D 5 93=%0 respectively.

8.18 Example. If A = R*¥D) | we have:

_ >3s0 _ >s0
Asgy =R=0, Ao,y =R,

— <s R <s
Ay, 1= R0, Aoy, 1= RS,

Note that, in this case, we have isomorphisms of totally ordered abelian groups:
A S RT0 R RE0 5 RT R0 R x RV

Denote by weg, : K — Ay, U {oo} (resp. w<y, : K = A<y, U {00} ) the composite of
the valuation w followed by the projection A — Ay, (resp. A — A<y, ). According to the
previous section, when A>, and A, are strict subgroups of A, we have three projection
maps:

T<so LK w, G) = ZT(K, w<y,, G),
7r§§8 (K wesy, G) = (K, weg,y, G),
sy = WESO o<yt LK w, G) = Z(K,weg,, G).

S0

The map 7<,, : (K, w, G) = I(K, w<s,, G) then induces a surjection:
- s\ 1
T=s0,X * 7T<;o (X) — (7638) (X)

for each X € Z(K,w<s,, G).

9 Axiom (CO)

Let G be a quasi-split reductive group over a field K equipped with a non-trivial
valuation w : K — M9 U {oo}, where S is a totally ordered set. We assume that K
satisfies Assumption 7.17. Let Z = Z(K,w, G) be the building defined in Definition 7.28.

In this section, we prove that axiom (CO) is satisfied by the building Z that we
defined in subsection 7.5 and by its fibers for the projections, which completes the proof
of Theorem 3.27. We keep the notation of Subsection 3.1.6. Let us sketch the ideas of
our proof. We proceed as follows.

1. (see Subsection 9.1) We begin by giving a sufficient condition for an R-building to
satisfy (CO).

2. (see Subsection 9.2) We prove that when S admits a minimum Og (and when
T<os (W(K*)) is non-trivial), if C' and C' are two sectors opposed at x € Z, then
the corresponding sectors of m<4(Z) are opposed at m<4(z) for every s € S.
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3. (see Subsection 9.3) We still assume that S admits a minimum and we prove (CO).
Let z € Z and C, C be two sectors opposed at . Let A be the apartment containing
the germs at infinity C., Cwo of C, C. We want to prove that z € A. We consider an
apartment Ac containing C' and an isomorphism ¢ : A¢ — A fixing AcNA. We then
prove that ¢(x) = x. For this, we act by contradiction and assume that ¢(x) # x.
Then we prove that there exists a minimal s € S such that 7<,(¢(z)) # 7<,(z).
By working in the R-building m_, (72} (7<())) and by using steps (1) and (2), we
reach a contradiction.

4. (see subsection 9.4 and subsection 9.5) We then prove that Z satisfies (CO) in the
general case, by considering G(K((¢))). We then deduce that the fibers for the
projections also satisfy (CO).

9.1 A sufficient condition for (CO) for R-buildings

In this subsection, we assume that S is reduced to a single element. Let Zg be a set
covered with apartments and satisfying (A1), (A2), (GG), (A4) and

(Iwa) : for all local face F', for all sector-germ at infinity C,, there exists an apartment
containing F' and C.

Let z,y € Zg, and A be an apartment containing x and y, which exists by (GG)
and (A2). The line segment [z,y] is the line segment in A between z and y. One
also defines the germ at z of [z,y] as the filter germ,([x,y]) of subsets of A containing
QN [z,y], for some neighborhood € of x in A. By (A2), all these notions are well defined
independently of the choice of A.

The ray based at x and containing y is the closed half-line of A based at x and
containing y.

9.1 Lemma. Let x,y € Ig and C, be a sector-germ at infinity of Ig. Then there exist
n € Lug, T1,..., 00 € [1,y] such that [x,y] = U', [xi, 2i11] and for all i € [1,n — 1],
there exists an apartment A; containing [x;, ;1] and Cx.

Proof. This is a standard result. Let A be an apartment containing [z,y|. For a € [z,y)
(resp. a € (z,y]) we choose a local chamber C.f (resp. C; ) of A such that C;f N[z,y] D
germ, ([a,y)) (resp. C, N [z,a) D germ, ([a,z])). For a € (z,y] (resp. a € [z,y)) we
choose an apartment AT (resp. A ) containing C; and C,, (resp. C; and C4,), which is
possible by (Iwa). We choose a neighborhood V¥ (resp. V.7) of a in [a, y] (resp. in [z, a])
such that V¥ C Af (resp. V" C A;). Set V, = V5, V, =V, and V, = V," UV, for

€ (z,y). Then by compactness of [z, y], there exists a finite subset {ay,...,ax} of [z,y]
such that [z,y] = Ule Va;, and the result follows. O

9.2 Lemma. Let Cy,,Cs be two sector-germs at infinity of Ig. Let x € Ig. We assume
that germ,(x 4+ Cw) and germ,(z + Cw,) are opposite. Then:

1. Cy and Cy are opposite,
2. there exists a unique apartment ACOO,C‘OO containing Cy and C’oo,
3. the point x belongs to Ag_ & -

Proof. We follow [Par00a, Proposition 1.12] and [Roull, Proposition 5.4 2)]. Let A &

be an apartment containing C, and Co. Let C=2+4+Cy, C=x+ C’oo, C, = germ,(C)
and C, = germ, (C’) Let Ac and Ag be apartments containing C' and C respectively. Let
Ag, ¢, be an apartment containing Cx, C,. Let y,j € Ac, ¢, besuch that y € €, g € C

and x € [§,y]. Let § (resp. 0) be the ray of Ax (resp. Ag) based at z and containing y
(resp. 7).
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The ray ¢ meets Ay 5 . We choose y' in 6N Ay . Let r:[0,00[— ¢ be the affine
parametrization of § such that r(0) = z and r(1) = ¢'. Using Lemma 9.1, we choose
n € Zsp, to=0<t <...<t,=1such that for all i € [0,n — 1], [r(t;), (2+1)] and Ci
are contained in an apartment A;.

Let 7 : (—00,0] — 0 be the affine parametrization of ¢ such that r(0) = x and
r(—1) = §. Weset t_y = —1. Then § = r(t_1) € 7(to) + Cso = 2+ Cw. Let i €
[0,n—1]. We assume that r(t;) +C, contains r(t;—1). Let B; be an apartment containing
[r(ti — €),r(t:)] U [r(t:), r(t; + €)], for € > 0 small enough (one may take By = A, and
B; = Ac, for i > 0). By assumption, A; contains r(t;,—1) and as [r(t; —€), r(t; +€)] is a line
segment in By, [r(t;_1), (t;11)] is a line segment in A;. In the apartment A;, 7(t;)+Cx is a
sector parallel to 7(t;41) 4+ Cno. As r(t;)+Cs contains r(t;,_1), we deduce that r(t;;)+Ca
contains r(t;). By induction, we deduce that r(to) =z € r(t tn) 4+ Cs =/ + Cso. Therefore
v € Ac_ e Consequently, z + C and z + C.. are two opposite sectors of Ac b

Therefore, C', and ~C~’Oo are opposite and by (A2), there exists at most one apartment

containing C, and Cy,, which proves the lemma.
]

9.2 Preservation of the opposition

The aim of this subsection is to prove that if S admits a minimum and if C' and C are
two sectors opposite at some point x € Z, then for every s € S, C<; and C<, are opposite
at m<s(z). For this, our idea is to prove that if C} ., ..., is a gallery of sector-germs
at infinity such that germ,_ ,)(7<s() + Ci0<s), - - germ,_ () (T<s(T) + Ch o0 <s) 18 a
gallery from germ,_ , (C) to germ,__ (, )(C’), then germ, (z + Ci o), . . ., germ, (x + C, )
is a gallery from germ,,(C) to germ,(C).

9.2.1 Preleminaries on enclosed sets

9.3 Notation. For the moment, we do not assume that S admits a minimum. We will
make this assumption from Lemma 9.13 to Lemma 9.22. Let C be a sector of Ag and
s € S. Write C =z +w.C}, ., where v € Ag and w € W". One sets C<, = 7 + w.{y<s €
Acsla(y<s) > 0, Ya € Ay}, This is the sector of A<, corresponding to C'. One has
C<s C m<s(C) but this containment is strict, because m<, preserves large inequalities but
not strict inequalities.

Let C be a sector of Z. Write C' = ¢.C, with g € G(K) and C a subsector of Ag. We
set C<s = g.C’SS. This does not depend on the choice of g and C by the lemma below.

9.4 Lemma. Let g1,g, € G(K), CM, C? be sectors of Ag and s € S. Suppose that
¢1.CY = ¢,.C? . Then g¢;. C(<S) = ¢y. C(Q)

Proof. Let C be a sector of Ag and g € G(K). Let h € G(K) be such that h fixes g.C
pointwise. Then as <, is G(K)-equivariant, h fixes 7<s(g.C') = g.7<s(C). Moreover
7<s(C) D C<s and thus h fixes g.C<, pointwise.

For i € {1,2}, set A; = g;.Ag. By Proposition 6.6, there exists h € G(K) inducing an
isomorphism ¢ : Ay — A, fixing A; N Ay. Let h € G(K) be such that h fixes A; N A,
and sends A; on Aj,, which exists by Proposition 6.6. Let n = g5 'hg;. Then n stabilizes
Ag and thus by Corollary 6.9, n € N. Then n.C’g = C®. By Corollary 7.35, the
restriction of n to Ag is induced by an element of W C W x Ag and we deduce that
n. C(<15) = C’(<28) . Therefore hgl.C’Ss) = gQ.C(<25). As h fixes g;.C) pointwise, we deduce that

hg,. C’<s = g1. C’( ) = = go. 0(325) which proves the lemma. n

If T is a binary relation on S x S (for example T = « <"/« =" .. ) and s € S we
define the projection 77, : R® — R'* by 71, ((A)ses) = (A)ers, for (A) € R,
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9.5 Lemma. Let (A\,) € (R°U{00})® and Q = (,cp Dar.. We assume that there exists a
vector chamber C of Ag and 1<, € A<, such that germ,_ (v<s+C%,) € Nyeqp Dayre,(ra)-

Then 1<s(2) = Noco Darey(ra)-
Proof. Let ' = (\,cq Dare.(r)- The inclusion 7<(€2) C Q' is clear. Let us prove the
reverse inclusion. Let &1 = @JCFU

Let 2L, € ' N (v<s +CL)) and Z<s € (1< +CL,) N (2L, — CL,). Then for all a € &7,
one has —m<;(\s) < (7<) < a(z<s) < a(zL,) and for all & € ~, —7<,(\) < a(2L,) <
a(z<,). In particular, - - -

a(z2) > —mes(Ma), (30)

for every a € ®.

Let y<s € . Set ®(y<s) = {a € ¢ | a(y<s) = —m<s(Aa)}. Then by definition,

QN ({y<s} x Asy) = {y<s} x m Dare ()

OzG‘I)(ySS)
If ®(y<s) is empty, then {y<s} x Ass C Q and thus y<; € 7<5(Q). We now assume
that ®(y<s) is nonempty. By (30), one has a(z<s — y<s) > 0, for all & € ®(y<,). Write
= (yt)i<s and z<s = (2t)1<s. For a € ®(y<y), set

Sa = min{t € supp(z<s — y<s) | a(ze) > aly)}-

Let k = |®(y<s)|. We write ®(y<,) = {a1,...,a} in such a way that (sa,)icqix] 18
non-decreasing. For i € [1, k], one sets u; = 25, — ys, € Ar. Then for all j € [1, k], one
has a(u;) > 0 if s, = so; and a;(u;) = 0 if 54, > s4,. In particular, for all 4,5 € [1, k],
one has:

a;(u;) >0and j >i = a;(u;) > 0. (31)

If (y<s,0) € Q, then we are done. Suppose that (y<,,0) ¢ Q. Let

§ = min{t € supp(\,) | Jo € P(y<s) | —m=+(Aa) > 0}.

One chooses t;, € Rxg such that ay(tgug) > —m—5(Aa, ). Let i € [2,k]. Suppose we have
constructed (¢;)jefing € (R>0)** such that

Z tiap(uy) > —m=5(Aa,)

for all £ € [li, k]. Then one chooses t;_; € R such that Z] i tiaimi(ug) > —m=5(Xa,_,)-
Then by (31), one has Z?:iq ap(tjuj) > —m—5(A,,) for all £ € [i — 1, k]. By induction,
we thus find ¢y, ..., ¢ € Rx( such that 25:1 ae(tjuj) > —m_z(Na,) for all £ € 1, k].

Let yz = (ayy;) € Az, where a; = 1if t < sand a; =0if t > s. Let

y= <y<§7 thulao) S AS'

Let a € ®(y<;). Then:

k
a(y) = (—7m<s(Xa), tha(uj),O) > — A,
j=i
Therefore, y € Q. Moreover m<,(y) = y<s and thus m<4(2) = 0.
O

9.6 Remark. The above lemma is not true when 2 is an arbitrary enclosed subset of Ag.
For example if S = {1,2}, Ag = R and o = Id. Set s = 0. Then we have Ag = R? and
T = T<, is the projection on the first coordinate. Set A, = (0,0) and A_, = (0, —1).
Then Do, ND_gx , = = () and D, a(a) N l)_oé7r = {0}
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9.2.2 Projection of an intersection of apartments

9.7 Lemma. Let s € S. The map <, induces a bijection A — w<s(A) from the set of
apartments of I to the set of apartments of m<s(Z).

Proof. By definition (see Subsection 8.2), m<s(Ag) = A<, is an apartment of 7<4(Z) and
the map 7«5 : T — m<s(Z) is G(K)-equivariant. Since by Definition 6.4 G(K) acts
transitively on the set of apartments of Z (resp. m<s(Z)), the map A — m<;(A) from the
set of apartments of Z to the set of apartments of 7<4(Z) is well-defined and surjective.
Moreover, given two apartments A and B such that m<;(A) = 7m<s(B), we can assume
that A = Ag by G(K)-equivariance of m<;. Let g € G(K) be such that B = ¢g- Ag. Then
g m<s(As) = m<s(g - As) = m<,(B) = m<s(As).

By Proposition 6.6 applied in m<4(Z), there exists n € N such that g.z = n.z for all
z € Ac,. Then by Lemma 6.5 g~*n € Py__.

By Corollary 5.12, if A is a basis of ®, then:

ﬁASS = (UAgs n UX)(UAgs n U&)NASS‘

By Example 4.58, Uy_ NUX = Up_ N UL = {1}, thus g7'n € N, hence g € N and
B = Ag, which proves the lemma. n

9.8 Lemma. Let A, B be two apartments and s € S. We assume that there exists
a sector C based at some x € T such that m<s(A) N 7<y(B) 2 germ,_ ,(C<s). Then
T<s(AN B) = 1<s(A) N<4(B). B

Proof. Using some g € G(K), we may assume that A = Ag. Let Q<; = m<s(Ag)N7<s(B).
One has Q<s D m<s(Ag N B). Let us prove the reverse inclusion.

By Corollary 6.8, there exists u € Uq__ such that u.m<s(Ag) = m<4(B). By Lemma 9.7,
u.Ag = B. By definition of Ug, there exist k € Zsq, i, ..., € ® and elements u; €
Ua, .. such that u = [\, u;. For a € ®,q, set Ay = min{p,, (u;)|i € [1, k] and a; = a}
(one may have A\, = 00). Then Q<; C ,cq, D Do re(0a)- As Q< contains a local chamber,
we can apply Lemma 9.5 and one has WSS(ﬂaeq,nd Da,,\a) = maE‘Pnd Dar (ra)- Moreover

u fixes ﬂaecp ax, and thus Ag N B contains maebnd D, .. Thus
7T<s AS N B m Da T<s(A D Q<s
ac€d, g
Therefore Qs = m<s(Ag N B), which proves the lemma. O

9.9 Remark. If we already knew that Z is a building, we could use [SS12, Lemma 3.7 and
3.10], but their proof uses the fact that retractions are 1-Lipschitz continuous, which is
what we want to prove.

9.2.3 The exchange condition

We now prove that Z satisfies the exchange condition (EC) (see Lemma 9.11 or [BS14,
Section 2| for the definition of (EC)). We will use it to prove that Z satisfies a property
called the sundial configuration (SC) in [BS14, Section 2| (see Lemma 9.14).

9.10 Lemma. Let A be an apartment of Z. Let D be a half-apartment of Ag. Suppose
that AN Ag contains D. Then either A = Ag or there exists « € ® and \ € T'y, such that
AN AS = Da)\.

Proof. Suppose A # Ag. Let o € ® be such that AN Ag D D,, for some A € R”.
Using (A2) we write AN Ag = (gcq Dpry, Where (€g) € [[5ce(I's U {o0}). Let 8 €
®\ Roga. Let u € R5. Let us prove that £g > u. Let s = min (supp(/\) U supp(,u)).
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Write A = (A\¢)tes. Suppose 5 ¢ Ra. Then for every n € Zsq, there exists =, € Ag such
that a(x,) = —As + 1 and f(z,) = —n. Let (y,) = (ds:Tn)ies € Ag. Then a(y,) > A
and thus y,, € D, for n € Z>y. If s = min (supp(p)), then —G(y,) > p, for n > 0. If
s < min (supp(,u)), then —f5(y,) > p, for n > 0. Moreover, {5 > —((y,), for all n € Z>q
and thus {g > p.

Suppose 5 € Rga. For n € Z>, choose x,, € Ag such that a(x,) = n and set y, =
(0s4%n)tes € Ag. Then for n > 0, x,, € D, and —f(x,,) > p and thus g > p. Therefore
in both cases, {5 € [),cus[p, 00] = {oo}. Consequently, AN As = (Ngep_ o Do, For
m € {%, 2}, set Uy, = 00 if ma ¢ ®. Then ANAg = D, ¢, where ¢/ = minme{;m} %Ema.
Let m € {%, 1,2} be such that ¢ = %ﬁma. Then AN Ag = Dyau,,,, which proves the
lemma. O

9.11 Lemma. The setZ satisfies the exchange condition (EC): if A and B are apartments
of T such that AN B is a half-apartment, then (AU B)\ (AN B)UM is an apartment of
Z, where M is the wall of AN B.

Proof. Using isomorphisms of apartments, we may assume that A = Ag. Then by
Lemma 9.10, there exists o € ® and A € I'y such that D := A¢N B = D, . By Corol-
lary 6.8, one has B = u.Ag, where u € Up. By Example 4.58, we can write u = u u,np,
where uf, € U}, up, € U, and np € N. Moreover, either U} = {1} or U, = {1} (de-
pending on whether & € @, or @ € ®_). By symmetry, we may assume that U}, = {1}.
Then Ul; = Uq,D-

One has A = ¢, (up). Using (RGD4), we write up, = vomuy', with uy,v, € U} and
m € M,. By (V5) and Lemma 4.8, we have A = —¢_,(uy) = —p_o(vy) = @a(up). Let
D_=Dyx=DDy=D_,_yand M = H,,=D_NDy. Then one has: :

UB'LLFDf - 'U+m.D, - 'U+.D+ — D+ and 'U,BD+ — U,BU+D+ — 'U+m.D+ — 'U+.D,.

Therefore: since u,.Ag UAg=D_Uu,.D.UD, and AgNupy.Ag = D_, we have:

which is an apartment of Z, which proves the lemma. O

9.2.4 Germ of a gallery of local chambers and conclusion

If C is a sector and s € 9, recall the definition of C'<, in Notation 9.3.

9.12 Lemma. Let C, C be two sector-germs at infinity and x € I. Let C' = x + Cxg
and C = z + Cx. We assume that there exists s € S such that germ,_ ) (C<s) =
(C<s). Then germ,(C) = germ, (C).

germwgs (z)

Proof. Let A be an apartment containing C'. Then 7<,(A4) 2 germ,_ (,,(C<;s) = germ,_ () (C<s).

Let A be an apartment containing C'. Let Q<, be a neighborhood of m< () in m<,(A)
such that Qgs N Cgs = Qgs N égs. Let ggs € Qgs N Ogs = QSS N égs. By Lemma 9.8,
Tes(ANA) = < (A) N m<s(A). Thus there exists § € AN A such that 7<,(§) = J<s.

Let us prove that § € C. Identify A with Ag. Write C' = {z € Ag | a(z) > \,,Va €
Ac}, where Ag is some subset of ® and (\,) € (RS)2¢. By definition, Cc, = {z €
A<y | a(r<s(z)) > m<s(N),Ya € Ac}. Then g<;, = m<,(§) € C<, and thus § € C.
Similarly, as § € A, we have § € C. Using Lemma 3.20 and Proposition 6.6, we deduce
that AN A 3 cl({x,7})  germ,(C). In other words, there exists a neighborhood V of
2 in A such that Q := V NC c ANA. Let ¢ : A — A be the apartment isomorphism
fixing A N A. Then ¢(§) = 7. The sector C' (resp. C) is the unique sector of A (resp.
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A) based at = and containing §. Therefore ¢(C) = C. As Q € germ, (C'), we have
P(Q2) = Q € germy(, (¢(C)) = germ, (C) and thus germ, (C) = germ, (C).
[l

Let C7 and C§ be two vector chambers of Ag. Let A; be the basis of ® associated
with C7. We say that C} and Cj are adjacent if C} = CY or if there exists a € Ay such
that C5 = r,.C7. Let C; and (5 be two sectors of Ag based at the same point. We say
that C and Cs are adjacent if their directions are. We extend this definition to the pairs
of sectors of Z which are contained in a common apartment and which have the same base
point, which is possible by (A2).

Two sector-germs ()1 » and ()2 « are said to be adjacent if there exists an apartment
A containing )1 o and ()2 and such that z + Q)1 » and x 4+ Q2 are adjacent, for any
x € A. If such an A exists, then any apartment containing ()1 and ()2 satisfies this
property.

From now on and until Lemma 9.22, we assume that S admits a minimum.
We denote it 0g. We denote m—, instead of m<o, and if C' is a sector of Z, we denote
C_o, instead of C<p,. We assume moreover that m_o, (w(K*)) # {0}.

9.13 Lemma. Let C be a sector of . Then germ, (C_oy) = m—o4(germ(C)). In
particular the sector-germs at infinity of m_o4(Z) are exactly the m—y,(Cx) such that Cx
18 a sector-germ at infinity of L.

Proof. As m—y,, germ , and C' — C_g, are G(K)-equivariant, it suffices to check it when
C' is a subsector of C' ¢, which is straightforward. m

9.14 Lemma. Let A be an apartment of T and Cs be a sector-germ of A. Let Cs be
a sector-germ of I adjacent to Cy and different from it. Then one can write T_g4(A) =
D1, U Dy, where for both i € {1,2}, D, o4 is a half-apartment of m—_o,(A) and there
exists an apartment T—os(A;) containing Dy, and T—og(Cas).

Proof. By Lemma 6.10, Proposition 6.6, Lemma 9.2 by [BS14, Theorem 3.3| and as
T_os(W(K*)) # {0}, m=04(Z) is an R-building and in particular, it satisfies the axiom
(SC) of [BS14]. Moreover m—g,(Cs) and 7—o,(Cs.) are adjacent and thus the lemma is a
consequence of the paragraph after (SC) in [BS14, page 385|.

O]

Galleries of local chambers Let 2 € Z. Two local chambers C,, Cy, are called
adjacent if there exist an apartment A containing C' ,,Cy, and two adjacent sectors
()1, Q2 of A based at x such that germ (1) = C;, and germ,(Q2) = Cy,. By (A2), this
does not depend on the choice of apartment A. A gallery of local chambers based at
x is a finite sequence I', = (C 4, ..., Cy ) such that for all i € [1,k — 1], C;, and Cij1,
are adjacent local chambers based at x. The length of I'; is then k. The gallery is called
minimal if £ is the minimal possible length for a gallery joining C , and Cj_,.

If C,, C, are two local chambers based at z, there exists a gallery I'; joining C; to
C,. Indeed, by (GG), there exists an apartment A containing C, and C,. Let Q and Q
be the sectors of A corresponding to C, and C,. Then if I is a gallery of sectors from Q
to Q, then the germ I', of I' at « is a gallery joining C, to C,. The minimal length of a
gallery joining C, to C, is called the distance between C, and C, and we denote it
d(C,, Cy).

9.15 Lemma. Let A be an apartment and Cy be a sector-germ at infinity of Z. We
assume that m—g4(A) D m-04(Cw). Then A5 Cu.
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Proof. Let Q € Cy be such that m_o (A) D m—,(£2). Let B be an apartment containing
Cs-. Then QN B € Cw. Moreover m—g,(A) N o4 (B) D m—o4(€2N B) and by Lemma 9.8,
T_os(ANB) = m_,(A) N7m—o4(B). By G(K)-equivariance, we can identify B and Ag and
we can assume that C is the germ of Cf g. We choose (yn,—o5) € T—o5(A N Ag)*2° such
that 8(yn—os) — +oo forall 3 € A;. Let (y,) € (ANAg)?20 be such that m—o4 (yn) = Yn.os
for all n € Z>. Then AN Ag 3 cl({yn|n € Z>p}) © Cw, which proves the lemma.

[

Recall that a vector panel of Ag is a set of the form P = Hg o N(),ca\ 5y Dao, Where
A is a basis of ® and § € A. A panel of Ag is a set of the form = + P", for some vector
panel P.

Let CV be a vector chamber of Ag and A be the associated basis of ®. We set
Cv = MNoca Pao- If Q is a sector of Ag with direction C* and base point z, we set
Q=2+C"={x+ul|ucC. LetQ bea sector of Z and g € G(K) be such that
9.Q C Ag. We set Q = ¢g~*.(g9.Q). This is well defined by (A2).

Let x € Z, ) be a sector of Z based at x and F' be a sector-face based at x. We say
that () dominates F if F' C Q.

9.16 Lemma. Let P be a panel of Ag. Then there exist exactly two sectors of Ag domi-
nating P.

Proof. Using translations, we may assume that P is based at 0. Let A be a basis of ®

o

and B € A be such that P = Hgo N[\ ca\(p) Dao- Let CY =(,ca Dao. Then C* and

o

Tg.CU dominate P. Let Pr = H@OR N ﬂaGA\{B} DQ,OR C Ar and Cfé = naeA Da,(]]R C Ag.
Let C} be a vector chamber of Ag dominating P. Let w € W" be such that w.C7 = C".
Let s € S and zg € Pr. Let = (x;)es be defined by x; = 0, 2g, for t € S. Then x € P
and thus w.z € CV. Therefore w.ag € C3. By [Bou8la, V. 3.3 Théoréme 2| we deduce
that w.xg = zg. By [Bou8la, V. 3.3 Proposition 1 &2|, w € (rg). Therefore C} € (rg)C",
which proves the lemma. O

Let H be a wall of Ag and ()1, Q)2 be two sectors of Ag. We say that H separates ),
and (s if the two half-apartments D, and D, delimited by H satisfy either ¢); C D; and
@2 C Dy or Q1 C Dy and Q2 C D;. We extend these notions to Z using isomorphisms of
apartments.

9.17 Lemma. 1. Let C and C be two sectors of T and Css, Coo be their germs. We
assume that Cy, and C., are adjacent. Let A be an apartment containing Cs.
Suppose that A does not contain Cws. Then one can write A = Dy U Dy, where
D1, Dy are half-apartments of A which have the same wall and such that for both
i € {1,2}, there exists an apartment containing D; and Cos.

2. Lety € I. Then germ, (y + Cy) and germ, (y + Cy) are adjacent.

Proof. Let m = m—y,. By Lemma 9.14, one can write 7(A) = D U Dy ., where D; . and
7(Cy) are contained in an apartment m(A;). Then m(A) N7(A;) is a half-apartment and
thus by Lemma 9.8 and (A2), AN A, is a half-apartment. Let H be the wall of AN A;.
Then by (EC) (Lemma 9.11), (AU A;) \ (AN A4;)) U H is an apartment A, of Z. By
Lemma 9.15, A; © Cy. Let D; = AN A; and Dy = A; N A. Then (A, Dy, D,) satisfies
the condition of (1).

Let now y € Z. We want to prove that germ,(y + C) and germ,(y + Cy) are
adjacent. As there exists an apartment containing y and Cy, there is no loss of generality
in assuming that y € A.

Maybe exchanging the roles of Dy and Dy, we may assume that D;  C,,. Suppose
y € Dy. Then A; contains y+ Cy and y+C and thus germ, (y+Cy) and germy(y—l—é’oo)
are adjacent (and distinct).
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By construction, H is also the wall of ANA,. Let x € H, C' = z+C,, and C=z+Cy.
Then x + Cy, C D; and z + C’OO gz A. Therefore H separates x + C, and x + é’oo in Ay.

Let ¢ : A — Ay be the isomorphism of apartments fixing A N As. Then ¢ induces a
map (still denoted ¢) from the set of sector-germs at infinity of A to the set of sector-
germs at infinity of Ay. If € H, then x4 C. and x4+ C,, dominate a panel P of H. Let
C’_ be the sector-germ at infinity of A different from Cy such that z 4+ C’_ dominates P
(the uniqueness is a consequence of Lemma 9.16). Then C”_ is not contained in Dy, hence
C!, € Dy and thus ¢(C’) = C’.. Moreover P C AN Ay and P C x4 Cy. Therefore
P C ¢(r+Cyx) = v+ ¢(Cx). Thus z + ¢(C) dominates P. As ¢(Cw) # ¢(CL),
Lemma 9.16 implies that ¢(Cs) = C and thus for all y € A, ¢(y + Cso) = d(y) + Cse.

Let now y € A\ D;. Let ¢ € R¥ be such that B(y,e) C D,, which exists by
Lemma 3.23 (2). Then ¢(B(y,e) N (y + Cx)) = B(y,€) N ¢y + C) = Bly,€e) N (y +
Cs). Therefore germ, (y + Cy) = germ, (y + Cs) and in particular germ, (y + Cx) and
germ, (y + C) are adjacent. Lemma follows.

O
Using Lemma 9.17 (2) we deduce the following proposition.

9.18 Proposition. Let I' = (Ci,...,Ch) be a gallery of sector-germs at infinity.
Then for all z € T, Ty = (germ,(z + Ci ), - - ., germy (z + Ca o)) is a gallery.

9.19 Lemma. Let x € Z. Let CI,(NZ’I be two local chambers based at x. Let wqy be the
longest element of W*. Then:

1. d(Cy, Cy) < l(wy) and
2. d(Cy, Cy) = l(wy) if and only if Cy and C, are opposite.

Proof. Let A be an apartment such that 7<,(A) contains C, and C,. Using an isomor-
phism of apartments, we identify A and Ag. Let C'§ and ég be the vector chambers of Ag
such that C, = germ, (z+C%) and C,, = germ, (x4 C%). Write C% = w.CY, with w € W?.
By [Bro89, I Proposition 4], one has £(w) = d(C%,C%) = d(C,,C,). By definition of wq
we deduce that d(C,, C,) < (wp). Point 2 is a consequence of the uniqueness of wy, see
[BB05, Proposition 2.2.9] for example. ]

9.20 Lemma. Let x € 7 and C, C be two sectors opposite at x. Let s € S. Then C<s
and C<s are opposite at m<s(x).

Proof. Let A be an apartment containing germ,.__(,)(C<,) and germ, <5(x)(035). Let @ and
Q be the sectors of A based at 7<,(z) and such that Q<, and Q< contain germ, _ ) (C<s)
and germks(x)(égs). Let I' = (Q1,00) @200, - - -, @k.00) be a minimal gallery of sector-

germs at infinity of A from germ_(Q) to germ. (Q). Then by Proposition 9.18, I', =
(germ, (24 Q1.00)s - - -, germ, (z + Qo)) is a gallery. By Lemma 9.12, germ, (2 + Q1,00) =
germ, (C) and germ, (z + Qpo0) = germ,(C). As germ,(C) and germ,(C) are opposite,
we have k > ¢(wp). As I' is minimal, one has k < ¢(wy). Consequently, k& = ¢(wp) and
thus by Lemma 9.19, germ,_ (,y(C<;) and germ, Ss(x)(é§s> are opposite, which proves the
lemma. O

9.3 Proof of (CO) when S admits a minimum

9.21 Lemma. Let T be a totally ordered set. Let Ty, Ty C T be such that T = T; LTy
and Ty < Ty. Let Ay, = Ag @ RT' fori € {1,2} and A = A, x A, = Ag @ RT. Let
7 RT — RT be the canonical projection. Let v € Ar and C and C' be two sectors
of A opposite at . Let X = w(x) € Ap,. Write 7 4(X;) N C = {m(x)} x Cy and
1 X1) N C" = {r(x)} x Cf, where Cy,Cy C Ar,. Then Cy and C} are sectors of A,

which are opposite at their common basis.
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Proof. Write C' =z + w.C}p and C' = x + w'".C} p, where w,w’ € W and C}, = {a €
Ar | a(a),Va € &1} Write = (x;)er and set zp, = (24)ier,. Then:
1 (X)NC ={a € {n(2)} x Ag, | a(a) > a(z),Va € w.&*}
= {(m(x),d") € {m(2)} x Ag, | a(d’) > a(zg,),Va € w.dT}
={m(z)} x (g, + w'C}],To)'
Similarly, 7~ (X1) N C" = {n(x)} x (zg, +w'.C}y,), and the lemma follows. O

9.22 Lemma. We assume that S admits a minimum Ogs and that m<os(w(K*)) # {0}).
Let v € T and let C' and C be two sectors opposite at x. Then there exists an apartment
A containing C' and C.

Proof. Let Ag and Ag be apartments containing C and C respectively. By (A4) (Lemma 6.10)

we can find an apartment A s containing subsectors ¢ and C’ of C and C. Let us
prove that = € Ag &

Let ¢ : Ac — A ¢ be an apartment isomorphism such that ¢lazna,, o = Id|acna

Set y := ¢(z). We want to prove that x = y. By contradiction, assume that = # y.

lelell

Let A, , be an apartment containing both x and y and ¢ : A, ,, — Ag. Let supp(y —
x) C S be the support of ¥(y) — (z) € Ag. Then supp(y — x) depends neither on the
choice of A, , nor on the choice of 1. By assumption, supp(y — x) is nonempty. Let sy be
the minimum of supp(y —z). Let g € G(K) inducing the isomorphism 1, whose existence
is provided by Proposition 6.6. Then we have:

g 7T<So<x) = 7T<50<g ) I) = 7T<50(77/)($)) = T<so (¢(y)) = 7T<so(g ) y) =g 7T<So(y)

and:

g T<so(T) = T (9 ) = T<so (P(2)) # T<so(V(Y) = T<so (9 Y) = 9+ T<so (y)

and hence m<g,(x) # m<4, (y).
Set X = ey (2) = Ty (y) and Iy = 72, (X) C Z. Set

T=sy = T=s0,X - IX - (7328)_1()() C I(K’ W<sgs G)?

with the notation of 8.7. Then 7_,,(2) # T—4, (y) and (722)~1(X) is an R-building.
Since v € AcNZy andy € AC,@ NZx, the sets AcNZx and AC,’@, NZx are nonempty.
Moreover, let h € G(K) inducing ¢. Then:

P(AcNIx) CApeN(h-Ix) = Ao Ny (h-X) = Ag oo Nzl (h- X)
= A

= Ao e Ny, (9(X)) e Mgy (T<so (1))
== AC/,C’/ N IX
Hence ¢ induces a map ¢>s, : Ac NZx — Apr e N Ix, which induces itself a map:
(b:so : AC,=SO — AC”,C",:SO
WheI‘e AC,:SO = ﬂ-:SO (AC) ﬂ IX aIld Ac/7é/’:'30 — 71—:50 (Ac/7é/) ﬂ IX.

We know that ¢_, (7—s, (7)) = 7—s,(y) # T—s(z). By Lemma 9.20, C<,, and Cesy
are opposite at m<s, (). By Lemma 9.21 applied with T'={s € S | s < 5o}, T1 = T\ {s0}
and Ty = {so}, we deduce that the sectors-germs C_,, = m—(C<s, N Zr_, (x)) and
0:80 = W:SO(OSSO NZ_,, (x)) are opposite in 7y (z) (in the R-building (wégg)*l(X))

Hence, by Lemma 9.2, m_, (x) belongs to the unique appartment of m—g, (Lkso (z)) CON-
taining germ, (7=, (C)) and germ (7=, (C)). In other words, m—s,(Zr_, (x)) € Ac,=s N
A @r —g,- Since ¢ fixes Ao N A g, we deduce that ¢, (T=sy (7)) = Mg (y) # T=s, (T):
contradiction! Hence = = y. m
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9.4 Proof of (CO) in the general case

Let K = K((#). Let & : K — Z x A be defined by &(3°53°, ayt*) = (n,w(a,)), if
a, # 0. Let T = I(K,w,G) and Z = Z(K,&,G). Note that the rank of the ordered
abelian group Z x A is S := {0¢} U S, where Og is an element of S such that s > 04 for
all s € S. In particular, we have an isomorphism of ordered R-algebras R x R =2 RS

9.28 Remark. The extension ]K((t)) JK((t)) is univalent in the sense of Assumption 7.17.
Let us briefly explain why. To do so, let v’ : K* — A’ be the unique valuation given by
that assumption, and let &' : K((¢))* — A’ be a valuation satisfying the conditions of that
assumption for the extension K((¢))/K((¢)). By uniqueness of w’, we have an identification
&'(K*) = A’ such that &' lzx = w’. Since &’ extends @, we deduce an identification
&'(K*t%) = Z x A such that &'(at™) = (m,w'(d)) for m € Z and @ € K*. Now,
given an element f € K((¢)*, one can always write f = at™f, with m € Z, a € K*
and fy € 1+ tK[t]. By observing that &'(1) = 0, &'(t) = (1,0) € Z x A’ ¢ A’ and
&'(f1) > (—1,0) for every f; € K[t], we deduce that &'(fs) = 0, so that:

() = (mo/@) €Z x A =N,

Let z € Z and consider C' and C two sectors in Z opposite at z. According to
example 8.17, if w; stands for the t-adic valuation on K, we have a projection:

71— I(K,w,G)

such that the fiber of the point X := [(1,0)] is Z. Let C' and ¢ be sectors of Z such

that C N7 1(X;) = C and C' N m1(X1) = é; The sectors ' and € being opposite (by
Lemma 9.24 below applied with F = K, 7' = S and 77 = {04}), we deduce that there is

an apartment A of Z that contains both C:tand C. Hence AN 7~ '(X,) is an apartment
of Z = 7~!(X;) that contains both C' and C.

9.24 Lemma. LetF be a field, equipped with a valuation w : F — RTU{oo}, where T is a
totally ordered set. We assume that F satisfies Assumption 7.17. Assume thatT' = T1UTy,
where Ty, Ty are subsets of T such that Ty < Ty. We assume that w(F*)N ({07, } x RT0) #£
{0} and w(F*) ¢ {07, } x KT, Let © : KT — R be the canonical projection. Assume
that G is defined over F Let Zr = Z(F,w, G) and Iy, = Z(F,w, G), where w; = 7 o w.
Denote by m the canonical projection Iy — Ir,. Let Xy € Iy, and T = 71 (X,). Let

z €T and C,C be two sectors of I, opposite at x. Let Cr and Cr be two sectors of Lr
such that Cr NZ = C and Cyr NI = C. Then Cr and Cr are opposite at x.

Proof. Denote by Ar = Ag ® RT and Az, = Ag @ RT the standard apartments of Zr
and Zr,. Denote by dr : Ir x Ir — (RT)so (vesp. dp, : Iy, x Iy, — (R71)s) the
distance on Zr (resp. Zr,) for which G(IF) acts by isometry on Zr (resp. Zr,) and such
that dr(a,b) = > co+ |(b — a)| (resp. dp(a,b) = > o+ |a(b — a)]) for a,b € Ap
(resp. a,b € Ap,). Then as 7 is G(F)-equivariant and as 7(dr(a, b)) = dg, (7(a), 7 (b)) for
a,b € Ar, we have:
7(dr(a,b)) = dp, (7(a), (b)), Va,b € Zr.
Therefore Z = {y € Zr | dr(z,y) € {0} x R0} is open in Zr.
Consequently,

VQ € germ, (Cr), Q2N T € germ,(C) N germ, (Cr), (32)

and the same holds for Cr-.
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Let A7 be an apartment of Z; containing germ,, (C) and germ, (Cr), which exists by
Lemma 6.10. We identify Ay and A7. Then Ax NZ = {X;} x Ag,. Let @ and Q be the
sectors of Ag;, based at  and such that germ, (@) = germ, (C) and germ,, (Q) = germ, (C)
Let C7, and Cf, be the vector chambers of Ay, such that Q = x + CF, and Q=x+ Cr, -
We may assume that C%, is the fundamental vector chamber C’fT {a € Ag, | a(a) >

0,Va € ®T}. As @ and Q are opposite at z, we have C wo.Clq . Let w € WY be
such that germ, (z + w.C§p) = germ,(Cr). Then by (32)

(z+w.Cip)NT =2+ ({0} X w.C% ) € germ, (C)
and thus there exists a neighborhood € of z in A, such that
4+ {00} xw.Ciy DN (x+ {00} x Chyp) -
Therefore there exists € € R’ such that
B(0g,6) NChpy Cw.CF .

Let s = min (supp(¢)). Then if a = (a;)er, is such that a, € C}p C Ag is close enough
to 0 and a; = 0 for all ¢ € T; such that t < s, we have:

a € B(0g,,e) NC{p Nw.Clp, .

Let a € ®. Then a(a) > 0 and a(w™'.a) > 0 and thus w.a € &. Therefore w.®* C ®T.
Using [Bou81b, Chap VI, 1.6 Corollaire 2|, we deduce that w = 1 and germ, (v + C% ;) =

germ,, (Cr). Similarly, germ, (z + wo.C}p) = germ,, (Cr), which proves that C and Cp
are opposite at x. 0

9.5 Proof of (CO) for the fibers of the projection maps

Adopt the notations of section 8. In particular, we have a projection map:
7 IKw, G) = IZ(K w, G).

Fix a point X; € Z(K,w;,G), let € 7~ 1(X;) C Z(K,w,G) and consider C' and C
two sectors of 7~ 1(X;) opposite at . Let C' and C be sectors of Z(K,w, G) such that

CNn7 Y (X;) = C and C N7 Y(X;) = C. The sectors C' and C being opposite (by
Lemma 9.24 applied with 7" = rk(A), T} = rk(A;) and Ty = rk(Ap)), we deduce that there

is an apartment A of Z(K,w, G) that contains both C and C. Hence AN 7 1(X;) is an
apartment of 7~!(X;) that contains both C' and C.

10 Replacing $3° by smaller ordered abelian groups

In [Ben94|, Bennett defines I-buildings for a totally ordered abelian group I" other than
¥, for instance for Z x Z. The definition is similar to the one we gave in section 3.2.
One has to replace axiom (A1) by the following:

(A1’) Each A € & is equipped with the structure of an apartment over I' of type Ap =
(Al"y VR; (I)a (Pa)aei')a

and then one keeps word by word the axioms (A2)-(A6). The main goal of this section
consists in proving the following statement:
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10.1 Proposition. Let G be a quasi-split reductive group over a A-valued field K and
let S be a mazimal split torus in G. We keep the notation I'y, for a € ® as defined in
section 4.2. Let S be the rank of A and let I be the R -building associated with G. Let T’
be a totally ordered subgroup of R containing T, for each o € ®. Then the RS -building
structure of I induces a I'-building structure on the set:

G-p(Yol),
where Y @ T is seen inside X,(S) @ R and Y is the coweight lattice
Y ={ze€ X,(S)®R, Va € ®, a(x) € Z},
and p is the projection from X,(S) ® R to the standard apartment A.

Note that if G is semi-simple and adjoint, we have that Y = X,(S). In particular,
up to considering the adjoint quotient G of the reductive group G, one can always work
with X,(S) ® I' where S denotes the image of S in G.

We say that two half-apartments D;, Dy of A have opposite directions in A (resp.
have the same direction) if there exists & € ® and \, X € M5 such that Dy = D, » and
Dy = D_, » (resp. D, ). We extend these notions to any apartment using isomorphisms
of apartments.

Proof. (of Proposition 10.1) Set Ar = p(Y ®I') and Zr = G.Ar. We define the set of
apartments of Zr to be the set of sets of the form A N Zr such that A is an apartment of
T.

We first prove that ANZy = Ar. Let y € Zr N A. There exists g € G and x € Ar such
that y = g.x. Let h € G be such that hg.A = A and such that h fixes y, which exists by
(A2) (for Z). Then by Proposition 6.6, there exists n € N such that hg.z = n.z for all
z€A. Thusw =v(n) € W satisfies y =h.y = hg.x = w(x) and thus y € W.Ap.

According to Proposition 7.34, the valuation is semi-special so that the group fa
is generated by I', for any a € ®. Hence, I' D I'y for any a € ®. We have that
Ap = P calTw) O P calawy DO W N Vys. Since W stabilizes the coweight lattice

Y =@, cp Zwy, it stabilizes Y @ I' = Ap. Thus W stabilizes Ar.
Consequently
Ar=ANZr. (33)

Let now A be an apartment of Z. Write A = ¢g.A, g € G. Then by (33), ANZr = g.Ar.
This enables us to equip each apartment with the structure of an apartment of type Ar,
which proves (A1’). We also deduce that (A2), (A3), (A4) and (A5) are satisfied by Zr,
using the fact that they are satisfied by Z.

Let us prove that Zr satisfies (AG). Let Al ALY and AL be three apartments of Zr
such that A7 N A}, AT N ALY and A} N AL are half-apartments. Let A;, Ay and A3 be the
corresponding apartments of Z. Using isomorphisms of apartments, we may assume that
Ay = A. Let D3 = AN Ay and Dy = AN Aj. By definition of half-apartments, there are
g, a3 € ® and Ay, A3 € T such that AT NA) = D) ,, C Aprand A NAy =D}, CAr.
Since Dy and Dj are enclosed by (A2), we deduce that Dy = D,, 5, and D3 = Dy, z,.
Suppose that Dy and D3 are not parallel (that is Ray # Ras). Let A be a basis such that
CR C D4, N D,, (i.e. a basis such that as and ag both are positive roots). Let xz be any
element of CR ;. Then ay(2z), asz(zz) € N. Consider any v > max(|Azf, [A3]) € I'so. Then
052(’}/1‘2) > a2($z)|)\2| > )\2 and 053(’}/1‘2) > a3($z)|)\3| > )\3. Hence YTz € Dy N Dy =
AN Ay N As.

If Dy and D3 have the same direction, it is clear that Dy N D3 is non empty. We now
assume that for all + € [1,3], A; N A; and A; N Ay, have opposite directions in A;, where
{j,k} =[1,3] \ {i}. Let M3 be the wall of D3. By Lemma 9.11, (AU Ay) \ D3 U M3 is an
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apartment A} of Z. Moreover, A3 N A% N A contains a half-apartment parallel to Dy and
AsN AN A, contains a half-apartment parallel to AoN As. Therefore A3N A% contains two
half-apartments which have opposite directions in A3. By (A2) we deduce that Az = Aj.
In particular, My C AN Ay N Az. Write M3 = H, », for « € ® and X € R. Then by the
proof of Lemma 9.11, A € T, C I, which proves that A} N A} N A} D M3z N Ar # 0. This
proves that Zr satisfies (A6) and completes the proof of the proposition. O

As a particular case, we get the following corollary:

10.2 Corollary. Keep the previous notation and assume that G splits over K. Then the
RS -building structure of T(K,w, G) induces a A-building structure on the set:

G-p(Y®AN),

where Y ® A is seen inside X.(S) @ R and p is the projection from X,(S) ® RS to the
standard apartment A.

Proof. For a split reductive group G, since I', = A for any a € ® according to Fact 7.38,
one can take I' = A in Proposition 10.1. O]

11 The building of the group SL;.;

Let K be a field equipped with a valuation w : K — A € RY{co}. Let { € Zs;.
In this section, we detail the construction of the building Z associated to (SLy.;(K),w)
by Definition 6.1. We then define an embedding of the building 7% = Z*(SL;1(K), w)
constructed by Bennett using lattices in [Ben94, Example 3.2| in Z. Using this embedding,
we then revisit - in the particular case of SLy and of A C Z? - the construction of the
boundary of Z developped by Parshin in [Par94].

11.1 The parahoric and the lattice buildings of SL;;

Let ¢ € Z>, and K be a field equipped with a non trivial valuation w : K — A, where
A is a subgroup of ¥, for some totally ordered set S. Let G = SLy;; and G = G(K).
We explicitly describe a root generating datum for G and we then recall Bennett’s lattice
construction of the building of G.

The parahoric building 7 Let Tgp,,, (resp. Tqr,,,) be the functor which associates
to each field F the subgroup of SLy1(F) (resp. GLy1(F)) composed with diagonal
matrices. Let TSL[+1 = TSL5+1 (K) and TGL5+1 = TGL£+1 (K)

For i,j € [1,£ + 1], we denote by FE;; the matrix (6;x0;r )k rep,e+1. For t =
(t1, ... teyr) € (K we set D(t) = S04 B, Ford,j € [1,£+ 1] such that i # j, we
define o, ; € X*(Ts1,,,) by a;; (D(tl, . ,tgﬂ)) = tl-tj’l, for D(ty,. .., tes1) € Tsi,,, and
we define Oéxj c X*<TSL4+1> by az\-{j(u) = Zke[[l,€+1]]\{i,j} Eng + UEM + U_lEj’j € TSLZ+17
for u € K*. The root system ® = ®(SLy,, Tsr,,,) is {as; | 4,5 € [1,£+1]]7 # j} and
A = {ajiq1 | i € [1,{]} is a basis of ®. For i € [1,£ + 1], define x; € X*(Zsg,,,) by
Xi (D(t1, ... ter)) = ti for (tr,... 1) € (K1 One has X,(Txr,.,) = @i, Zay,,,
and X*(Tsr,.,) = @, Zxi D D', Zai 1. Let Ag = Xo(Tsr,,,) @z R and Ag =
Ap ®@r R5. For i € [1,£+ 1], we denote by @, ., the fundamental weight associated
with a;;y1, that is the unique element @;;,, of Ag such that «a;;1();,,) = 0, for
g€ [1,7].

For @« = o;; € ®, one defines z, : K* — G by z,(u) = 1 +uk;; if i < j and
To(u) = 1 —uk;; is @ > j. One sets U, = x,(K) and one defines ¢, : U, — A by
@a(2a(u)) = w(u). One defines m, : K* = G by mq(u) = za(u)z_a(u™")za(u). One has
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ma(u) = 1_Ei,i_Ej,j +uEi,j—u*1Ej,i ifi < 7 and ma(u) = ]_—EZ‘77;—Ej7j—UE7;,j +u*1Ej7Z~
if i > j. One sets M, = mq(1)T5sL,,,. Let &ppy be the set of permutations of [1, /¢ + 1].
For 0 € &1, one chooses P, = (P,;;) € G such that P,;; # 0 if and only if j = o(7)
and such that w(P,; ;) = 0, for i,j € [1,£+ 1] . Let Ngy,,, = (M, | « € &) C G.
Then Nsi,,, = U,ee,,, PoTs1,, and Ngy,,, is the normalizer of Tgp,,, in G. Then
(TSLZ-H? (U, Ma)a@) is a root group datum and (@, )ace is a valuation of this datum in
the sense of Definitions 4.1 and 4.6. We denote by Z the building associated with this
datum in Definition 6.1.

Using the notation of subsection 7.4, one has p(t)(ey; @ A) = A(w(t ) w(t;)) for
D(t,... tps1) € Tsr,,, and A € WS, Thus p(t) = Zle(w(tzﬂ) w(t;)) @y € AS We

t;
extend p to a map p : Tar,,, — Ag by setting p(t) = Z V(w(tiyr) — w(ts))wysyy, for
t € Tar,,,- Then Tqy,,, acts on Ag by t.xz =z + p(t) for z € AS and t € Tqr,, , -

The lattice building Z¢ Let O := w™1(As) be the ring of integers of K.

An O-lattice in K is an Q@-submodule of K‘*! of the form Qb @ ... ® Qb for some
K-basis (by, ..., ber1) of K. If L; and L, are two O-lattices of K, we say that they are
homothetic if there exists a € K* such that L, = aL;. In that case, we denote L; ~ L.
Let 7 = T*(K,w) be the set of O-lattices of K! modulo the homothety relation. We
say that Z* is the lattice building of (G,w). The image of an Q-lattice L in Z*(K, w)
is denoted [L]. If t € Tqy,,, and [L] € A*, then ¢.[L] = [t.L] € A“. If (t;), (z;) € (K*)",
then D(ty, ... trs1). [ Oze,] = [@”1 Ot;zie;]) = [ O izie,).

Choose a basis (e1,...,em1) of KL Let AX = {[@EH Oze]|(z:) € (K*)*'} be
the standard lattice apartment. An apartment of Z- is a set of the form g¢.A%,
for some ¢ € G. Set 0! = @“1 Qe;. For each A € A, choose z), € K such that
w(ry) = A. The map ¢ : A*1/A(1,...,1) — AX defined by (A1, ..., Aet1)) = [Qzy, 61 @

. ® Oy, €041 for (Ao, Aey1) € ATH/A(T, ..., 1) is a bijection which enables us to
1dent1fy AFLA(L, .. 1) and A% when convenlent In particular this equlps A* with the
structure of a Z- module For i,j € [1,0+ 1] such that i # j, we define af; : A* — A
by af; (A1, X)) = M= Ay, for (Mg, der) € ATTH/A(L, ..., 1). For [L], [L'] € AF,
we set d([L], [L]) = D el et]li<j \Ozfj([L] [L'])] € Aso. By [BeI194, Example 3.2 &
Remark 3.2|, d* extends uniquely to a G-invariant distance d* : T — A. Note that

although Bennett assumes that A is a Q-module in [Ben94|, it is useless for [Ben94,
Example 3.2|.

11.2 Embedding of the lattice building in the parahoric building

In this subsection, we define a G-equivariant embedding v : 7 — Z and describe its
image

I£ [L] = (@] Onies] € A, we set (L)) = XL, (w(zisr) — wlz) @i € As.
11.1 Lemma. The map v : A* — Ag is Nav,, , -equivariant.
Proof. The fact that 1 is Tqr,,,,-equivariant is straightforward. Let ¢, j € [1,/]. Then:
2if1 =7

0 otherwise

Let i € [1,{]. Let [L] = [@®] One;] € AL, where (z;) € (K*)“!. Suppose that
i € [2,¢—2]. Then:

V(L) = . A (wl@) —w(@iz1)) @+ (W(Ei) —w(@:) @)+ (W(Eire) —w (i) @)y ot -
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and ma, ,,, (1).[L] = [DB;cp g ity Orje; © Oziyre; © Ozieiyq]. Therefore:

¥ (May i (1).[L])
=...+ (w(xzﬂ w(z;— 1)) i1, ( x;) — w(wiJrl))inJrl + (w($i+2) - W(xi))wzyﬂ,iw +..
)

=V([L]) + (W(in) —w(@:) @+ 2(w(@) — w(@i)) @i + (@(Em) —w(@) @i + -

=y([L]) + (w(xz) - W($i+1)) (_wz‘—l,z‘ + 2wi,i+1 - w;/+1,i+2)'
On the other side, one has:

Pagirr (V(ILD) =W ([L]) = i (Y ([L]) o
=V([L]) + (w(i) — w(@is1)) o
=Y([L]) + (w(z:) — w(@it1)) Z j41(0541) P11

=y([L]) + (W@z) - w(xi-‘rl))(_w;/fl,i + 2wz‘v,z'+1 - wiv+1,z‘+2) = ¢(mai,i+1<1)'[[/])~

Similar computations for i = 1 and ¢ = ¢ prove that 7o, ,,, (¥([L])) = ¥ (ma,,.,(1).[L])
for all i € [1,/].

By Lemma 4.25, the image of mq,,,(1) in W" is ry,,.,. We deduce that 1 is W"-
equivariant and thus Ngr,, -equivariant.

n
Recall the definition of }30 from Notation 5.4.
11.2 Lemma. 1. The fizator of [0"] in G is SLy, 4 (Q).

2. One has Py = SL+1(0). In particular, the fizator of 0 = Y([O 1)) in T is SLyy 1 (O).

Proof. (1) Let g € SLyy1(0). Then .0 C O and g~1.O! C O, Thus g.O ! =
O and SL,;1(0) fixes [O“F!]. Reciprocally, let g € G be such that ¢g.[O“F!] = [O¢F1].
Then there exists A € K* such that ¢g.0*! = A\O**!. Then g € SLy;;(A0). Therefore
1 = det(g) € A0 and hence w(\“!) = (£ + 1)w(N) < 0. As g1 fixes [OF], we also
deduce that w(A) > 0. Therefore w(A) = 0 and thus g € SLy;1(Q0), which proves (1).

(2) By definition, Py = <]V0, Up). By definition and by Lemma 11.1, one has,

No = {n € Ngp,,,|In.0=0= n.([0]) = (n.[O]) = »([O1])}
={ne NSL4+1|7’L [@K—H] [@K—H]}
- NSLzH N SL@H(@)

by (1). Moreover, Uy = (Uypola € ®) C SLi1(O) by definition. Consequently, Py C
SL¢+1(0). Reciprocally, let g € SLy1(0). Using Gaussian elimination, we can write
g = u_tuy, where u_ € SL,1(Q) is lower triangular, ¢ € Tgy,,, N SLy1(O) and vy €
SLgy1(Q) is upper triangular. Then u_ € Uy, t € Ny and uy € Uy, which proves that
g € By. Therefore Py = SLe+1(0). O

11.3 Lemma. Lett € Tqy,,,. Then the fizator of t.[0] in G and the fizator of t.0 in
G are equal to tSLyy1(O)t1.

Proof. By Lemma 11.2, the fixator of ¢. (O] in G is tSLe+1(0)t™". By definition, the
fixator of t.0 in G is PtO = (Nto, Uto). One has NtO = tNOt ! because NtO is the fixator
of t.0 in Ngr,,,. Let a € ®. Write a = a;;, with i,j € [1,£ + 1] such that i # j.
Write t = D(ty,...,te11), with t1,....t,; € KL Let u € U,. Then gpa(tutj\l) =
@a(u) + w(t;) — w(t;). Thus tUsot™" = Unwi)-wt;) = Ua—a(t0) = Uaro. Thus Py =
(tﬁotfl,tUa,Ot’Hoz € P) = Pyt~ and we conclude with Lemma 11.2. O
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Let Ay ={z € A|a(x) €A, YVa € }.

11.4 Proposition. 1. The map ¢ : T — T defined by ¥ (g.[L]) = g ([L]) for g €
SL¢1(K) and [L] € A is well defined and is an isometry.

2. One has =1 (A) = A*.
3. The image of 1 is the set G.Ay.

Proof. (1) Let g1,92 € G and [Ly],[Ls] € A* be such that g;.[L;] = g2.[L2]. Let us prove
that g1.9([L1]) = g2.19([Lo]). By assumption, there exists g € G such that ¢.[L;] = [Ls] €
A*. By (A2) of [Ben94, Example 3.2|, there exists n € Ngy,,,, such that g.[L1] = [L,] =
n.[Ly]. Write [L;] = ¢.[0""!], with ¢ € Tqr,,,. Then ¢1t.[0“] = gont.[0"!] and thus
n~lgy git.[01] = ¢.[O"!]. By Lemma 11.3 and Lemma 11.1, we deduce that

n~lgy it ([07]) = L ([07]) = n7 g3 g1 ([La]) = ([ La)).-

Thus ¢1.¢([L1]) = g2.1([Ls]) which proves that ¢ is well defined. It is G-equivariant by
definition.

Let us prove that 1 is an isometry. Let k € [1,/] and [L] = [} Ox;e;] € AX. Then
st (VL) = w(zrsr) —w(wk) = of 441 ([L]). Therefore for all i, j € [1,£41] such that
i # j, aij(Y([L])) = of;([L]). Therefore the restriction of ¢ to A* is an isometry. Let
(L], [Ls] € TF. By [Ben94, Example 3.2|, Z* satisfies (A3) and thus there exists g € G
such that g.[L], g.[Ls] € A*. Then

d([L1], [La]) = d(g.[L1), g.[La]) = d(v(g.[L1]), ¥(g.[La])) = d(g-¥([L1], g-¥([L2]))

d
d(([La]), ¥([La])),

which proves that v is an isometry.

(2) Let [L] € ZF be such that ¢([L]) € Ag. Write [L] = ¢.[L], with ¢ € G and
[L'] € AX. Then ¥([L]) = ¥ (g.[L']) = g-4([L']). By Proposition 6.6, we deduce that there
exists n € Ngr,,, such that g.¢([L']) = n.yp([L]). Therefore ([L]) = ¥ (g.[L']) = ¥ (n.[L'])
and as 1 is injective, n.[L’] = [L]. As Ngr,,, stabilizes A, we deduce that [L] € A*.
Therefore ¢y~1(A) = A%, which proves (2).

(3) It remains to determine the image of ¢. By (2) and by G-equivariance, it suf-
fices to prove that ¥(A*) = Ax. Let (z;) € A1, Then @Z)([@fﬂ Oziey]) = Zle (w(z;) —
w(Tit1)) @4, and hence a4 (w([@fill Ouz;e;])) € Aforall j € [1,/]. Thus a(zﬁ([@f;l Ozie;])) €
A, for all @ € ®. Reciprocally, let z € Ay, (\;) = (amﬂ(x))ie[[uﬂ € A’ and (z;) € (K*)*
be such that w(zy) = Ap, w(xe—1) = Xo—1 + Aoy oo, w(xy) = A+ ...+ A Set 2041 = 1.
Then ¢ ([} Ozes]) = St Aiwy;,1, which proves that ¢(A“) = Ay and completes the
proof of the proposition. n

Let Ag be a strict convex subgroup of A. Set A; = A/Ag. Denote by w; : K — AjU{co}
the composition of w with the projection A — Ay. Let 7 : Z(K,w, G) — Z(K,wy, G)
be the projection defined in subsection 8.2. Let O; = {x € K|w;(z) > 0}. One has
0; D 0. Let ZF be the set of Q;-lattices of K1, Let 7 : 7 — IF be defined by
74([L]) = [04.L], for [L] € Z*, where Q,.L is the Q;-submodule of K**! generated by L.
Let o1 : ZF — ZF be defined by ¢1(g.[L]) = Si_; (wi(@i1) — wi(2:)) @iy € w(AL), for
[L] = fill O, 75¢;] € Af and g € G. By the following corollary, the projection 7 defined
in subsection 8.2 corresponds to a tensorization by O; in the particular case of SLy.;.
This is the viewpoint of Parshin in [Par94].

11.5 Corollary. One has 7o) = 1, o 7~.
Proof. If [L] € A*, then by the formulas defining ¥ and 1, one has 7 o ¢([L]) = ¥, o
7*([L]). The proposition follows by G-equivariance of 7, 75,1, 1);. ]
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11.3 The Parshin building of SL; of a 2-local field revisited

We now assume for simplicity that d = 2 and that S = {1,2}. In [Par94|, Parshin
constructs a kind of boundary to Z (he works with PGL,,; instead of SLy). We now give
a new construction of this boundary, using the axioms of A-buildings. This construction
relies on the following intuition. Let x = (21, z2) € Ag. Then (21,22 +n) and (21,22 —n)
converge to “boundary points” (x;, +00) and (z1, —oo) when n diverges to +o0o. We thus
construct a set 9~ Ag corresponding to {(z,€c0) | # € Ag, e € {—,+}}. We then define
a set 97T using the action of G. If (z;,) = ( S), a:,(f)) € Ag is such that :U,(:) diverges to
400, we can consider that x; — d+o0o0. This defines an other boundary 0*°Ag of Ag and
thus (using the -action of G) an other boundary 0°Z of Z. Actually 0°Z is the usual
building at infinity of Z constructed in [Ben94, Theorem 3.7|. The boundary of Z is then
0T = 0*°T U0 ™). This subsection is devoted to the construction of >)T and to its
study.

By our assumption on d and S, one has Ag = R and Ag = R2. The vectorial Weyl
group is then {£Id,,}.

11.6 Notation. If v = (z;,22) € Ag and € € {—,+}, we define (z, €c0) as the filter on
Ag composed with the sets containing (z1,z2) + {0} x V, where V' C R is a neighborhood
of eco. Then (z,e00) does not depend on xo and we will sometimes write (x1,€00). We
define the boundary (in the first coordinate) of Ag as the set

0= As = {(z,00) | ¢ € Ag, e € {—, +}}.

If w= (u,\) € WY x R, we set @ = u € WY. Then W¥ x R%? acts on 9>)Ag by
w.(r,e00) = (w.z, (—1)"Pecc) for w € W* x ®? and (x, ec0) € I Ag. Set N = Ngp,.
By Corollary 7.35, W = v(N) C WY x R%. This enables us to define the boundary (in
the first coordinate) of Z as the set

(=) T — {g.(x,e00) | g € G,x € Ag,e € {—,+}}.

Let 7 : R%2 — R be the projection on the first coordinate. By subsection 8.2, 7 extends
to a G-equivariant surjective map 7 : Z(K, w, SLy) — Z(K, 7 o w, SLy) := m(Z).

We write ® = {a, —a} = {Id, —1d}.

11.7 Definition/Proposition. Let (z) = (x,(gl),x,?)) € (Ag)?20. We say that (z)
converges in 07 Ag if (m(zx)) = (x,il)) is stationary and :E,(f) — €00, for some € €
{—,+}. We then set limz; = (lim x,(:), lim x,(f)) € 02 Ag.

Let now (z;) € Z720. We say that (z;) converges in 9T if there exists g € G
such that g.z; € Ag for k> 0 and (g.(x3)) converges in 9 Ag. We then set lim x;, =
g L. limg.z,. This is well defined, independently of the choice of g. More precisely, if
h € G is such that h.r;, € Ag for k > 0, then (h.zy) converges and g~ '.limg.z;, =
h=1. lim h.xy.

Proof. Let ¢ = hg', A = ¢""'.Ag and Q = ANAg. By Proposition 6.6 and Corollary 7.35,
there exists w € W such that for all k € Z>( such that g.zy, h.xy € Ag, one has g.x; =
w.h.xy. Let n € N be such that n induces —Id on Ag. Let my : Ag — R be defined by
o (Y1, Y2) = ya2, for (y1,y2) € Ag. Maybe replacing g or h by ng or nh, we may assume
mo(g.2k), m2(h.z) — +00. Then we have @ = Id and hence there exists a € Ag such that
w=Id + a.

By Proposition 6.6, € is enclosed. Thus there exists Ao, \_o € R? such that Q =
Doy, ND_gy .- As QD {g.x; | k> 0}, we deduce that \_, > lim7(g.z;). Thus there
exists a neighborhood V' of +o0 such that Q D E = {(lim7(g.zx),v) | v € V}. Then
E € limg.zj. Then:

d.E={hg '.(limn(g.z),v) | v €V}
= {(lim7(h.zy),v + m(a)) | v e V},
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by G-equivariance of 7. Thus ¢’.E € lim h.z). Moreover, ¢'.F is of the form y+ {0} x V|
where y € Ag and V"’ is a neighborhood of +0c0 and thus E ¢ (z,4+00) for all z € Ag such
that 7(2) # lim7(zx). As ¢.FE € ¢.limg.zy, we deduce that ¢'.lim g.xy = limh.xy =
hg~!.lim g.z;, which proves the proposition. O
11.8 Lemma. Let v € Ag, e € {—,+} and g € G be such that g.(x,ec0) = (x,€00). Let
Q=g 1. AsNAg. By Proposition 6.6 and Corollary 7.35, there exists w € W such that
forally € Q, gy =w.y. Then w is a translation of Ag whose vector is in {0} x Ag.

Proof. Let V' be a neighborhood of +o00 such that (x,ec0) 3 E = 2 + {0} x V. Then
g '.E € g7'.(r,e00) = (z,€e00). Thus there exists a neighborhood V' of +00 such that
g EDx+{0} xV'. Then g.(x+ {0} x V') C x+ {0} x V and hence Q D z+ {0} x V"
One has w.(z + (0,v)) = w.z + @.(0,v) € x + {0} x V for all v € V' and thus & # —Id.
Therefore w = Id and w is a translation. Let a € Ag be such that w.y = y + a for all
y € Ag. Then w.(x4+{0}x V") = z+a+{0} xV' C 2+{0} xV and hence a € {0} xAg. [

We define 7 : 9L — 7(Z) by 7(g.(z,e0)) = m(g.x), for (z,e00) € "> Ag and
g € G. We denote by R% and by R* the vector chambers of m(Ag) = R. We use the
notation of subsection 3.1.4.

We denote by Alc(m(Ag)) (resp. Ale(m(Z))) the set of alcoves of m(Ag) that is the set
of faces of the form F(z,e00), for x € m(Ag) (resp. g.F(z,R*)) and € € {—, +} (resp. and
g € G). By Lemma 7.33, T, =T_, = A: if A\ € ®R?, D, is a half-apartment if and only
if A € A. Moreover A is a group and in particular, 7(A) is either dense in R or discrete.
In the case where it is discrete, we assume that 7(A) = Z.

11.9 Proposition. (see Figure 11.1)

1. Let T : 05 Ag — Ale(m(Ag)) be the map defined by Y ((z,ex)) = F(n(z),R}),
for (z,e00) € =) (Ag). Then Y is surjective. It extends uniquely to a surjective
G-equivariant map Y : (5T — AIC(W(I)).

2. Suppose w(A) is dense in R. Let g € G and w(x) € w(Ag). Then

(z,4+00),9.(x, —0 if m(x) & (A
T ({g.F(n(z),R})}) = {ig(;’ ;;O)) " ! z;ng; z wEA; '

3. Suppose w(A) =Z. Let x € R. Then:

T ({g-F(n(2),R})}) ={g.(y, +00) | y € [[7(2)], [7(x)] + 1[}
U{g.(y, —00) | y €]lm(z)], [ (x)] + 1]}

Proof. (1) By definition of an alcove, Y is surjective. Let z € Ag, e € {—,+}and g,h € G
be such g.(x, €00) = h.(z,e00). By symmetry we can assume that e = +. Let ¢’ = h™lg
and A = ¢""'.Ag. Then by Proposition 6.6, 2 := ANAg is enclosed and contains (z, +00).
Write Q = Doy, N D_g . Then D_,, . 3 (x,+00) and thus a(r(z)) < 7(A_a).
Therefore w(2)  F(n(z),R%). By Lemma 11.8, ¢'.F(n(z),R}) = F(m(z),R%) and thus
g.F(n(z),R%) = h.F(m(x),R%), which proves that T is well defined. It is surjective by
definition of the alcoves.

(2), (3) As for all z € Ag and g € G, one has T(g.(z,+0)) = g.F(z, +00), it suf-
fices to determine for which 7(z),7(x) € R and ¢,¢ € {—,+}, one has F(n(z),R}) =
F(m(2'),R%). Let z,2" € m(Ag) and €,€’ € {—,+} besuch that F'(n(z),R}) = F(n(2"),R).

Suppose that m(A) is dense in R. Then if 7(x) # m(z’), there exist Ay, A_q, A, N, € A
such that Dax, N D_aqx_, (resp. Day, N D_qx ) contains an open neighborhood of
z (resp. ') and such that Dax, N D_gx_, N Dax, N D_gx = 0. Consequently
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bouts_aretes.png

Figure 11.1: Suppose for simplicity that m(A) is discrete. Let Ay = {z € Ala(z) € A}
and Zy = G.Ax. Let [L],[L'] € n(Zy). Then by Theorem 8.15, Zj;; = n *([L]) and
Zi) = m *([L']) are R-trees. By Proposition 11.9 and Corollary 11.10, the set of ends of
T1) is in bijection with the set of edges of m(Z) containing 7(x) and the edge 7([L])—7([L'])
corresponds to a unique pair of ends &z, &z of Zjz; and Zjz.

F(m(x),RY) # F(n(z'),R%): a contradiction. Therefore n(z) = w(2'). If w(z) ¢ 7(A),
then F(w(x),R*) and F(w(x),R%) are the filters of neighborhoods of w(x) and thus
P(r(2).R:) = F(r(o). Ry). 1t w(2) € n(A), then D vy € Fln(a),B;) \ Fls(o), B)
and thus F(7(x),R%) # F(m(x), R*), which proves (2).

Suppose that m(A) = Z. Suppose w(x) ¢ Z. Let E = D, Ar(@)+1] N D_ a7 (z)]-
Then F(m(z),R}) = Fpanag), with the notation of 3.1.4, for both € € {— +} Sup-
pose W([E) S W(A) Let E_ = Da (z)+1 1 D_a —m(z)—1 and £, = D_a (z) N Da —m(z)+1-
Then F(7(z),RY) = FE, ras) and F(m(x), R*) FE_x(ag), and (3) follows. O

Suppose that m(A) = Z. Then Alc(Z) = {g. ]n n+1[ | n € Z}. Then if n € Z and
g€ G, Y(g.(n,+00)) = g.Jn,n+ 1] and Y(g.(n, —00)) = g.]n — 1,n][.

11.10 Corollary. Suppose that w(A) = Z. Then Y induces a two to one map between
9Ty = {g.(n(x),e00) | x € 7 HZ) C Ag,e € {—,+} and g € G} and Ale(n(Z)).
More precisely, g.Jn,n+ 1[€ Ale(n(Z)), with g € G and n € Z, then Y~ (g.]Jn,n+ 1[) =
{g.(n,+00),g.(n+1,—00)}: g.(n,+00) is an end of the tree 7= ({g.n}) and g.(n+1, —o0)
is an end of the tree 71 ({g.(n + 1)}).

Interpretation in terms of lattices (see Figure 11.2) We assume that A = Z x Z
and that K is a field equipped with a surjective valuation wy : K — A U {oo}. Let
w =mows: K—Z. Let O = {z € K| we(z) >0} and O; = {x € K | wi(z) > 0}.
For all A € A choose z) € K* such that wy(zy) = A. Let (e, e2) be a basis of K? and
A = {[Oyz101 ® Oox9es] | (11, 29) € K2} = {[Qgzy,e1 D Oz ea] | (A1, A2) € A%}. One
has mn€Z>0 (0,002 = 21,001 and Un€Z>O z(0,—n)Q2 = Oy. Thus if (by, by) is a basis of K?
and \; € Z, one has

U O2b1 @ Wz (x 41,—n) = O2b1 © Q120 41,002 = ﬂ O3b1 @ Oz () n)b2.

’I’LGZZO neZZO

Thus we can go from 7 '([Q1b; & Orz(y, 0)ba]) to 71 ([Q1b1 & Oz, 41,0)b2]) via the
ends ([O2b1 & Qox(n, 0)ba), +00) and ([@eby & Orzr,41,0)b2), —00): the edge ([01b; &
Orzn,,002]), ([O2b1 @ Qg (n,41,0)b2), +00) links ([Daby & Qox(r, 0yb2], +00) to (D201 &
@2%()\1+1’0)b2], —OO).
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{[L;] = (020, ® Oyut by

{[Ln] = [Os1 @ Ost"b)

Figure 11.2: We work with K = F,((#))(u)). Let (b1, b2) be a basis of K*. We can choose
ZI?(LQ) =y and T,1) = t.
Then [Ln] = [@gbl D (O)Qtnbg] and [Lfn] = [@le D @gut_"bg] “converge” to [@le D @1%[)2].
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