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Abstract

This paper is devoted to the simulation of the three-phase flow model [20], in order to ac-
count for immiscible components. The whole model is first recalled, and the main properties
of the closed set are given, with particular focus on the Riemann problem associated with the
convective subset that contains non-conservative terms, and also on the relaxation process.
The model is hyperbolic, far from resonance occurrence, and a physically relevant entropy
inequality holds for smooth solutions of the whole system. Owing to the uniqueness of jump
conditions, specific solutions of the one-dimensional Riemann problem can be built, and
these are useful (and mandatory) for the verification procedure. The fractional step method
proposed herein complies with the continuous entropy inequality, and implicit schemes that
are considered to account for relaxation terms take their roots on the true relaxation pro-
cess. Once verification tests have been achieved, focus is given on the simulation of the
experimental setup [8, 9], in order to simulate a cloud of droplets that is hit by an incoming
gas shock-wave. Finally, the study of a three-phase flow setup involving thermal effects is
presented, it is based on the KROTOS experiment [25] which focuses on vapour explosion
simulation.

Keywords: 'Three-phase flows, vapour explosion, hyperbolic systems, finite volumes,
relaxation time scales

1. Introduction

In fluid dynamics, a multiphase flow is a simultaneous flow of two or more components in
the same media, or the flow of one single component but with different chemical properties or
thermodynamic states. It has a wide range of applications in the modern industry that cover
different flow configurations, for instance: gas-liquid-solid mixtures, non miscible liquid-
liquid mixtures, change of state liquid-gas mixtures, etc.

In the nuclear industry, many configurations of multiphase flows arise, either in the
normal operation (for instance in the steam generator: liquid water - water vapor flow) or
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the accidental operation (for instance: Loss of Coolant Accident [37] or Reactivity Initiated
Accident [34]). Vapor Ezplosion [5] arises as one of the multiphase flows that could take
place in an accidental scenario. It could happen in the case of a meltdown of the reactor
core, if the corium (i.e. mixture of molten nuclear fuel, fission products, control rods, reactor
vessel structure materials, etc.) would get in touch with liquid water. The contact between
these two fluids is generally characterized by an intense and rapid heat transfer that leads
to a strong evaporation of the liquid water. During the expansion of water vapor, pressure
shock waves could be formed, which might damage the surrounding structures. Thus, the
modeling and the numerical simulation of Vapor FEzxplosion is a completely relevant and
highly challenging task to undertake.

Many efforts have been devoted to the modeling and simulation of Vapor Ezplosion. This
requires at least a three-phase flow model to account for the corium phase, the liquid water
phase, and the water vapor phase; it should be noted that the latter three are not miscible.
Some models consider more than three fields, this could be useful for instance to take into
account the different gaseous phases or fission products (see for instance [31]). However,
existing multiphase models generally suffer from typical mathematical short-comings, one
of which is the loss of hyperbolicity, and also the non-uniqueness of jump conditions.

For the sake of a correct representation of shock and rarefaction waves, compressible mul-
tiphase flow models with hyperbolicity criterion and unique jump conditions are required.
The hyperbolicity provides an assurance of the well-posedness of the initial-value problem,
while the uniqueness of jump conditions is mandatory, for non conservative first-order sys-
tems, otherwise computed shock patterns totally depend on the chosen scheme, which of
course does not make sense (see [4, 24, 17]).

In the two-phase flow framework, Baer and Nunziato [3] proposed a rather appealing
model that allows to describe the strong shock and rarefaction waves, and also the com-
pressible effects, while preserving the hyperbolicity condition. This model has been studied
in [13] and extended by A.K. Kapila et al. [29] and S. Gavrilyuk and R. Saurel [15] among
others. Another category of models exists in the two-phase flow literature [12, 28], it con-
sists of considering one pressure field for the two fluids, or in other words with instantaneous
pressure equilibrium between all phases, but this approach does not ensure the preservation
of the mathematical properties we mentioned above, namely the hyperbolicity and the ex-
istence and uniqueness of jump conditions.

In [20] an extension of Baer-Nunziato model to the three-phase flow framework for non
miscible components was suggested. The main difficulty that arises is the description of what
happens at the interface between the three phases. In fact, in the two-phase mixture there is
only one interface velocity and one interface pressure that need to be defined, whereas in the
three-phase mixture more closure laws need to be introduced at the statistical interface. The
paper [20] addresses the main modeling choices that allow to guarantee a relevant entropy
inequality, and also the uniqueness of jump conditions. Other recent works have allowed to
get more results considering the same class of two or three-phase flow models [32, 23, 19, 22].

In the present work, we consider the same class of three-phase flow models as in [20],
and we especially take a deeper look at the source terms that account for the relaxation
processes between the three phases. The present paper is organized as follows. In Section 2,
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we present the set of equations of the three phase flow model, as well as the different closure
laws and the mathematical properties of the closed model. In this section, we also discuss
the properties of the relaxation processes: velocity, pressure, temperature and mass transfer.
These four distinct relaxation effects indeed have a significant impact on the dynamics of the
three-phase mixture. In Section 3, we focus on the discrete framework, the global resolution
strategy actually consists of the fractional step method [21]. We give the details of the
numerical scheme that was considered to take the convective subset into account, since
the latter includes non conservative terms. We also present the numerical schemes for the
relaxation effects. In Section 4, we present the different numerical results that consist of:

e Verification of the convective subset: pure convection test cases, which involve a Rie-
mann problem;

e Verification of each relaxation subset;
e Validation of the dynamic effects on a shock tube apparatus [8, 9];

e Preliminary validation of the whole model (with dynamic and thermal effects) on a
vapour explosion test case, based on the KROTOS experiment [25].

Seven appendices devoted to technical details complete the whole.

2. Governing equations and main properties of the three-dimensional three-
phase flow model

2.1. Governing equations

We consider the following system of partial differential equations for the modeling of a
three-phase flow with two non miscible components (water, liquid metal), assuming that
water may be present under two distinct states: liquid or vapor phase. For k£ =1,..,3 and
t>0:

%o 1 V;(W).Vay, = Sp(W)

e 1 V. (my, Uy) = SPH(W) "
% + V(mkUk & Uk + Oékpk:[d) + Z?:l,l;ék Hkl (W)Voq = Sg(W)

aagtEk + V-(@kEkUk + Oék:pkUk) - Z?:u;sk Hkl(W)% - SkE(W)

The quantities oy € [0, 1], pr, mx = agpr, Uk, Pk, €x(pr, pr) and Ej, represent respectively

the statistical fraction, the mean density, the partial mass, the mean velocity, the mean
pressure, the mean internal energy and the mean total energy of phase k, k = 1,2, 3, where:

1
E, = §pkUk-Uk + prex(Prs pr) (2)

Since the liquid water, water vapor and liquid metal are not miscible, we have the
following constraint on statistical fractions:
a1+ as+az=1 (3)
3



The state variable W € R!7 denotes the following vector:
W - (a27 Q3, 1My, Mo, M3, mth m2U27 m3U37 alElv O{QEQ, a3E3)t (4)

Some additional thermodynamic variables need to be defined. We set:

dex(pr, Pr) Oex (s pr)\
2 on. pr) (@ _ O 5
w(Dks P1) pi dpr Opi (5)

Sk(pr, pr), the specific entropy of phase k, is defined such that:

0 0
Ci 5k<pk7pk)+ Sk(pk,pk)

=0 6
Ok Ipx ©)
The temperature is given by:
1 o &sk <8€k>_1 (7)
Ty Opk \Opx
And py denotes the Gibbs potential:
pr = ex + Bh s (8)

Pk

The first and second equations of (1) give the evolution of statistical fractions and partial
masses, while the third and fourth equation stand for the momentum balance and energy
balance equations.

In this work, the interface velocity is defined by:
Vz(W) =U; <9>

Thus, following [20], the interface pressures are given by:

(10)

{ H12(W) = H21(W) = H23(W) = D2
I13(W) = TI3; (W) = l32(W) = ps

Remark 1:
The choice made in (9) is not unique. In fact, an other possibility consists of considering
V(W) as a convex combination of velocities Uy, k =1,2,3:

_ Y mUs
22:1 M

This leads to a different set of interface pressures Iy ( W) which is uniquely defined, and in
agreement with the entropy inequality (see paragraph 2.2.1 and Appendiz G of [20]). O

Vi(W)



Source terms should be such that:

since they only take into account the internal transfers between phases.

Closure laws to account for the different relaxation effects involved in (1) are given by:

e Pressure relaxation:

SEW) = > Kiy(W)(pe — p1) (11)
=1,k

where: K}j(W) = - ,ﬁ?\k?\cfy)lﬂo’ /(W) = 7}/ (W) is symmetric positive, and represents the
pressure-relaxation time scale between phases k and [ (see [14]), and Tlj is a positive

reference pressure.

e Mass transfer:

SpW) = 3 tuw) = Y wzow) (- ) 12

=1,k 1=1,1£k

where: KJ}(W) = W&’ﬁfq The symmetric positive function 77} (W) represents
the characteristic mass transfer time scale between phases k and [, and I'g is a positive

constant (with dimension p/T).

e Momentum interfacial transfer term:

3 3
SU(W) = > Du(W)+ Y Uulu(W) (13)
1=1,l#£k 1=1,l#£k

where Dy, represents the drag effect between phases k and I:
Dkl(W) = ekl(W) (Ul — Uk) (14)

The terms ej; are chosen under the form:

mgmy

W= W,

(15)

where 7 (W) is symmetric positive, and accounts for the velocity-relaxation time

scale. My = mq + mqy + ms is the total mass.
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The velocity kal is chosen under the symmetric form:

- U,+U
Uu(W) = % (16)

e Energy balance source term:

1=1,l#k 1=1,1#k 1=1,1#k
where .
Vi = §(Uk +U)) (18)
and Hy, is given by:
Hy(W) = U’“Q'Ul (19)

The term 1y, accounts for the heat transfer between phases k and [, it is defined by:
(W) = Kg(W)(T, = Ty) (20)
with:

1 mpmCyCyy
(W) mpCy i, + myCyy

KE(W) = (21)

Here again 7/5(W) is symmetric positive and accounts for the heat transfer character-

istic time between phases k and [, and Cy; denotes the volumetric heat capacity of
phase k.

2.2. Main properties of the three-phase flow model

2.2.1. Entropy
We define (W), the mixture entropy, and F, (W), the mixture entropy flux, such that:

n(W) = — 23:1 myLog(sk)
{ F,(W) = - Zk:z:l myLog(sy)Upg (22)

We have the following property:

Property 1:
Considering closure laws (9-21), the following entropy inequality holds for smooth solu-
tions of system (1):
On(W)
ot

+V.F,(W)<0 (23)
6



Proof:
For regular solutions of the system (1), the governing equation of n(W) reads:

on(W 1
"W) | v F (W Z PrSE(W) + ) T, (W) 57 (W)
ot Pt Ty IZh
3 3
1
Z? > (Vi(W) = Up). Dy(W) + b (W)) (24)
=1 k=1 2k
3 3
+ % [ (W)
k=1 " F =112k

Now, on the basis of the interface pressure definitions (10) and the closure laws presented
in (11-21) a straightforward calculus provides:

Z %k (PkS?(W) + Z sz(W)Sza(W)> :Til ;pks}?(w

) (25)
1 [65%6%) . 2
__kl;ﬁél leo (pk pl)
k=1 I#k k=1 l;ﬁk

> = dotu(W)= Y K§i<w) (T — T)° (27)

It obviously follows that the regular solutions of system (1) comply with the inequality
(23). O

We also note that the right-hand side of (24) vanishes as soon as pressure, velocity,
temperature and Gibbs potential equilibria are reached.



2.2.2. Hyperbolicity and structure of fields

We focus here on the convective subset -left hand side- of (1). Let n be a unit vector,
and 71,79 such that (n, 71, 72) defines an orthonormal basis of the 3D space. Considering the
invariance of equations (1) under frame rotation, and neglecting transverse derivatives of all
components, the associated one-dimensional problem in the n direction writes:

( Oy + (Upn)d,, ap, =0
8tmk + 896” (mk(Ukn)) =0
0, (mi(Ug.m)) + O, (mi(Ur.m)? + appie) + 3214 s, it (W) D0 = 0
at(OékEk) + an (Oék(Ek + pk)(Uk.n)) — Z?:l,l;ék Hkl(W)ﬁtoq =0
8t(mk(Uk.7'1)) + 8$n(mk(Ukn)(Ukﬁ)) =0

\ at(mk(UkTg)) + 8a:n(mk<Uk:n)<Uk:7-2)) =0

(29)

Property 2:
2.1 The system (29) admits the following real eigenvalues:

>\1,2,3,4,5(W) B Ul.n ; >\6,7,8<W) = Ug.n ) )\9710711(W) = U3,n

30
M213(W) =Urn x5 Mgis(W) =Uant ey 5 Aig17(W) = Uzn £ 3 (30)

Associated right eigenvectors span the whole space R if:
(U1 — Uk)n 7é :f:Ck (31)

2.2 Fields N\, for k € 1,..,11 are Linearly Degenerated ; other fields are Genuinely Non
Linear.

Proof:
For smooth solutions the system (29) can be written as:

OZ + A(Z)0,,Z =0 (32)
The computation of eigenvalues of the matrix A is rather easy when choosing the variable:
7 = (Ofg, asg, S1, S2, 537U1-na Ul-Tla U1-7—2a

Ug.l’l, UQ.Tl, UQ.TQ, (33)
Us.n, Us.7y, U3-7'2,]91,P27P3)t

(See more detailed calculations in the one-dimensional framework in [20] Appendix A).

We also check that: a)‘a’“—éz).rk(Z) =0 for ke€1,.,11, and a’;’;—éz).rk(Z) # 0 otherwise. [

2.2.3. Additional properties in the one-dimensional framework
We consider a pure one-dimensional problem, thus system (29) can be written as:

Ora, + w10, = 0

atmk + 8% (mkuk) =0

Op(mruy) + Oy (myui + cpr) + Z?:U?gk I (W)0pa; = 0

(o Er) + O, (s (B + pr)un) — 32121 20, (W) Oy = 0
8

(34)



where the 1D state variable is denoted w € R!!:
W = (062, g, My, Mo, M3, MU, MU, TN3USZ, alEh a2E27 a3E3)t (35)
Property 3:

o The convective system (34) admits eleven real eigenvalues which read:

)\1,2,3(W) = U ; )\4(W) = U2 ; )\5(W) = usg (36)

Ne7(W) =uyp 15 Ago(W) =ug £ 25 Ao11(W) =ug 3
The field associated with A\p(w) for k € {1,..,5} is Linearly Degenerated, while fields
associated with \g¢_11(wW) are Genuinely Non Linear.

e Regarding the 1D Riemann problem associated with (34), the LD field Ay 5 3(W) admits
the following eight Riemann invariants:

Ifos(W) =mao(uy —ur) 5 Ifg3(w) =ms(us —ur)
]§,2,3(W) =82 Iil,2,3(w) =83 ]ir’,2,3(w) =Uu
116,2,3<W) = Zi:l agpr + m2(u2 - U1)2 + m3(U3 — u1)2
[17,2,3(“’) = e+ z_; + %(UZ —u)?; 118,2,3(“’) =e3+ 1;_2 + %(US —uy)?

o We note A(¢p) = ¢ — ¢y For each isolated GNL wave, the following exact jump
conditions hold for phase index k = 1,2, 3, through any discontinuity separating states
[, and moving with speed o:

Aloy) =
Apr(ur — U)) =0

38
A( kuk(uk—a)—i-pk) 0 ( )
A( k(uk - O') —I—pkuk) 0
Proof:
The proof of these properties is classical and left to the reader. [J

The latter Riemann invariants and jump conditions are particularly important because
they will enable us to build exact solutions of the 1D Riemann problem for the system
(34), and verify the convergence of algorithms (see paragraph 4.1). We mention that these
properties are the exact counterpart of the two-phase Baer-Nunziato model [3].



2.2.4. Admissibility of thermodynamic quantities

In this subsection, we study the admissibility of thermodynamic variables in the one-
dimensional framework. We consider smooth solutions of the system (34), and we make the
following assumptions:

Assumption 1:
For k =1,2,3 we assume admissible initial and boundary conditions, i.e.:

0 < ag(x,0) 0 < ag(zr,t)
Ve e Q:< 0<my(z,0) and Vt€[0,T]:¢ 0<my(zr,t) (39)
0 < sg(z,0) 0 < sg(zr,t)

where ' denotes the boundary of the domain €2, and T is the simulation final time.

Assumption 2:
We also assume that functions ay (defined in (?7?)), uy and %i; remain in L>(Q x [0, 7).

We have then the following result:

Property 4:
The regular solutions of the system (34) are consistent with the physical requirements:
0 < ag(z,t)
V(z,t) € (A% [0,T]): ¢ 0<my(z,t) (40)
0 < sg(z,t)

Proof:
It is classical, and based on building the evolution equations of the ay, my and s as
smooth solutions of the system (34) (See [20] for some more details).(]

We can prove that a similar admissibility result holds for pressure variables py, when we
consider the specific case of Stiffened Gas equations of state (EOS). In that case, for each
phase k =1,2, 3:

Pe + e = (v — 1)prex (41)

where v, > 1 and I, > 0 are thermodynamic constants of phase k. We denote also:

Pr = au(pr + i) /(e — 1) (42)

For regular solutions of the system (34), the evolution equations of Py, read:

6t731 + ax(ulpl) + (")/1 — 1)7718xu1 =0

0Py + 0x(uaPa) + (2 — 1)P2(Opuz + (ug — u1)d,Log(az)) =0

Oy Ps + 0, (usPs) + (v3 — 1)P3(0pusg + (us — ug)0 Log(as)) = 0
10
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Based on the same type of arguments as those invoked in the proof of Property 4,
we conclude that V(z,t) € (2 x [0,7T]) : 0 < Py(x,t), provided that, in addition, (ux —
u1)0, Log(ay)) remains bounded.

Of course, the latter results can easily be extended to the 3D framework.

2.2.5. Velocity relaxation

In this subsection, we focus on the relaxation mechanisms embedded in our PDE sys-
tem. More particularly, we study what happens in a continuous framework, considering an
homogeneous flow such that the spatial derivatives are null. Thus, only time derivatives and
source terms are taken into account. The studied system is:

8tak = S;:(W)

Oymy, = S (W)

0y (myUyx) = S} (W)

Ol Br) = 1y oo (W) %L = SE(W)

(44)

The system (44) is itself split into four subsystems, in order to study separately the
different relaxation effects. In this paragraph, we study the velocity relaxation effects, the
corresponding PDE system is obtained from (44) by considering only the velocity-related
source terms. The velocity relaxation system then writes:

( Doy = 0 (45a)
dymy, = 0 (45h)
1=1,l#k
CkkEk Z Vkl Dkl(W) (45d)
L I=1,l#k

We have the following noteworthy property:

Property 5:
The wvelocity relaxation step is consistent with the admaissibility of the internal energy,
i.e. this step keeps the internal energy ey in the admissible range.

Proof:
Starting with: ayEy = myey, + 2m; U}, using the closures (14)-(18) and combining (45c¢)
- (45d) we obtain:

mkatek = 1 Z ekl<W> (Ul — Uk)2 Z 0 (46)

This means that the internal energy is non-decreasing, regardless of the chosen EOS.[
11



Thus, the integration method we adopt consists, first, of obtaining the velocity variation
over time, and then using the result to update the energy. The velocity variation over time
is obtained by studying the velocity differences, as shown in what follows.

Let (n,71,7) be an orthonormal basis of the 3D space. If we set XJ, = U;.n — Us.n,
X7 =U;n—Uszn, and X® = (X7}, X73)!, the momentum equation of (45) could be written
as:

0 X" = —A(W)X" (47)

where:

A(W) = (“” a”) (48a)

21 A22
— (L + L) 4 €23
a1 = €12

ma2 ma2
__ €13 €23
12 = .0~ e
mi mo

“e = (s
2 T
— €2s
Ao = 613(m—1 + m—s) +

We obtain formally then:

X2(t) = XP(to)exp (- /t: A(s)ds) (49)

A similar result stands for X™ and X™, when considering the normal velocities in the
directions 71 and 79, with the same matrix A(W). This comes from the structure of (45c¢),
which remains unchanged regardless of the projection direction.

This velocity variation mechanism (49) is identical to what happens in the barotropic
framework, which has been studied in a previous work [7]. Equation (49) gives then the
evolution of velocity differences, the total kinetic energy conservation allows, formally also,
to retrieve the variation over time of velocities Uy.

Details are given in the numerical scheme subsection 3.3.1.

2.2.6. Pressure relazation
In this paragraph, we focus on the pressure relaxation effects. The concerned PDE
system, extracted from (44), writes:

( Oy, = SH(W) (50a)
dymy, = 0 (50b)
Oy(mUy) =0 (50¢)

Oy (anEy) — Z 1 (W)d,a; = 0 (50d)

\ =1,k

12



In order to understand the underlying relaxation mechanism, we study, in this sub-step,
the evolution of the pressure differences. To do so, we define the following notations:

~1
e The coefficients: A, = % and by = + <%> ;

p1 \ Op1

e The pressure differences: y12 = p1 — p2, Y13 = P1 — P3, Y23 = —Y32 = Y13 — Y12 and
Y = (?J127y13)t'

We have the following result:

Property 6:
The evolution of the pressure differences writes:
1
&Y =——B(W)Y (51)
Iy

where the matric B(W) = <ZH Zm> is given by:
21 22

.
b b
b= (A1 42 = B ) %2+ (2 = Bhaee) 2220
= _ b a3 _bh agaz
bio = (A I3 T3 Ag ar Y32 ) o (52)
o b aijaz b Q203
bor = | A4 12 T Az a Y23 ) 1o
b
oo = (Ar+ Ay = Byig) 20 4 (Ag = By ) 222

Proof:
On the one hand, equation (50b) yields:

8tﬂk = _&atak = __Sk (W)
677

On the other hand, combining (50c) and (50d) gives:
3
myOrex = Z T (W) 9y = Z 1 (W)S57 (W)
I=1,14k I=1,1#k

Knowing that d;e;, = ’“@p + 8tpk, we can write:

aek 86k 1 i
%&%pk + Ik —Opr = m_ 12 W)

By using the evolution equation of p; above we get:

Opr = (%)_ [L > Tu(W)SHW) + i %Sa(w)

Op mg =114k ay Opy

13



By expliciting the interface pressures IT;;(W), given in (10), we obtain:

(
Opr = —A1ST(W) + a_l > et PESE(W)
Oipa = _AQSCX(W>
Oips = —A3S (W)

Finally, a straightforward, though cumbersome, calculation gives (51) and (52), using
the closure of S{(W) given in (11).0

Remark 2:

The matrix B(W) defined in (51)-(52) depends in particular of the pressure differences
themselves. Actually, as shown in (52), each coefficient of B(W) contains a first degree
polynomial wrt Y. Thus, a threshold effect may arise, as detailed in Appendiz 2 while
focusing on two-phase flows. We emphasize that this effect does not exist in the barotropic
framework.

Turning to the three-phase flow model (1), a necessary condition to be verified for initial
conditions is that the trace of B(W) should be strictly positive (whatever B(W) admits
real or complezx eigenvalues). Otherwise the return to the pressure equilibrium cannot be
guaranteed.

Since the trance of B reads:

1

tT’(B(W)) = b11 + b22 - H (042p10% + oqucg — agblylz)
12+10
1
+ 5= P (asprci + a1pscs — asbiyis)
13
1 2 2
+ —— (aepsc; + asgpac
7_231_[0 ( 203C3 302 2)

We may set:

ly| = maz(|y12], [113])

Hence, a sufficient condition on |y| to ensure a positive trace will be:

ly| < [bll <j—; + a_zi)_ (Z Tip(akPlClZ + aszﬁi))] (t=0) (53)

12 713 el Tk

FEventually, when assuming vanishing phase k = 3, this allows to retrieve the result of
Appendiz 2 for two-phase flows.

Moreover, as emphasized in [7], stable oscillations wrt time may occur in three-phase
flow models, owing to the structure of B(W).O

From a practical point of view, Property 6 allows to retrieve the pressure differences,
yet this is not sufficient to fully compute the pressure relaxation step. For this purpose,
we need to define the evolution equations through the pressure relaxation step for more
variables:

14



Property 7:
In the pressure relazation step (50), we have:

o The specific entropies evolution is governed by:
Ops1 = 7 3y piSE(W)

ath =0 (54)
at83 =0

and specific entropies s, remain in the admissible range.
o We set Il = ajanas, 0 = apay, we have:

Ol = (a(ae — a1) + b(asz — az) + c(ag — ag)) 11
8t(512 = ( (Ozg — Oél) (b — C)O./g) 512
atdlg = ( (Oél — C(g) (CL — b)OéQ) 513
Opdg3 = ( ( a3 — 042) (C - G)Oél) 023

_ P1—p2 __ b2—p3 __ pP3—P1
where: a = b= c= .
1o 5o o

(55)

Sketch of proof:

We have: s, = si(p, pr), this gives: Oysy, = @pk 4 Dsi
equations of p, and py to obtain the result (54)

Assuming that the initial data is admissible, it is obvious that s, and s3 are in the
admissible range. For s;, we use (11) and get:

apk L0, pr. We use then the evolution

a1 (077167]
i

051 = (pr —p1)* >0

by cick<s Tk

s1 is then, as well, admissible. Eventually, (55) is obtained from (50a), through direct
computations. []

Therefore, numerical schemes is built in order to preserve the previous properties, more
details are given in the numerical scheme subsection 3.3.2.

2.2.7. Temperature relaxation

In this paragraph, we examine the heat transfer subsystem. Similarly to paragraphs
2.2.5 and 2.2.6, we consider only the time derivatives and the heat transfer source terms.
The studied system writes:

atak =0
@mk =0

(o Ey) = Zz 1,14k kl(W)(Tl Tk)
15



Taking into account the invariance of the partial masses and the partial kinetic energies,
the energy balance of (56) can be rewritten as:

3
mdyer = > KL(W)(T) — T) (57)
1=1,lk
For the Stiffened Gas EOS we know that:
1 Hk>
Th=— e, — — 58
g Cvi ( T o (58)

where Il is the constant such that: py + VIl = (7 — 1)egpr. This means that:

oer, = Cv 0Ty, (59)
since Oypr, = 0.
Therefore, (57) becomes:
3
KL(W
0T = ) %(Tz —T) (60)
=ik RSk

We apply the same process that we used in paragraph 2.2.5 (Velocity relaxation); by
considering the temperature differences 77 — T, and T7 — T35 we have:

o(pop)=—aw () -

where the matrix A(W) is defined by:

(62)

T T T T
_ Ky Kis K3 K3
m1Cy1 m3Cly,3 m1Cy1 m3Cy,3 m3Cy 3

K K, Ky Kiy _ _Kj
C C C C C
A(W) — | mCva KT, m2Cy,2 m2Cy,2 mi1Cy,1 maCy,2

We can then formally write:

(777 ) o= (= [ awas) (277 ) -

It should be noted that the determinant and the trace of the matrix A are positive:

{ det(A) >0
tr(A) >0

A direct calculation proves it. This means that matrix A eigenvalues are either real positive,
or complex with positive real part, which ensures that temperature differences decrease
over time, their decrease is monotonous when eigenvalues are real, and oscillating when
eigenvalues are complex.

16



2.2.8. Mass transfer

In this paragraph, we focus on the mass transfer, or Gibbs potential relaxation. In
practice, we study what happens in the continuous framework when the space derivatives
are null, and only the mass transfer source terms are at stake. The concerned PDE subsystem
writes as follows:

atak =0

Oy, = Z?:l,l;ék Fkl(w)

9 (miUy) = Z?:l,l;ék }jklrkl(w)
I (arky) = Z?:l,l;ék; Hul'u(W)

In the sequel of this work, only the mass transfer between phases 2 and 3 will be con-
sidered. This is driven by the fact that our objective is the simulation of vapour explosion,
where a liquid metal gets in contact with liquid water, a part of which is eventually evapo-
rated. The phase 1 in our study represents the liquid metal, while phases 2 and 3 represent
respectively the liquid water and water vapour. Therefore, the mass transfer can happen
only between phases 2 and 3. In other words:

e =T13=0

In practice, this means that phase k = 1 state variables don’t move within this step, the
effective PDE system to solve is the following:

(64)

(O, =0 (k=1,2,3) (65a)
dymy = Tapg(W) (65b)
9y (myUy) = Ugsl'y3(W) (65¢)
Oy (ayEy) = HogTg3(W) (65d)
Oi(ma +mg) =0 (65e)
9y (maUsy + m3Us) = 0 (65f)

)

at(OéQEQ + OégEg) =0 (65g

It is important to notice here that the mass transfer term I'y3(W) could be expressed
only in function of the densities and internal energies:

Fzz(W) = F23(/)2, €2, P3, 63) (66>

Moreover, considering the closures of Uss and Has given in (16) and (19), we can easily
prove that:

\

Oi(maey) = Oy(mgez) =0 (67)
The result (67) means that we can express I'y3 as a function of only one variable my,
since:
P2 = O{Q(tio)
ey = (mzeg)(t:())
_ (martmg) (t=0)—mp (68)
P3 = s (1=0)
Cn — (mases)(t=0)
3

(mz +m3)(t=0)—m2

17



Therefore:
m2<M — mg) ~

[3(p2, €2, p3,€3) = ] [a3(ms2) (69)
23

where M = msy 4 mg is constant, and noting:

= L (pe ps
F = — _— —
23(m2) PO <T2 T3) (TTLQ) (70)
This approach is the one introduced in [11, 26].

As shown in subsection 2.2.1, an entropy inequality exists for the global PDE system
(1). It is notable that a similar entropy result holds for each one of the studied subsystems,
namely:

e the convective subsystem (29);

o the velocity relazation subsystem (45);

e the pressure relazation subsystem (50).

e the temperature relaxzation subsystem (56).

e the mass transfer subsystem (65).

Moreover, each one of the subsystems ((45), (50), (56) and (65)) guarantees the con-
servation of the mass, the total momentum and the total energy. This conservation is a
substantial point of the relaxation processes, and will be used to build the approximation
algorithms detailed in the next section.

3. Numerical method

We consider a classical Finite Volumes formulation, where the computational domain
is meshed using unstructured 3D cells denoted €2;, the volume of which is denoted w;. S;;
stands for the surface of the interface between cells 2; and 2;, n;; is the normal vector
pointing from §2; towards €2;. We define At,, the time step such that: ¢,.; = t,, + At,.

3.1. Fractional step method
In the spirit of [21], the time scheme is the following:

e Step 1: Evolution step

For a given initial condition W} we compute an approximate solution of W at time
tns1, namely W75~ by solving the homogeneous part of the system (1):

900 1 V,(W).Vay =0

83?“ + V(mkUk) =0

POk 1+ (my U ® Uy + appidd) + 370, 1y (W) Vay = 0
0ol 1V (e Ex Uy, + apprUk) + Vi(W). 300 (W) Vay = 0

18
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e Step 2: Relaxation step

Taking W?H’_ as initial data, we compute Wt an approximate solution of the
subsystem (44).

3.2. Computing the evolution step

The scheme we consider in order to compute the evolution step is the Rusanov scheme
[35]. Thus, at each interface 4, j separating cells €; and €; we define the numerical normal
fluxes:

fgk (W, Ilij) =0

]::Lnk (W, Ilij = mkUk.nij (72)
FIe (W, n;;) = Upngm Uy + agprny;
ffk (W, n;;) = aw(Ex + pr)Up.ny;
and:
2G5 (Wi, Wying;) = —ri;((ar); — (aw)i)
26 (Wi, W, ny;) = FE (Wi, nyj) + FE (W, ngg) — i ((mg); — (ma)s) (73)
2G, (Wi, Wj,ny;) = F (Wi, mg;) + FH (W5, m5) — 1y ((miUp); — (miUs)s)
2G7+(Wi, W;,ny;) = FIF (Wi, ng;) + FFH(W;,ny;) — 75 ((awEg); — (wEy);)
where 7;; is defined by:
Tij = m&xk:w,g ((\Ukn”| + Ck)i, (’Uan’ + Ck)j) (74)

Hence, using the standard notation 5@' = (¢; + ¢;)/2 whatever ¢ is, the solution of the
evolution step is obtained in each cell €2; by the following update:

19



wi ()i ™ = (o)) +Ak, | > G2 (Wi, W, ny;)S);
JEV(3)

JEV (i)
W ((mk)?+1v— — (mk)?) —+ Atn (Zje\/(i) Q;”k (WZ-,Wj, 1’1@')5@') =0
w; ((mkUk)nJrl,* _ (mkUk)f) +At, Z GUk (W, W, ,n;;)S;;

7

JEV ) (75)
3
+At, Z M (W) Z (a1)iimySi; | =0
=114k JEV (i)

(2

wi ((ER)I = (aB)}) +At, | Y G (Wi, W, ny;)S;;

JEV(4)
3
L 1=1,l#k JEV (4)

and we have the expected result:

Property 7:
The evolution step guarantees positive values of partial masses and statistical fractions
if the time step complies with the constraint:

Atn Z rijSij S 2(JJZ‘ (76)

JEV(3)

Proof: 1t is classical and omitted. [J

3.3. Computing the relazation step

In this step, we compute approximate solutions of the relaxation step (44), which is
itself split into four sub-steps: the velocity relaxation step, the pressure relaxation step, the
temperature relaxation step and the mass transfer step. It is important to note that these
relaxation effects are interconnected, mainly via the energy balance and the mass transfer.
However, the numerical method we adopt consists in treating them separately, in the order
given above.

In what follows, we give the concrete details of the algorithms used for each relaxation
sub-step.

20



3.3.1. Velocity relaxation: approzimate solutions of (45)

Two algorithms were considered. The difference between them lays in the approximation
of the equation (47). The first algorithm uses an exact approximation of a linearised form
of (47), while the second considers an implicit Euler approximation. The other algorithm
steps are identical.

In what follows we present the details of each algorithm:

Algorithm 3.3.1.1

In each cell €;, starting with W?’H’_, we compute W by following the sequence:
a) Initialize the velocity differences: X™ with (X7, X%)"™"" where:
X" = (U, - Up)n
Initialize also the velocity relaxation matrix defined in (48): A(W7h7);
b) Compute the exact solution (X™)# of the linear ODE:
9X" = —A(WIHh)xXn (77)
at time t = t,, + At,, using the initial condition defined in a);

¢) Compute (X™)f = (X3, X{3)F and (X™)F = (X3, X{3); by solving the same EDO
(77), using the initial conditions (XT3, XT1)""™ and (X3, X72)"™ respectively;

d) Compute (Uy); by the total momentum conservation:

*

(Uy) = S (M Up) i b (mo) T (Xao)! + (ma)f ™ (Xas); (78)
! (m1 + mo —+ m3>?+1’7

where:
(Xw); = (Xp)in+ (X7} )im + (Xi7)ime

e) Update (Uy)f and (Uj)}:
(U2); = (Uy); — (Xa2); 5 (Ug)f = (Uy); — (Xu3); (79)

f) Finally, update the energies by the discrete counterpart of (45d):

(0B = (B + o, Y VD oy o) s0)
I=1,1#k

Algorithm 3.3.1.2

In each cell €;, starting with W?H’_, we compute W by following the sequence:
21



a) Initialize the velocity differences: X™ with (X%, X1%)?™"", and the velocity relaxation
matrix defined in (48): A(W?H,—);

b) Compute (X™)F such that:
(Id + Aty AW 7)) (XM)] = (X7) (81)
(81) is nothing but the implicit Euler discretization of (77);

¢) Compute (X™) and (X™)7 by solving the same equation (81), using the initial con-

7
.. 1.— 1.— .
ditions (X735, X75)70™ and (X3, X73)7™" respectively;

d) Compute (U;)f by the total momentum conservation (78) (step (d) of Algorithm
3.8.1.1);

e) Update (Uy)! and (Ujy)?! following (79) (step (e) of Algorithm 3.3.1.1);
f) Finally, update the energies by (80) (step (f) of Algorithm 3.3.1.1).

Remark 3:
This numerical scheme is consistent with the mass conservation, the total momentum
conservation and the total energy conservation.[]

Remark 4:
Obviously, when considering instantaneous velocity relazation, (77)/(81)-(78)-(79)-(80)

degenerates into:
3 +1,—
S muy);

Uk)i 3 nt1,—
(W =5

(82)
O

3.3.2. Pressure relazation: approzimate solutions of (50)
Here we present two different algorithms that were implemented, in order to compute
approximate solutions of (50). The basic unknown is (aq, ag, p1, p2, p3).

Algorithm 3.3.2.1

In each cell €, starting with Wi we compute W' by following the sequence:

a) Initialize the pressure differences Y; = Y(W]) and the pressure relaxation matrix
defined in (52): B(W});

b) Compute Y7, the exact solution of the ODE;:

8,Y = —iB(W;)Y (83)
Lo

at time t = t,, + At,,, using the initial condition Y.
22



c¢) Update the partial entropies with respect to (54), i.e. (s2)"! and (s3)"™ by:

)

(52); " = (s2)]
{ e 2 i

and (s1)""! as approximate solution at time ¢ = t,, + At,, of the ODE:

(a1); agag \" 2
Ohs1 = | —4= —p)it! 85
51 [(ml);‘ > Pl ). ((px — p)I*) (85)
1<I<k<3 i
using Euler scheme.
d) Compute the pressure (p;)?™! solution of g(z) = 1, where:
(mq)f (ma); (m3);
g(x) = pow | n+1 n+1 ntl nt (86)

pr(z, (s1);i77)  par — (y12)i™, (2)i7)  palz — (yu3)i ™, (s3)i )

The equation g(x) = 1 is nothing but the saturation condition of the statistical frac-
tions (3);

e) Update the pressures of phases, for k = 2,3 compute:

(pe)i ™t = ()i = ()™ (87)

f) Update the statistical fractions, for k = 1,2, 3 compute:

n+l (mk’)j
) = o™, s (88)

g) Finally, update the total energies by combining (50a) and (50d):

(nER) ™ = (aBR); + Aty Y (T (W))FHH (S (W) (89)
1=1,l#k

where (I1;;(W))?*! and (SP(W))?*! are expressed, owing to (10) and (11), in terms
of (pr)tt and (ag).

We note that:

D ((muer)™™ = (mae)*) = Aty(pa + ps)™ ™ ((SF)" + (55)™ + (S5)")
=0

The well-posedness of this algorithm relies on the following property:
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Property 8:
The equation g(x) = 1 is well-posed and admits a unique solution in the admissible range.

Proof:
Let Dy, be the definition domain of the density pi(pr, Sx) wrt its first parameter pg. Thus,
it we denote D, the definition domain of the function g we have:

D,={x )z €Dy and x — (y12)!"" € Dy and x — (y13)!""" € D3}
For any type of EOS, and for any € D, we have:
! : my [ Op
o0 ==35 ().
We assume that the EOS complies with the following constraints:

e Positive derivative wrt the pressure:
0
Opr sk

lim  pg(pg, k) = +00

Pr—r+00

e Asymptotic limit:

e Null density:
3y, € D/ pi(ph, 51) = 0

Thus we have on the one hand:
Ve eD,: g (x) <0

On the other hand:

And:
lim g(z) =400
sz

where zo = maz{p}, p} + (y12)7 ", P§ + (y13)7 '}
This allows to conclude that the equation g(z) = 1 admits a unique solution in D,. O

Algorithm 3.3.2.2

Again, in each cell Q;, starting with W} we compute W by following the sequence:
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a)

b)

Initialize the pressure differences Y; = Y(W}) and the pressure relaxation matrix
defined in (52): B(W});
Compute Y7, the exact solution of the ODE:

1

0Y = ——B(W)Y (90)

e
at time ¢t = t,, + At,,, using the initial condition Y.
Compute the volume fraction variables IT and &;; with respect to (55), i.e. TI"™ and
(61)7 ™! as the exact solutions at time t = t,, + At,, of the ODEs:

AT = [a((a2); — (1)) + b((@s); — (@2)7) + e((an); — (as)])] T

b(
91013 = [a((az)] — (a);) + (b — ¢)(as);] 01 (91)
01013 = [c((an)] — (as)7) + (a = b)(a2);] 013
0023 = [b((as)] — (a2)]) + (¢ — a) ()] 023
where: a — (317_1112)2)1%: b — (yls)"':;ri?;m)?ﬂ c— _(%31)1;:1
Update the volume fractions (az)?*" and the densities (p;,)7":
b I
o= L #k 92
(@ = ey 2 @)
n+l __ (mk)*
— 93
(pk> (ak)n+1 ( )

Compute the pressure (p;)!** solution of h(x) = 0 where:

h(z) =(mi)jer(, (p1);7 ™) + (ma)jea(w — (y12)i ™, (p2)7 )

£ (my)teae — ()L, (o)) — 3 () (en): (54

k=1
The equation h(x) = 0 is nothing but the conservation of the total internal energy

during the pressure relaxation sub-step;

Update the pressures of phases, for k = 2, 3 compute:
()i = (P07 = ()i (95)

Finally, update the total energies by combining (50a) and (50d):

(nER)7™ = (e Br)y + Aty Y (T (W)PH(SP (W) (96)
I=1.1£k

where (I1j;(W))?*! and (S®(W))?*! are expressed, owing to (10) and (11), in terms

(3 3

of (pp)rtt and (ag).
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Remark 5:

Algorithms 3.3.2.1 and 3.53.2.2. are consistent with the mass conservation, the total mo-
mentum conservation and the total energy conservation. Additionally, alternative pressure
relaxation algorithms could be built when replacing ODEs (83) and (90) by their first order
implicit Euler counterparts, similarly to velocity relaxzation algorithms (where (81) is the
implicit Euler counterpart of ODE (77)).0

Remark 6:

In the asymptotic situation where the user would assume infinite drag effects between
phases, thus neglecting relative velocities (Uy = Uy = Us = U where U is defined in (82)),
we may consider the limit case where p; = py = p3 = P where P is given in appendiz A1.0J

3.8.8. Temperature relazation: approzimate solutions of (56)

Taking into account the continuous framework study presented in paragraph 2.2.7, we
consider the following algorithm to compute approximate solutions of (56). In each cell €2,
starting from a state W}, and for a given time step At,,, we follow the sequence:

e Compute (T} — 1) and (T} — T3)7™, the exact solutions of the ODE:

T=T\ e [ Ti—T
o( 7 g )=-awy( 77 (o7)
at time t,, + At,;

e Compute (T1)7"*!, by solving the total energy conservation equation:

1
(T1>?+1 - 3
Zkzl (m); Cvi

and deduct (Ty)?™! and (T3)7 by: (T3,)0 = (1) — (Ty — T)!, k=2,3;

2

(Z(mk)ICv,k(Tk)? + ) (ma);Cyi(Ty — Tk)?“) (98)
k

=1 k=2

e Update the total energies by:

1 *
(OdkEk)?Jrl = (émkUkUk) + (mkek)?“ (99)
where : (mper) ™ = (mp)ren((pr)f, (T)? ) as the masses and the densities are con-

stant in the temperature relaxation step.
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3.8.4. Mass transfer: approzimate solutions of (65)

For computing approximate solutions of (65), the numerical scheme that we consider is
the one which was presented in [11, 26]. In each cell €2;, starting from a state W}, and for
a given time step At,, we compute W' by following the sequence:

e Compute (my)?!, solution of:
n+1 * Atn n+1 n+1\T n+1
(m2)i™" = (ma); + W(m% (M = (ma)i"™ ) Tas((m2)i™) (100)
23
where: M = (mg)! + (m3);
e Compute (m3)!:
(ma)7 ™ = M — (ma); " (101)

e Compute (Uy)"™ and (Us)?** by solving the linear system wrt (Uy, Uz)? '

%

7 (Mq—;g)* 7 7 7

(msUs)P™h = (maUs); + (msUs); — (maUy)

{ (M2 Uo) ! = (maUy); + (Uas) ! m8a ()P (M — (mp) ™) Dag((ma) )

(102)

e Update the total energies:

{ (Q2B2)! ™ = (a2 B); + (Has)} ™ (aiigye ()i (M = () )Tas((ma) )
(a5 B3)i " = (02 B2)f + (03 Bs)f — (azB)}™

% 7

(103)

Remark 7:

e For more details about the resolution of equation (100) we refer the reader to the
previous works [11, 26];

e By construction, this scheme ensures the conservation of the total mass, the total
momentum and the total energy.l]

4. Numerical results

This section is dedicated to the presentation of the different numerical test cases that
were conducted using the three-phase flow model presented in Section 2 and the numerical
schemes and algorithms given in Section 3.

In the first subsection, we present a verification test case where we examine the com-
putation of the evolution step, this consists in studying the convergence rates in terms of

27



the mesh size on a Riemann problem. In the second subsection, we focus on the relaxation
step and we present a series of verification test cases which correspond to each relaxation
subsystem. Then, in section 4.3 we consider a two-phase shock-tube test case, which studies
the impact of a planar shock wave on a cloud of deformable droplets. Finally, in subsection
4.4 a more complete test case representative of a vapour explosion scenario is presented.

4.1. Verification of the evolution step

This subsection is devoted to the verification of the convective subset of (1) using the
numerical scheme (75). We consider a Riemann problem where two waves are at stake: the
contact discontinuity associated with the eigenvalue A 2 3(W) = u; and a right-going shock
wave of phase 1.

In order to initialize the Riemann problem, we start with a given left state w’, then
we use the Riemann invariants introduced in (37) to build the intermediate state w' such
that: If,5(w") = I} 5 5(w™) for i = 1,..,8. After that, we consider the phase 1 right-going
shock wave such that pft/pi"* = 1/2, and use the exact connections through shock waves to
determine the state w¥. The following table gives the adopted numerical values:

Left state w' | Intermediate state w”* | Right state w¥
o 3710 375 375
@ 7/20 1/5 1/5
@ 7/20 1/5 1/5
o 1/4 1/10 5/100
P2 0.14675324 0.14368748 0.14368748
P3 0.16666666 0.14535470 0.14535470
P1 1.00 x 10* 1.0597086 x 10* 3.8534858 x 10°
Do 1.13 x 10* 1.0901632 x 10* 1.0901632 x 10*
ps | 1.20 x 10* 9.6407273 x 10° 9.6407273 x 10?
U1 300.0 300.0 40.315571
U 350.0 389.36692 389.36692
U3 400.0 560.65856 560.65856

We emphasize that for this test case, all three phase EOS are chosen to be Ideal Gas
EOS with the following thermodynamic parameters:

Phase 1 | Phase 2 | Phase 3
| 14 1.7 1.6

Calculations are run with 6 different mesh sizes h: 1/5000, 1/10000, 1/25000, 1/50000,
1/100000 and 1/200000. The computational domain is the unit cell [0, 1] and the Riemann
problem is initialized in x = 0.5.

Figure 1 gives the error in L' norm measured on the system’s principal variables. We
note that for coarse meshes, the u; curve shows a high convergence rate close to h', which
is the asymptotic rate for shock waves. As the mesh is refined, the convergence rate tends
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Figure 1: L' of the error for pi, px, ax and uy wrt the mesh size h

towards h'/2. That is the rate corresponding to the contact discontinuity associated with
the coupling wave A = u;. For the other variables, the h'/? rate is obtained more quickly.

In order to get a better understanding of the structure of fields involved in this test case,
figure 2 gives the spacial representation of state variables at the final time of the simulation
T = 0.8ms, while focusing on the 1/50000 mesh results.

We can observe the two jumps related to:

e The contact discontinuity located around x.pnieet = 0.74. In fact, considering the
initial data, the coupling wave speed is:

Oeontact = Ui = 300.0 m/s (104)

Knowing that the Riemann problem was initialized at xpgjemann = 0.5, the observed
jump’s position Teoniaer 1S in agreement with the theoretically expected result: Z.ontact =
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Figure 2: Spatial representation of variables at the final simulation time T = 0.8 ms

L Riemann + TUcontact ;

e The phase 1 shock wave observed around .. = 0.95. Actually, the initial data

give a right-going shock the speed of which is:

(prun)® — (prug)™
O shock = R int
P P

= 559.68442 m/s (105)

We check that all variables of phases 2 and 3 do not jump at this position, which is in

agreement with shock relations. Of course, the
as expected.

4.2. Verification of the relaxation schemes
4.2.1. Velocity relaxation verification test cases

statistical fraction «; does not jump,

This paragraph provides the results of two verification test cases of the velocity relaxation
sub-step. It consists in verifying the algorithms introduced in the subsection (3.3.1), to find
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approximate solutions of (45). Appendix A3 gives the details of the analytical solution in
each case.

-10 ‘ — — 0 ‘ ‘ ‘ ‘

Error in L1 norm

16 S T T O S B S
-6

e Test case A3.1 (see figure 3)

The analytical solution in this case is in the discrete approximation space of Algorithm
3.3.1.1. In fact, by choosing the coefficients ey; (introduced in (14)) constants, the
approximation (77) becomes an exact counterpart of (129), which means that Algo-
rithm 3.3.1.1 in this case computes the exact analytical solution. The error is at its
least when the mesh is coarse, here its value is around 107'¢ (round-off error). Then,
the error starts to increase progressively as the mesh is refined. This is due to the
cumulation of the rounding errors throughout the different algorithm steps.

Turning then to Algorithm 3.3.1.2, an expected convergence at the rate h! is observed.

Velocity relaxation verification test 1 Velocity relaxation verification test 1
Algorithm 1 Algorithm 2

Error in L1 norm

I
-5 -4 -3 -2 -1 0
Mesh size Mesh size

Figure 3: Test case A3.1 convergence rates for the algorithms 3.3.1.1 (left) and 3.3.1.2 (right)

e Test case A3.2 (see figure 4)

In this case, the coefficients e;; are chosen to be time-dependent. This means that none
of the two algorithms computes the exact solution, both compute approximations, thus
the error is decreasing as the mesh is refined. Once more, the convergence rate tends
towards the expected h' rate.

4.2.2. Pressure relaxation verification test case

We turn in this paragraph to the verification of the schemes introduced in (3.3.2), to

obtain approximate solutions of the pressure relaxation sub-system (50). In appendix A4
we present the analytical solution that was considered, and in figure 5 we give the obtained
numerical results with both algorithms (3.3.2.1) and (3.3.2.2).

We note that the Algorithm 3.3.2.2 shows a convergent behaviour, starting by a constant

error level for coarse meshes, then it arrives at a point where the mesh gets sufficiently refined
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Figure 4: Test case A3.2 convergence rates for the algorithms 3.3.1.1 (left) and 3.3.1.2 (right)
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Figure 5: Convergence rates for the pressure relazation algorithms 3.3.2.1 (left) and 3.3.2.2 (right). The
error is measured at time t = 1.0 s

(mesh size dt ~ 107*) and thus the convergence could be observed. This computational result
was obtained with 7, = 102 (7 is defined in (140)), which corresponds to:

dt
o/ (VK1)

(See the property A4.1 of Appendix A4 for the definition of K7).

Other numerical simulations were run with different 7y, v and K; values, we noticed that
(106) hold for all of them, this means that the convergence start to be observable when the
mesh size dt becomes small enough compared to the pressure relaxation characteristic time

included in Z2-.
YKy

~1 (106)
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4.2.8. Temperature relaxation verification test case

In this paragraph, we implement a test case that aims at the verification of the scheme
introduced in subsection 3.3.3 to compute approximate solutions of (56). Appendix A7
provides the considered analytical solution, as well as the initial dataset that was used in
the computations. Figure 6 shows that the variables converge at the expected h! rate.

Temperature relaxation verification test-case

0 T I T T

L —a T]

Error L1

1 I 1 I 1 I 1
-8 -6 -4 -2 0
Mesh size

Figure 6: Heat transfer verification test case: convergence rates on the temperature variables Ty

4.2.4. Mass transfer verification test case

The mass transfer scheme was studied previously in [11, 26]. For more details about the
analytical solution considered in this verification test case, we refer the reader to [11] and
its Appendiz A. This test’s EOS framework is the Stiffened Gas EOS:

P + el = (v — 1) prer
Iy 1=k / (107)
s, = Cy,log Kek - p—k) Py, ] + a

In order to be able to build the analytical solution, one possibility is that phases 2 and
3, that are really concerned by the mass transfer, must comply with:

'720‘/2 = 73CV3 (108)

Table 1 gives the numerical data that was used in the test case. We mention that the
test’s final time is Ty;nq = 1.0 s, and the mass transfer relaxation time scale is fixed to:

T = 5.0 x 10*?
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Phase k =1 | Phase k =2 | Phase k=3

U 0.00 0.00 0.00

Dk 7.0 x 10° 7.0 x 10° 4.0 x 10°
Pk 998.1 5.0 20.0

g 0.3 0.5 0.2

Vg 27.07 10.0 10.0

I 8.06 107 0.00 0.00
Cv 10.58 700.0 700.0

q;. 0.00 —1836.1 —1836.1

Table 1: Mass transfer verification test case: initialisation and FOS dataset

We check also that EOS of phases 2 and 3 satisfy (108).
Turning to the results, figure 7 gives the error in function of the mesh size. We check
that the expected h! convergence rate is retrieved.

Mass transfer verification

Error in L1 norm

1 I 1 I 1 I 1
-8 -6 -4 2 0
Mesh size

Figure 7: Mass transfer verification test case: convergence rates of the variables mo and mg

4.8. First validation test case

In this subsection we focus on the shock-tube experiment presented in [8, 9]. It consists
in the analysis of the effects of a planar air shock wave on a cloud of water droplets. A high-
pressure chamber filled with air generates the planar shock wave, which moves rightwards
into the air at atmospheric pressure. The cloud of droplets is placed in the low-pressure
chamber and undergoes the impact of the incident shock wave.

In order to get a correct understanding of the shock wave / droplets interaction, several
pressure sensors have been placed in the low-pressure chamber. This allows to record the
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pressure histories in different tube positions, and therefore highlight the undergoing physical
mechanisms. Figure 8 gives the geometrical details of the shock-tube apparatus, as well as
the droplets and the pressure sensors’ positions.

N SN [ap] ™
I I I
8 SHE 8
nl AN al
/ : 1 l X
r=0 0.75 3.0 34 3.75
High pressure Low pressure

Figure 8: Shock-tube apparatus (bed hight 400mm)

In [8, 9], many experimental settings have been presented: a single-phase shock-tube
without droplets, and three different two-phase gas-liquid mixtures where different cloud
sizes were considered. It should be noted that the thermal effects don’t play the primary
role in this experiment, instead it is the dynamics (including velocity and pressure effects)
that have the most important influence. Therefore, temperature relaxation and mass transfer
will be neglected in the numerical simulations of this experimental setup.

In fact, when put together, the convective subsystem, the velocity and the pressure
relaxation effects allow to get an adequate simulation of the experiment’s dynamics. In
addition to that, an interfacial area equation was included in order to take into account
the atomization effect. The details of the interfactial area equation can be found in [7].
In the continuity of the latter work, we adopt the same initialization of the numerical test
cases (namely for the pressures, the velocities and the statistical fractions). The difference
meanwhile concerns the EOS: while [7] focuses on the barotropic framework, in the present
work we adopt a non-barotropic FOS. Appendix Ab presents the different EOS as well as
the test case initialization datasets.

In the sequel, we discuss the comparison between the experimental and the obtained
numerical results:

e Single-phase flow configuration:

This is a reference test case where we consider a single-phase shock tube configuration.
No particle lid is included (o is set to 1071 in all the computational domain) and the
mean pressure is denoted:

3
Pio =Y il (109)
k=1
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One-phase Experimental | Euler model (exact solution) | Euler model (numerical simulation)
flow results With energy With energy
P (bar) ~ 21 2.46 2.46
P (bar) ~50 5.42 5.42
Celerity o (m/s) ~ 466 497 497

Table 2: Single-phase flow experimental, analytical and numerical results

Figure 9 gives the pressure history recorded in station 4. We denote P* the pressure
level just behind the right-going shock wave observed around ¢ = 3.7 ms, and P** the
pressure level after the reflection of this shock wave on the right wall boundary of the
tube.

In Table 2 we give the comparison between the different experimental, analytical and
numerical results, including the barotropic case that was presented in [7]. We note,
on the one hand, that the numerical results on a sufficiently refined mesh (50000 cells
per meter here) are in agreement with the analytical solutions, both for the barotropic
and the full Euler model (full here means the model with energy equations), which
is expected and mandatory. On the other hand, we note that the full Euler model
enables to obtain a better approximation of the experimental results. This has been
already mentioned in [7], in figure 9 we give the corresponding numerical result when
using the model with energy.

Pressure history in station 4

Single phase shock wave
6e+05 T T T

5e+05 — M

4e+05 _

3e+05 — —

Pressure (Pa)

2e+05 — —

le+05 —

\ \ \
0O 0,002 0,004 0,006 0,008

Time (s)

Figure 9: Shock wave in a single-phase medium: experimental data (blue) and numerical results with the
energy equations (red)

The shock wave celerity is also an interesting aspect to observe. In Table 2 we note
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that the experimental and the numerical (or exact) values display a 6% difference.
Nonetheless, it is not sufficient to explain the gap shown in figure 9, where the nu-
merical reflected wave returns back more quickly than the experimental wave, more
than what could correspond to the latter 6% celerity discrepancy. This delay of the
experimental reflected wave could be partially justified by the friction on the tube’s
sidewall and end-wall, which is not taken into account in our model. It could also
be the consequence of a geometric difference, between the numerical computational
domain (figure 18) and the real tube used in the experimental setup [8, 9].

Another notable conclusion of this single-phase comparison is the fact that the full
Euler model provides results that are already slightly different from the experimental
observations. Hence, we may expect some greater discrepancies when we run two-phase
or three-phase simulations.

Gas-liquid two-phase flow configuration:

This test corresponds to the interaction of a shock wave with a lid of liquid deformable
droplets. The initialization is identical to the gas-solid case, but we take into account
the interfacial area equation A as presented in [7].

Figure 10 gives the numerical results as well as the experimental data. We note that,
at the beginning, the numerical simulations show a similar pattern to the gas-solid
case, with an incident shock wave of 2.4 bar amplitude on station 2, and a smaller
amplitude on station 3. But the major difference comes from the sudden decrease
that follows the arrival of the incident shock, which is clearly visible on station 3.
This is the characteristic signature of the droplets atomization [16] under the effect
of the in-coming shock wave: each droplet breaks into smaller droplets until reaching
a certain diameter, where the particle cloud reaches an equilibrium with the incident
shock wave. Afterwards, the pressure starts to build up and a compression is observed
once more.

On station 2, the fragmentation signature can hardly be observed, and the compression
following the incident shock occurs quickly: rapidly a pressure plateau is observed from
t ~ 2.8 ms tot=6ms. The end of the plateau is marked by a pressure decrease due
the arrival from the left wall boundary of the reflected rarefaction wave.

As expected from the single-phase comparison, the numerical pressure levels are greater
than the measured experimental results. Nevertheless, it seems to be remarkable that
the qualitative pressure behaviour is rather good, as it takes into account the major
dynamical phenomena that occur in this fragmentation experiment. The pressure
levels also are closer to the experimentally measured values than those arising from
the barotropic model computation (as observed in [7]).
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Figure 10: Shock wave through gas-liquid two-phase medium - Mean pressure in stations 2 € 3 - Comparison
of experimental and numerical results

In order to get a more complete view on this fragmentation test case, we provide here
some additional numerical results, though the comparison with experimental data is
not available. Figure 11 gives the evolution of the relative velocity wrt time in stations
2 and 3. We can notice that the relative velocity jumps and it reaches a maximum
value right at the arrival of the incident shock wave, which in turn activates the
fragmentation process. After that, it decreases rather quickly. In both stations, the
relative velocity decrease could be put in match with the pressure build-up after the
incident shock wave. Both the pressure and the relative velocity reflect the nature of
the fragmentation.

It is worth to be noted that the phase 1 momentum behaviour is consistent with the
evolution of a; and A, as shown in figure 12. This allows to understand that the
particle cloud, in addition to the fragmentation, tends to move rightwards under the
effect of the incident right-going shock wave. This movement is not uniform, the left
side of the cloud (located initially around x = 3.0) undergoes a more significant shifting
than the right side (initially at = = 3.4).

Finally, figure 13 gives the comparison between the numerical results obtained on
different meshes. We notice that the gap between the results gets smaller and smaller
as the mesh is refined. Therefore, the discussed 1/50000 mesh size results above are
reasonably representative of the model solution.

4.4. Second validation test case: the KROTOS experimental setup
The KROTOS experimental program was conducted in order to study some aspects of
fuel coolant interactions (FCI), by performing research tests on specific phenomena involved
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Figure 11: The relative velocity us — uy in the stations 2 and 3
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Figure 12: Phase 1 statistical fraction and interfactial area at three distinct instants

in a FCI scenario. Vapour explosion is one of the aspects that the KROTOS experiment ex-
amined, by considering several fuel-coolant mixtures where different types of nuclear reactor
prototypic materials were involved (zirconium dioxide, aluminium oxide, uranium dioxide,
tin, etc.), the liquid water served as a standard coolant. Various conditions have been tested,
including fuel masses between 1 kg and 10 kg at temperatures around 3000 K, while the
liquid water was taken either at the saturation temperature, or with low subcooling (~ 10 K
less than the saturation temperature). For more details about these tests, we refer the reader

39



Stations 2 and 3 pressure histories
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Figure 13: Stations 2 and 3 pressure histories for different meshes

to [25] where detailed descriptions and results are given.

The particular configuration that we focus on is the KROTOS-44 test, where alumina
melt was poured into water with low subcooling, melt droplets are formed and progress
slowly inside the water volume. An external pressure pulse was used to trigger the explosion
before the first droplet hits the bottom of the water pool, at the triggering instant we
consider that all the melt droplets are located inside the water volume. This configuration
was identified as a numerical benchmark to test and compare different FCI codes, including
MC3D [31] which is commonly used in France for vapour explosion simulations. [33] gives
the details of the imposed geometry and the melt-coolant distribution, at the explosion’s
initiation instant. Based on this KROTOS-44 experiment, we have adopted the setup given
in figure 14 for our numerical simulation.

In the considered setup of figure 14, the phases distribution in the low pressure chamber
is identical to what is given in [33]: the chamber is filled of liquid water at 363 K which is
present as a pure phase between x = 2.00 and x = 2.15, then there is a 70 ¢m thick mixed
zone called the interaction zone, where the three phases (melt droplets, liquid water and its
vapour) are present, after which there is the plug composed of liquid and vapour water, and
finally for x > 3.23 a pure gaseous volume covering the whole. The low pressure chamber was
equipped with pressure stations at different positions, in order to record pressure histories
over time and allow the examination of the pressure’s evolution.

The dataset that was used to initialize the numerical simulation is:
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Figure 14: Scheme of the KROTOS-like shock tube
High pressure Low pressure chamber
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pr = 150 x 10° Pa T, =363.00 K T, = 363.00 K T, =15 =363.00 K

ur, = 0 and p, = 1.0 x 10° Pa

In terms of EOS, we consider the General Stiffened Gas framework:

Table 3: Shock tube initialization dataset

Pk

sp = Cylog {(61@ — Qr — &> pwkllj| + q
k

e+ elly = (v — 1) pr(er, — Qk)

il
CviTh = ex — Qr — 2k

(110)

The adopted numerical values are given in table 4, where phases 1, 2 and 3 represent
respectively the melt droplets, the liquid water and the vapour water. The initial droplet
diameter is set to 15 mm, as stated in [33]. We mention that in this test case the diameter
remains constant, as we did not take the fragmentation into account; the interfactial area A
equation (see [7] for more details) was not included in the realized numerical simulations.

Phase k& Vi

11, Qr

Cv

A

1 (GSG)

22.83859097

188447923.6 -13316.20000

12.87294826

0.00

2 (SG)

6.636214111

334850824.3 0.00

165.9732071

10000.00000

3 (PG)

1.083834328

0.00 0.00

6626.564746

-86464.79253

Table 4: EOS parameters: phase 1 (corium), phase 2 (liquid water) and phase 3 (water vapour)
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In order to treat the relaxations effects, we have chosen instantaneous relaxation algo-
rithms for both the pressure and the velocity, that is:

P
{ H (111)

while for mass transfer, we have considered the value given in [30], and an equivalent value
for heat exchange:
{ ™ =5.0x107° (112)

T _ T _ 10-5
T = To = 10

We mention also that we set for all numerical tests CFL = 1/2.

Turning to numerical results, a first aspect to examine is the mesh refinement. In fact,
for a final simulation time of less than 2 ms, several meshes were tested. Figure 15 provides
the comparison between the different meshes results in term of velocity, at the same time
t = 0.7 ms. From figure 15 we can tell that the discrepancies between the results are reduced
as mesh is refined. Thus, in the sequel we will focus on the finest mesh (375000 cells) to
examine the pressure and velocity results.

Velocity on different meshes at t = 0.7 ms

Krotos experiment setup
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g
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20 \ \ \ |
0 1.0 2.0 3.0 3.75

Tube length (m)

Figure 15: Velocity at t = 0.7 ms on various meshes

In figure 16, pressure histories in stations Si,.., Sy are given. It presents the mean
pressure P,,;, (defined previously in (109)) wrt time at each station. For station Sy, we notice
that the behaviour of the pressure signal at the early time instants, namely t &~ 0.05 ms, is
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similar to what happens in the one-phase flow framework: a sudden pressure jump, followed
by a plateau.

Turning to stations Ss, S3 and S, located inside the interaction zone, we remark that as
the computation starts, the pressure increases in a uniform way over the three stations, which
is translated by the fact that the three pressure curves are superimposed for ¢ € [0,0.25]
(respectively for S and Sy for ¢ € [0,0.5]). This is the signature of the occurring evaporation
inside the interaction zone (see the flow in a box analysis given in Chapter 3 of [6]), which
is a direct consequence of the initial thermodynamic setup of this zone. In fact, giving the
temperature and Gibbs potential differences at the initial instant, mass transfer acts and
creates more and more vapour, which drives the pressure to increase. At t ~ 0.25 ms,
station Sy observes the arrival of the shock wave, while S3 and S, continue the evaporation
process.

Focusing on the pressure jumps created by the shock wave, from figure 16 we can notice
that the jump created in station S; is 0P &~ 9 M Pa, while in stations S3 and S it reaches
the values 0P &~ 14 M Pa and 0P ~ 15 M Pa respectively. This shows that the pressure
jump induced by the shock wave increases as this wave travels inside the interaction zone.

In terms of total pressure P,,;,, at t = 0.5 ms, when the shock wave reaches station
Ss3, the total pressure reaches P, ~ 17 M Pa, which is higher than the triggering initial
pressure 15 M Pa. This behaviour is retrieved in station Sy as well, with even a higher total
pressure value P,,;, ~ 18 M Pa. We recall that in subsection 4.3 we have seen pressure
jumps resulting from the dynamic effects (velocity and pressure relaxations) but without
exceeding the triggering high pressure. Here, what is involved -in addition to dynamics-
is thermal effects, namely thermal exchange and the resulting evaporation, and the result
is higher pressure jumps that are increased, rather than attenuated, when the shock wave
travels inside the interaction zone.

In figure 17, we provide complementary results of this test case, by presenting the pressure
and velocity at five distinct time instants. The progress of the right-going shock wave can
be observed, at t = 1.0 ms the front of this wave is located around x = 2.90 m, which means
that at this time the shock wave has completely crossed the interaction zone. Pressure’s
values can be also checked, we notice that for ¢t = 0.55 ms and t = 0.70 ms the reached
pressure values are higher than 15 M Pa, which confirms the observed result in stations S
and Sy. In this figure, we can also see the progress of the left-going rarefaction wave, which
-shortly before ¢ = 1.0 ms reaches the left tube’s boundary where it gets reflected.

Finally, it is relevant to draw a comparison between the numerical and experimental re-
sults concerning the KROTOS-44 setup. As provided in [25], the measured pressure upper
bound around stations S3 and S4 locations is of the order of 50 M Pa to 60 M Pa, while
our model’s result is smaller and of the order of 18 M Pa, this was expected as the break-
up phenomenon was not taken into account. Nevertheless, we mention that the numerical
benchmark given in [33] shows an important dispersion between the different vapour explo-
sion codes, pressure values vary from 10 M Pa to more than 100 M Pa. In turn, the code
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Figure 16: Pressure histories in stations Sk, k=1,..,4
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Figure 17: Pressure (left) and velocity (right) at 5 time instants

5. Conclusion

MC3D [31] gives an estimation of the order of 20 M Pa [33].

This paper is the continuation of research efforts concerning the modeling and the sim-

was presented in [7].
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ulation of vapour explosion (VE). A previous study of a barotropic three-phase flow model
In the present paper, we have discussed a three-phase flow model
including the energy balance. The model properties were highlighted, with special focus on



the hyperbolicity, the entropy inequality and the jump conditions. A fractional step method
was considered, we have shown that on the continuous level it allows to remain consistent
with the entropy equation, and in the discrete framework it enables to get satisfactory re-
sults on fine enough meshes. The comparison with the results of the experimental setup
presented in [8, 9] is satisfactory, which means that the model is fairly able to account for
the mechanical effects that take place in such gas-droplet flow configurations. The study
of a VE test case, on the basis of the KROTOS-44 experiment [25], is also given. The
combination of dynamic effects and thermal exchanges is highlighted, and qualitatively fair
enough results are retrieved.

Nevertheless, there are still some points that require more work in order to progress
towards a better three-phase flow VFE oriented model:

e The interfacial area equation needs to be taken into account, to translate the droplets
break-up and eventually allow a better estimation of the pressure’s evolution;

e [t would be worth pursuing the investigation of accuracy of the non-instantaneous
relaxation algorithms (for pressure and velocity). This would allow to consider a
wider range of time scales;

e There is a need for more accurate and robust Riemann solvers (see for instance [1, 2,
10, 36] in that direction).
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Appendix A1l - Instantaneous pressure relaxation

Here in this appendix, we consider the case of a pressure relaxation system where the
pressures differences pp — p; are neglected. In this case, we get at once:

pr=p=ps="P (113a)
dymy = 0 (113b)
O(miUg) =0 (113c¢)
O(agEy) + POy, =0 (113d)

The energy balance (113d) can be rewritten as:
&(mkek) + POy, = 0
In order to compute a discrete approximate solution, we apply an implicit Euler scheme:

mrex) — (mpeg)* ap — oy 1 . .
(miex) At( kCk) P kAt ko_ N [(mrer) — (mpex)* + Plag —af)] =0 (114)

where the * exponent indicates the given initial data.
For further development, we consider a Stiffened Gas EOS:

(Ve — Dymyey, = apr, + apyilly (115)
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This gives:
(axP + apyelly) — (arpr + o vielly)” + (v — DP(o — ) =0 (116)

By denoting Py = (axpr + axilly)*, we express the statistical fractions in function of
the pressure:
= P+ (e — Doy P
Yk (77 + Hk)

Now, to obtain the pressure P, we solve the saturation condition:

(117)

3
=1 (118)
k=1

Thus, we consider the function:

3
P+ (e — 1)aiP
hP) = k 119
() ; V(P + 1) (19)
which definition domain is D =| — xg, +-00[, where x¢ = I, = ming_123(Ilx). We have the

following key property:

Property:
The equation h(P) =1 admits a unique solution in the domain D.

Proof:
For any x € D we have:

— (w4 g )?
Moreover, we have:
i af(ye—1) S
xgrfooh(x) :ZL = 1—2—’“ <1
1 Yk 1 Tk

and:
3

lim A(x)= lim Z

T——r0+ T——x0+
k=1,k#ko

P;ck + (7]6 _ 1)052(_1_[]%) ’Pl::o + (’yko - 1)04;;0.%'
Yoo (—1Tg + 1) Yio (T 4 T, )

A straightforward computation gives:

Py + (o = Dy (=Tl ) = ey (P, + Tigy) > 0
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This allows to obtain the limit:

lim h(x)=+o0

T——T0+

and therefore the desired result. [J

Remark:

e The statistical fractions defined by (117) are in the admissible range [0,1]. In fact,
(117) ensures that oy, > 0, moreover, P satisfies (118), hence 0 < ay < 1.

o This instantaneous pressure relaxation algorithm can be defined for a N-phase flow
where N > 3. The fractions oy, and the pressure P are defined in the same way in the

Stiffened Gas EOS case.l]

Appendix A2 - Threshold effect

In the two-phase framework, we consider the counterpart of (50), which represents the
pressure relaxation sub-step:

58D

= ——"—(py — 12
Orry TS(W)HO (p2 — ;1) (120a)
8t(m161) +p20t0z1 =0 (120b)
Oy (maes) + pa0ian = 0 (120c)

with: 9ymy = 0 and 9;(mxUy) =0 for k =1,2.
We denote:

2 ~1

PECk, 861 P

Ak:— ; blz(pl—) >0 ; 7 W) >0

0 apl 12( )

Using the same method of the paragraph 2.2.6, we prove that the pressure difference
Y12 = p1 — P2 satisfies the equation:

(0518 Qo

5, A+ A —b——1y%, =0
12 + (A1 + 2)7_11;1_[0%2 17_11;110%2

In order to simplify the analysis of the equation, we denote:

a1 iy
t) = (A + Ay)——— b(t) = by——
a(t) = (A1 + 2)7-1];1_[0 ;o b(t) 17§H0
We have then:
Oy12 = —a(t)yi2 + b(t)?/ﬁ (121)
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We denote: .
wu(t) = / a(s)ds >0 ; a9 = eVyyy
0

We notice that the differential equation verified by x5 is:
Oyr19 = b(t)e Va2,
By solving this equation, we have the general solution of (121):

yhye )
11— fg b(s)e=#(s) ds

yi2(t) = (122)

The behaviour of y;5(t) therefore depends on the initial condition ¥y = y;2(0):

The solution y12(t) is defined on R, and we can check that it is decreasing, which
ensures the relaxation behaviour.

o If y?, > 0 and 4, < yi, where y7, is such that: 1= yj, [~ b(s)e ) ds:

y12(t) is defined on RT, and we can prove in the case a(t) = ag and b(t) = by that the
relaxation behaviour is ensured: lim;_,, 12(¢) = 0.

o If yfy > yiy:

In this case there exists a certain t, € R** such that:

to
1- y?Q/ b(s)e M) ds =0
0

The function ¥4 is then not well defined on R™ and the relaxation can’t be ensured.

Appendix A3 - Two particular analytical solutions of the velocity relaxation
system

In the velocity relaxation sub-step, we recall that the concerned PDE system is (45). In
the pure 1D framework it can be rewritten as:

atOék =0
8tmk =0
O (myux) = Z?:l,lyék ext (W) (ur — up)
(o Ex) = Z?:l,l;ék 6MT(W)(UZQ — ui)
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The three momentum equations are equivalent to:

ml(‘?tul = 612(W) (UQ — U1> + 613(W) <U3 — ul)
mgatlbg = 612(W) (Ul — UQ) + 623(W) <U3 — Ug) (123)
Oy(miuy 4+ maoug + mauz) = 0

where the phase 3 equation has been replaced by the total momentum conservation equation.
If we denote Qo = myuy(t = 0) +maus(t = 0) + msus(t = 0) the total momentum in the
velocity relaxation sub-step, we can integrate the phase 3 equation and write:

1

us(t) = %(Qo — maus (t) — mauy(t)) (124)

We use (124) to replace ug(t) in (123), this gives:

at'ufl 4 6172n(IN) + 61737£IN) + 617?;1(;’\/) Uy — 6172752’\7) . mfnellzl(:’) Uy = ;11?;_(”‘;‘2@
ei2(w) | e2s(w) | e2s(w) ei2(w) _ maeg(w) e23(W) (125)
Oyug + 1m2 + :’m + fm ug — = — Tl,mfm Uy = mimg Q
We assume that the coefficients ey comply with:
m1€23(W) = m2€13(W) = m3€12(W) (126)
This allows to decouple u; and uy equations, which become:
eiz(w) | eiz(w) | eiz(w) _ e(w)
Oyuy + e T T s ) WM = Qo (127)
Oy + (200 4 xs() o embw)) ), — vl g

Many choices are then possible to fully explicit the analytical solution, depending on the
choice of ey, as far as the constraint (126) is respected.
Here we consider two different configurations:

e Test case A3.1: constant ey,

We take e;o = 1 (or any other constant), and we compute e;3 and eg3 with respect to
(126). We denote:

m1 ms3

Ay = 220 | exs(w) | easw) Qy = ) Qo

(128)

m2 m2 m3

(- o-wgo

mams3

Ay, Ay, @ and @y are time-independent constants, we can then integrate (127) as:

Ui (t)
us(t)

D4 (uy(t=0)
% + Ug(t = 0)
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Phase Kk =1 | Phase k =2 | Phase k=3
U 10.00 150.0 200.0
Dr 7.10° 7.10° 4.10°
Pk 10.00 1.00 1.50
g 0.30 0.50 0.20
Vg 27.07 3.00 2.00
I, 8.06 107 0.00 0.00

Table 5: Velocity relazation initialisation dataset

Q1 _ Q2
where o=

The velocity us is given by (124), and the energies are obtained by direct integration

of the energy balance of (123).

The initial dataset that was considered for this case is given in Table 5. The time

relaxation scales are chosen such that:

ms ms
e =100 ; e3=—e€2 ; e3=—en
mo my

Test case A3.2: time-dependent ¢y

In this case we choose the coefficients eg; such that:

myeaz(W) = maei3(W) = mgero(w) =1+ 1

This gives:
Opuy + a(t + Duy = Bt + 1)
Oyug + ot + Nug = B(t + 1)

where o and [ are time-independent constants:

o 1 1 1
mima | mims | mams
B = Qo

mimaoms3

This gives:
{ uy (t) = % + (ui(t =0) — %) exp(—a(t?/2 + 1))
us(t) = 2 + (ua(t = 0) ) exp(—a(t?/2 + 1))

«

The velocity uz and the energies are obtained similarly to the first case.

(130)

(131)

(132)

(133)

(134)

Practically, for this case, the initial dataset is identical to the test case A3.1 (see Table

5).
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Appendix A4 - A particular analytical solution of the pressure relaxation system

We recall that the considered PDE system in the pressure relaxation sub-step is (50):

O, = SF(W)

8tmk =0

O(anEy) — Zl:l,lyék: 1 (W) ey = 0
This system is equivalent to:

( 3

Qo]
a = E _— —
=12 2

3
Q30
Dy = —F oo (03 — 1)
l:%;ég 74, (W)l

Or(myer) — pa0ray — p3Oraz = 0
8t(m262) +p28t062 =0
Oy(mses) + p30yas = 0

\

(135a)

(135b)

(135¢)
(135d)
(135e)

where the partial masses and momentums are constants: dymy = 0, 9;(mUy) = 0. Thus,

the variables are: (ag, az, agpr, aopa, a3ps).

In order to build analytical solution for the system (135), we consider the case of the

Ideal Gas EOS:

Property A4.1:
Under the assumption (136), we have the following result:

p20432 = Ky
P3CY§3 = K3
v —1 v —1
opr = K — QP2 — Qasps3
Y2 —1 73— 1

where K1, Ky and K3 are positive integration constants:
Ky = (p20y°)(t = 0)
K3 = (psa3®)(t = 0)
Ky = (= 1) (Zho 22) (= 0)

33

(136)

(1372)
(137b)

(137¢)



We have also:

( K K Ky _
H()@tOéQ = — —;Oég —+ n=mn 2043 2 + — 2 ; ks
p) Y2 —1 712 7'12

1 1 —-11 1 —

P
Ta3 712 Y3 — 17y Ty

138)
K K K (
HoatOé3 = — —PlOég + n—s =3 g ’yg + — S 1773
T3 vz —1 73 i3
1 1 1— Y1 — 11 1 1—
+ | —= KgO[ 730[2 + ( B —> KgOégOé 2
\ (Tg 13> Y2 — 1 711;, 72}; ?
Proof:

(137a) and (137b) are nothing but the conservation of the specific entropies of phases 2
and 3. In fact, we have seen in (54) that:

8t52 = 8t83 =0

This means that:
Oi(p2py ™) = Oy(psps ) =0

Knowing that m; = agpr and 0;m; = 0 in the pressure relaxation step, we conclude that
(137a) and (137b) hold.
(137¢) is simply obtained by writing the conservation of the total energy:

@(mlel + moeg + ?71363) =0

Therefore, we use the latter results (137) to develop (135a) and (135b), this allows to
obtain (138) through direct calculations. [J

In order to explicitly develop the analytical solution, we add more assumptions:
e The three phases have an identical EOS:
Nn=r=p=7>1 (139)
e The pressure relaxation time scales are all equal to the same constant value:
Vi L (W) =18
and we denote:

7o = 1Ty (140)

Under these assumptions, we have :

o4



Property A4.2:
The solution of (135) with assumptions (139) and (140) reads:

ay(t) = {(ag)Vexp (_7[;_0175> 4 A, (1 e (_7[%(_0175))} 1/7
o) - en( )

(aop2)(t) = KQ(QQ(t))l—v
(asp3)(t) = Ks(as(t)) ™7
[ (ap)(t) = Ky = Kalas(t))7 = Ki(as(1)'

where Ay = 3£, o8 and of are the initial values.

Proof:
Under the assumptions (139) and (140), the system (138) becomes:
%OatOég = —K1a2 -+ 531
Q2
Tobrs = — Ky + 5%
a3

To integrate these ODEs we denote for k = 2, 3:
Uy =af
The equation verified by Uy is:
0V, + 7[:—01‘1/1@ = 7[:_01Ak
By solving this equation we obtain:

Wy(t) = Wyt = 0)ep <—7§—;t) + Ay (1 - <—7[:—01t)>

This allows to retrieve the result (141). O

In Table 6 we give the initial dataset that was used for the pressure relaxation verification

computations:

Appendix A5 - Initial data of the shock tube test cases of paragraph 4.3

In this appendix, we present the initial datasets that were considered in the shock tube

numerical simulations.

Single-phase flow configuration:
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Phase Kk =1 | Phase k =2 | Phase k=3
U 0.00 0.0 0.0
Dk 1.10° 5.10° 1.10°
Pk 100.00 200.00 300.00
g 0.65 0.15 0.20
Vi 2.00 2.00 2.00
I, 0.00 0.00 0.00

Table 6: Pressure relaxation initialisation dataset

Left (z < 0.75)

pr = T7.10° for k=1,2,3
up, =0 for k=1,2,3

ap =g =101

g = 1-— a1 — O3

Right (0.75 < x)

pr = 1.10° for k=1,2,3
up, =0 for k=1,2,3

a =ag =101

g — 1-— 1 — (3

Gas-solid and gas-liquid two-phase flow configurations:

Left (z < 0.75)
P, =710° for k=1,2,3
up, =0 for k=1,2,3

Right (0.75 < x)
P, =1.10° for k=1,2,3
u, =0 for k=1,2,3

3 = 10_10 3 = 10_10
agzl—al—()ég 042:1—061—053
a; = 10710 oy = 0.0104 if [2.97 < 2 < 3.37] and 10710

if not

The EOS were chosen such that:
e Phase 1: Stiffened Gas EOS (liquid water)
p1+mnllh = (11— 1)pia
with:
v = 27.07619047
{ I1; = 8.06358480 2107
e Phase 2: Perfect Gas EOS (air)
P2 = (72 — 1)p2eo
with v, = 1.40 ;

e Phase 3: identical to phase 2.
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Appendix A6 - Study of the pressure-velocity relaxation effects

In this appendix, we focus on the pressure-velocity relaxation effects embedded in the
global PDE system (1). In Section 3, different pressure-velocity relaxation algorithms were
presented, and a two-phase flow test case was given in Section 4. Here we consider a three-
phase shock-tube configuration (see figure 18), where a shock-wave carried by the phase 2

travels along the low-pressure side of the tube. It crosses two distinct domains where phases
1 and 3 are present at different proportions.

10 — o ~
— o~ o o
I I I I
8 8 8 8
Y 03' & w
' hd 1. N
/ Closed wall ' +lid 2
i 1.0 5.0 2.2 3.1 375

Hzgh pressure Low pressure

Figure 18: Scheme of the three-phase shock tube

Numerically speaking, the shock-tube was initialized as follows:

Left (z < 1.0)

Right (1.0 < z)

P, =15.10° for k=1,2,3

P, =1.10° for k=1,2,3

p1 = 998.1 p1 = 998.1
p2 = ps = 8.89 p2 = ps = 1.27
as = 10719 a3 function of x
a; = 10719 oy function of x
as=1—a; —ag as=1—a; — a3
up =0 for k=1,2,3 ur =0 for k=1,2,3

With: a; = 0.01 for z € [2.0,2.2] and a; = 107'? elsewhere. For k = 3, a3 = 0.01 for
both z € [2.0,2.2] and z € [3.08,3.12], and az = 107'° elsewhere. The chosen EOS are a
mix of Stiffened Gas and Perfect Gas EOS, as shown below in Table 7.

Phase k Vi I, qr, Cvk
1 22.83859097 8063584.804 2116.625872 10.58283017
2 1.655128030 37258761.46 1000.000000 1395.286166
3 1.401153242 0.00 -1836.098569 713.1396320

Table 7: EOS parameters for the three-phase pressure-velocity relaxations test case

As presented in subsection 3.3, we have many simulation possibilities considering the
different pressure and velocity relaxation algorithms, as well as the parameters that are not
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given by the mathematical modelling, notably the relaxation characteristic times. Thus, we
focus on the following three configurations:

e Configuration 1:
We consider Algorithm 3.3.1.1 for the velocity relaxation, with:

e12(W) = %AP2012|U1 — Uy
613<W) = z—zelg(W) (142)
ea3(W) = 2ein(W)

The Closure of ej5 (see Chapter 1 subsection 4.2) gives an implicit definition of the

velocity relaxation time scale 7'1%, the chosen e;3 and es3 allow to retrieve the same
relaxation time scale 7 = 74 = 7 = 7V while being consistent with the general
form:

mmmy

1
TV my +me +m
kl 1 2 3

For the pressure relaxation, we consider Algorithm 3.3.2.1 with the same relaxation
time scale for all the phases:

(W) = 78 = 1077 (144)

o Configuration 2:

Here we consider the same relaxations algorithms of the Configuration 1, but with the
characteristic times:
{ Tgonfig.Z = 7-k(j/loN (145)
7-C'Ponfig.Q - 7—15/10]\7

Several values of N were tested in order to understand the impact of these relaxation

time scales on the relaxation procedure, the value we present in this Configuration 2
is N = 10.

e Configuration 3:

For this configuration, we consider the instantaneous relaxation algorithms, both for
the pressure and the velocity.

In order to comment the computational results, we restrict the scope of the analysis to
the following three aspects: the mesh convergence, the comparison of Configuration 1 and
Configuration 2, and the comparison of Configuration 2 and Configuration 3.
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(i) Mesh convergence

Figure 19 gives the comparison in terms of velocity of the results on different meshes
for the three configurations. Four meshes were tested, from 1000 elements per meter
up to 100000. The conclusion that stands for the three configurations is, while the
1000 element mesh allows to get the correct order of magnitude of the velocity, it is not
fine enough to catch all the intermediate states, at it can be seen on Configuration 1
velocity Us figure. When the mesh is refined, the intermediate states are well retrieved,
the shocks are straight, and the gap between the the meshes gets reduced with each
refinement.
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Figure 19: Velocities on different meshes for the three configurations at different time instants

A noteworthy observation lays in the fact that we have shown two distinct velocities for
Configuration 1, we can see that the profiles of U; and Uj are quite different, and this is
not surprising since the PDE model is built on the basis of distinct velocity fields, and
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(i)

the numerical scheme behind respects this setup. For Configuration 2 though, we did
not mention in figure 19 which velocity was represented, because the three of them are
superimposed. This will be analysed with more details in the next point (comparison
between Configuration 1 and Configuration 2). For Configuration 3, only one velocity
profile is shown, since we used the instantaneous relaxation algorithm, which ensures
that at the end of each time step the velocities (and the pressures) are equal.

In the following comparisons, we consider the 50000 element per meter mesh. Owing
to the results presented in figure 19, this mesh gives fair approximation of the model’s
solutions.

Comparison of Configuration 1 and Configuration 2

Figure 20 presents the comparison of the pressure and the velocity profiles of Config-
uration 1 and Configuration 2 at the time instant ¢ = 1.2 ms.

For the velocities, we can notice that Configuration 1’s U; is not visible in the figure,
this is due to the fact that the values taken by U; are significantly smaller than those
of U, and Us, and therefore they could not be put in the same scale. Meanwhile,
Configuration 2’s three velocity fields are overlapped at the scale of the figure. This
means that dividing the relaxation time scales 7V by 10" with N = 10 makes the
velocities relax almost instantaneously, in a way such that the differences AUy =
Ur — U, are almost null at the end of each time step. This is a significant point, its
importance relies in the fact that it shows how these relaxation time scales drive the
relaxation process’s speed. The different intermediate values of N that were tested
(and are not shown here) confirm this relaxation behaviour: the larger N is, the smaller
AUy, relative velocities are at the end of each time step.

In figure 20’s pressure profile, no difference between the pressures of Configuration 1 is
visible. This suggests that this case’s setup do not allow to bring to light the pressures
differences, even if there are visible on the velocities level.

Finally, we turn the reader’s attention to the fact that the change in the relaxation
time scales did not affect only the velocity differences, it has also impacted the position
of the shock waves. Indeed, at t = 1.2 ms while the right-going shock wave is observed
around x = 2.75 for Configuration 1, it is located around x = 2.15 for Configuration
2.
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Figure 20: Comparison of Configurations 1 and 2 - Velocity (left) and pressure (right) profiles att = 1.2 ms

(iii) Comparison of Configuration 2

and Configuration 3

In figure 21 we give the comparison of Configuration 2 and Configuration 3 results at
t = 1.6 ms. As previously indicated, for Configuration 2 there is no need to specify
which velocity or pressure field is represented, because all the three are overlapped.
For Configuration 3 this is an obvious result, considering the involved instantaneous

relaxations.
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Figure 21: Comparison of Configurations 2 and 3 - Velocity (left) and pressure (right) profiles at t = 1.6 ms

The notable point in figure 21 though is the fact that there is a persistent lag between
the results of the two configurations. In other words, this means that the general relax-
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ation procedures (employed in Configuration 1) do not converge to the instantaneous
relaxation algorithms used in Configuration 3, even if the relaxation time scales 7%
and 7Y are significantly small, such is the case of Configuration 2.

Appendix A7 - An analytical solution for the heat transfer subsystem

We recall the heat transfer sub-system (56):

atOék =0
6’tmk =0

Ou(abr) = 3y 1 KE(W)(T = Ty)

We focus particularly on the energy balances that have been written under the form (60):
3
KL(W
0T = Y %m ~T)
=tk TRCVE

We expand the three equations, and replace the last one by the total conservation of the
internal energies, this gives:

o = K1 (W) (T, —=Th) + Ki5(W) (15 —Ty)

KL K W)
0Ty = STy — Ty) + 250 (Ty — Th) (146)

0 (m1CviTh + maCyoTs + m3Cy3T5) =0
We define:
EO = m10V71T1 (t = 0) + m2CV72T2(t = O) + mgcv’ng(t = O) (147)

We can therefore write:

1
Tg(t) = mgcvg [EO — mlCmTl(t) — mQCMQTQ(t)] (148)

We then replace in the first two equations of (146) to get:

0T + KT, + KT, KT, T, + maCy,o KT —m3Cy 3 K1, T — KI,Eq

¢l m1Cy,1 m1Cy,1 m3Cy 3 mi1Cy,1msCy3 2 m1Cy,1m3Cy,3 (149)
0T, + KT, + KL + KL T, + m1Cy,1 KL —msCy s KT, T — KL Ey

t£2 maCy,2 maCly,2 m3Cy,3 2 maCy,2m3Cly,3 1 maCy,2m3Cly 3

Here we introduce the following assumption:

mlCVJKQTS = mQC'VVQK;‘g = m30V73K1TQ (150)
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Phase Kk =1 | Phase k =2 | Phase k=3
U 2.00 3.00 7.00
Dk 7.103 1.10% 4.103
Pk 5.20 2.70 0.30
g 0.30 0.35 0.35
Vg 27.07 1.40 2.40
I 8.06 107 0.00 0.00

Table 8: Heat transfer initialisation dataset

This allows to fully decouple the equations in (149), and their resolution becomes easier.

Practically, we choose a set of time-dependent coefficients K/, such that:

mlCszTg = mQCV72K17;>) = m30V73K1T2 =t+1

Therefore, if we denote:

-

1

1

1

The system (149) becomes:

mlc\/,lmZCV,2 mlcv,lmgcv,g mQCV,2mSCV,3
— (0]
- mlcv’l’VTLQCV’QmBCVﬁ
o +a(t+ 1) =p(t+1)
T, +a(t+1)T, = Bt +1)

The solution is then given by:

{

T5(t) is given by (148). This determines completely the analytical solution.

T1 (t) =
T5(t)

o

T -8
-2

«

we considered the following initial dataset:
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) exp(—a(t?/2 +t))
) exp(—a(t?/2 +t))

(151)

(152)

(153)

(154)

In practice,



