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#### Abstract

Motivated by structures that appear in deep neural networks, we investigate nonlinear composite models alternating proximity and affine operators defined on different spaces. We first show that a wide range of activation operators used in neural networks are actually proximity operators. We then establish conditions for the averagedness of the proposed composite constructs and investigate their asymptotic properties. It is shown that the limit of the resulting process solves a variational inequality which, in general, does not derive from a minimization problem. The analysis relies on tools from monotone operator theory and sheds some light on a class of neural networks structures with so far elusive asymptotic properties.
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## 1 Introduction

A powerful tool from fixed point theory to analyze and solve optimization and inclusion problems in a real Hilbert space $\mathcal{H}$ is the class of averaged nonexpansive operators, which was introduced in [3]. Let $T: \mathcal{H} \rightarrow \mathcal{H}$ be a nonexpansive operator, i.e., $T$ is 1-Lipschitzian. Then $\alpha \in] 0,1]$ is an averagedness constant of $T$ if $\mathrm{Id}+\alpha^{-1}(T-\mathrm{Id})$ remains nonexpansive, in which case we say that $T$ is $\alpha$-averaged; if $\alpha=1 / 2, T$ is firmly nonexpansive. The importance of firmly nonexpansive operators in convex optimization and variational methods has long been recognized [19, 27, 36, 41, 46]. The broader class of averaged operators was shown in [7] to play a prominent role in the analysis of convex feasibility problems. In this context, the underlying problem is to find a common fixed point of averaged operators. In [20], it was shown that many convex minimization and monotone inclusion problems reduce to the more general problem of finding a fixed point of compositions of averaged operators, which provided a unified analysis of various proximal splitting algorithms. Along these lines, several fixed point methods based on various combinations of averaged operators have since been devised, see $[1,2,5,9,11,13,14,17,18,24,25,38,43,47]$ for recent work. Motivated by deep neural network structures with thus far elusive asymptotic properties, we investigate in the present paper a novel averaged operator model involving a mix of nonlinear and linear operators.

Artificial neural networks have attracted considerable attention as a tool to better understand, model, and imitate the human brain [31, 37, 42]. In a Hilbertian setting [6], an $(n+1)$-layer feed-forward neural network architecture acting on real Hilbert spaces $\left(\mathcal{H}_{i}\right)_{0 \leqslant i \leqslant n}$ is defined as the composition of operators $R_{n} \circ\left(W_{n} \cdot+b_{n}\right) \circ \cdots \circ R_{1} \circ\left(W_{1} \cdot+b_{1}\right)$ where, for every $i \in\{1, \ldots, n\}, R_{i}: \mathcal{H}_{i} \rightarrow$

[^0]$\mathcal{H}_{i}$ is a nonlinear operator known as an activation operator, $W_{i}: \mathcal{H}_{i-1} \rightarrow \mathcal{H}_{i}$ is a linear operator, known as a weight operator, and $b_{i} \in \mathcal{H}_{i}$ is a so-called bias parameter. Deep neural networks feature a (possibly large) number $n$ of layers. In recent years, they have been found to be quite successful in a wide array of classification, recognition, and prediction tasks; see [34] and its bibliography. Despite their success, the operational structure and properties of deep neural networks are not yet well understood from a mathematical viewpoint. In the present paper, we propose to analyze them within the following iterative model. We emphasize that our purpose is not to study the training of the network, which consists of optimally setting the weight operators and bias parameters from data samples, but to analyze mathematically such a structure once it is trained. Our model is also of general interest in constructive fixed point theory for monotone inclusion problems.

Model 1.1 Let $m \geqslant 1$ be an integer, let $\mathcal{H}$ and $\left(\mathcal{H}_{i}\right)_{0 \leqslant i \leqslant m}$ be nonzero real Hilbert spaces, such that $\mathcal{H}_{m}=\mathcal{H}_{0}=\mathcal{H}$. For every $i \in\{1, \ldots, m\}$ and every $n \in \mathbb{N}$, let $W_{i, n}: \mathcal{H}_{i-1} \rightarrow \mathcal{H}_{i}$ be a bounded linear operator, let $b_{i, n} \in \mathcal{H}_{i}$, and let $R_{i, n}: \mathcal{H}_{i} \rightarrow \mathcal{H}_{i}$. Let $x_{0} \in \mathcal{H}$, let $\left(\lambda_{n}\right)_{n \in \mathbb{N}}$ be a sequence in $] 0,+\infty[$, set

$$
\begin{equation*}
(\forall n \in \mathbb{N})(\forall i \in\{1, \ldots, m\}) \quad T_{i, n}: \mathcal{H}_{i-1} \rightarrow \mathcal{H}_{i}: x \mapsto R_{i, n}\left(W_{i, n} x+b_{i, n}\right), \tag{1.1}
\end{equation*}
$$

and iterate

$$
\begin{align*}
& \text { for } n=0,1, \ldots \\
& \qquad \begin{aligned}
x_{1, n} & =T_{1, n} x_{n} \\
x_{2, n} & =T_{2, n} x_{1, n} \\
& \vdots \\
x_{m, n} & =T_{m, n} x_{m-1, n} \\
x_{n+1} & =x_{n}+\lambda_{n}\left(x_{m, n}-x_{n}\right) .
\end{aligned}
\end{align*}
$$

In sharp contrast with existing algorithmic frameworks involving averaged operators (see cited works above), the operators involved in Model 1.1 are not necessarily all defined on the same Hilbert space and, in addition, they need not all be averaged. Let us also note that the relaxation parameters $\left(\lambda_{n}\right)_{n \in \mathbb{N}}$ in (1.2) allow us to model skip connections [44], in the spirit of residual networks [33]. If $\lambda_{n} \equiv 1$, we obtain the standard feed-forward architecture [31].

Our contributions are articulated around the following findings.

- We show that a wide range of activation operators used in neural networks are actually proximity operators, which paves the way to the analysis of such networks via fixed point theory for monotone inclusion problems.
- We provide a new analysis of compositions of proximity and affine operators, establishing mild conditions that guarantee that the resulting operator is averaged.
- We show that, under suitable assumptions, the asymptotic output of the network converges to a point defined via a variational inequality. Furthermore, in general, this variational inequality does not derive from a minimization problem.

The remainder of the paper is organized as follows. In Section 2, we bring to light strong connections between the activation functions employed in neural networks and the theory of proximity operators in convex analysis. In Section 3, we derive new results on the averagedness properties of compositions of proximity and affine operators acting on different spaces. In Section 4, we investigate the asymptotic behavior of a class of deep neural networks structures and show that their fixed points solve a variational inequality. The main assumption on this subclass of Model 1.1 is that
the structure of the network is periodic in the sense that a group of layers is repeated. Finally, in Section 5, the same properties are established for a broader class of networks.
Notation. We follow standard notation from convex analysis and operator theory [8, 40]. Thus, the expressions $x_{n} \rightharpoonup x$ and $x_{n} \rightarrow x$ denote, respectively, weak and strong convergence of a sequence $\left(x_{n}\right)_{n \in \mathbb{N}}$ to $x$ in $\mathcal{H}$, and $\Gamma_{0}(\mathcal{H})$ is the class of lower semicontinuous convex functions $\varphi: \mathcal{H} \rightarrow$ $]-\infty,+\infty]$ such that $\operatorname{dom} \varphi=\{x \in \mathcal{H} \mid \varphi(x)<+\infty\} \neq \varnothing$. Now let $\varphi \in \Gamma_{0}(\mathcal{H})$. The conjugate of $\varphi$ is denoted by $\varphi^{*}$, its subdifferential by $\partial \varphi$, and its proximity operator is $\operatorname{prox}_{\varphi}: \mathcal{H} \rightarrow \mathcal{H}: x \mapsto$ $\operatorname{argmin}_{y \in \mathcal{H}}\left(\varphi(y)+\|x-y\|^{2} / 2\right)$. The symbols ran $T$, $\operatorname{dom} T$, Fix $T$, and zer $T$ denote respectively the range, the domain, the fixed point set, and the set of zeros of an operator $T$. The space of bounded linear operators from a Banach space $\mathcal{X}$ to a Banach space $\mathcal{Y}$ is denoted by $\mathcal{B}(\mathcal{X}, \mathcal{Y})$. Finally, $\ell_{+}^{1}$ denotes the set of summable sequences in $[0,+\infty[$.

## 2 Proximal activation in neural networks

The following facts will be needed.
Lemma 2.1 Let $\varphi \in \Gamma_{0}(\mathcal{H})$. Then the following hold:
(i) $\left[8, \operatorname{Proposition}^{12.29]} \operatorname{Fix}_{\operatorname{prox}}^{\varphi}=\operatorname{Argmin} \varphi\right.$.
(ii) [8, Corollary 24.5] Let $g \in \Gamma_{0}(\mathcal{H})$ be such that $\varphi=g-\|\cdot\|^{2} / 2$. Then $\operatorname{prox}_{\varphi}=\nabla g^{*}$.

### 2.1 Activation functions

An activation function is a function $\varrho: \mathbb{R} \rightarrow \mathbb{R}$ which models the firing activity of neurons. The simplest instance, that goes back to the perceptron machine [42], is that of a binary firing model: the neuron is either firing or at rest. For instance, if the firing level is 1 and the rest state is 0 , we obtain the binary step function

$$
\varrho: \xi \mapsto \begin{cases}1, & \text { if } \xi>0 ;  \tag{2.1}\\ 0, & \text { if } \xi \leqslant 0,\end{cases}
$$

which was initially proposed in [37]. As this discontinuous activation model may lead to unstable neural networks, various continuous approximations have been proposed. Our key observation is that a vast array of activation functions used in neural networks belong to the following class.

Definition 2.2 The set of functions from $\mathbb{R}$ to $\mathbb{R}$ which are increasing, 1-Lipschitzian, and take value 0 at 0 is denoted by $\mathcal{A}(\mathbb{R})$.

Remarkably, we can precisely characterize this class of activation functions as that of proximity operators.

Proposition 2.3 Let $\varrho: \mathbb{R} \rightarrow \mathbb{R}$. Then $\varrho \in \mathcal{A}(\mathbb{R})$ if and only if there exists a function $\phi \in \Gamma_{0}(\mathbb{R})$, which has 0 as a minimizer, such that $\varrho=\operatorname{prox}_{\phi}$.

Proof. The fact that the class of increasing, 1-Lipschitzian functions from $\mathbb{R}$ to $\mathbb{R}$ coincides with that of proximity operators of functions in $\Gamma_{0}(\mathbb{R})$ is shown in [22, Proposition 2.4]. In view of Lemma 2.1(i) and Definition 2.2, the proof is complete.

To illustrate the above results, let us provide examples of common activation functions $\varrho \in \mathcal{A}(\mathbb{R})$, and identify the potential $\phi$ they derive from in Proposition 2.3 (see Fig. 1).

Example 2.4 The most basic activation function is $\varrho=\mathrm{Id}=\operatorname{prox}_{0}$. It is in particular useful in dictionary learning approaches, which correspond to the linear special case of Model 1.1 [45].

Example 2.5 The saturated linear activation function [31]

$$
\varrho: \mathbb{R} \rightarrow \mathbb{R}: \xi \mapsto \begin{cases}1, & \text { if } \xi>1 ;  \tag{2.2}\\ \xi, & \text { if }-1 \leqslant \xi \leqslant 1 ; \\ -1, & \text { if } \xi<-1\end{cases}
$$

can be written as $\varrho=\operatorname{prox}_{\phi}$, where $\phi$ is the indicator function of $[-1,1]$.
Example 2.6 The rectified linear unit (ReLU) activation function [39]

$$
\varrho: \mathbb{R} \rightarrow \mathbb{R}: \xi \mapsto \begin{cases}\xi, & \text { if } \xi>0  \tag{2.3}\\ 0, & \text { if } \xi \leqslant 0\end{cases}
$$

can be written as $\varrho=\operatorname{prox}_{\phi}$, where $\phi$ is the indicator function of $[0,+\infty[$.
Example 2.7 Let $\alpha \in] 0,1]$. The parametric rectified linear unit activation function [32] is

$$
\varrho: \mathbb{R} \rightarrow \mathbb{R}: \xi \mapsto \begin{cases}\xi, & \text { if } \xi>0  \tag{2.4}\\ \alpha \xi, & \text { if } \xi \leqslant 0\end{cases}
$$

We have $\varrho=\operatorname{prox}_{\phi}$, where

$$
\phi: \mathbb{R} \rightarrow]-\infty,+\infty]: \xi \mapsto \begin{cases}0, & \text { if } \xi>0  \tag{2.5}\\ (1 / \alpha-1) \xi^{2} / 2, & \text { if } \xi \leqslant 0\end{cases}
$$

Proof. Let $\xi \in \mathbb{R}$. Then $\phi^{\prime}(\xi)=0$ if $\xi>0$, and $\phi^{\prime}(\xi)=(1 / \alpha-1) \xi$ if $\xi \leqslant 0$. In turn $\left(\operatorname{Id}+\phi^{\prime}\right) \xi=\xi$ if $\xi>0$, and $\left(\operatorname{Id}+\phi^{\prime}\right)(\xi)=\xi / \alpha$ if $\xi \leqslant 0$. Hence, $\varrho=\left(\operatorname{Id}+\phi^{\prime}\right)^{-1}$ is given by (2.4).

Example 2.8 The bent identity activation function $\varrho: \mathbb{R} \rightarrow \mathbb{R}: \xi \mapsto\left(\xi+\sqrt{\xi^{2}+1}-1\right) / 2$ satisfies $\varrho=\operatorname{prox}_{\phi}$, where

$$
\phi: \mathbb{R} \rightarrow]-\infty,+\infty]: \xi \mapsto \begin{cases}\xi / 2-(\ln (\xi+1 / 2)) / 4, & \text { if } \xi>-1 / 2  \tag{2.6}\\ +\infty, & \text { if } \xi \leqslant-1 / 2\end{cases}
$$

Proof. This follows from [23, Lemma 2.6 and Example 2.18].
Example 2.9 The inverse square root unit activation function [16] is $\varrho: \mathbb{R} \rightarrow \mathbb{R}: \xi \mapsto \xi / \sqrt{1+\xi^{2}}$. We have $\varrho=\operatorname{prox}_{\phi}$, where

$$
\phi: \mathbb{R} \rightarrow]-\infty,+\infty]: \xi \mapsto \begin{cases}-\xi^{2} / 2-\sqrt{1-\xi^{2}}, & \text { if }|\xi| \leqslant 1  \tag{2.7}\\ +\infty, & \text { if }|\xi|>1\end{cases}
$$

Proof. Let $\xi \in]-1,1\left[=\operatorname{dom} \nabla \phi=\operatorname{dom} \partial \phi=\operatorname{ran}_{\operatorname{prox}}^{\phi}\right.$. Then $\xi+\phi^{\prime}(\xi)=\xi / \sqrt{1-\xi^{2}}$ and therefore $\operatorname{prox}_{\phi}=\left(\operatorname{Id}+\phi^{\prime}\right)^{-1}: \mu \mapsto \mu / \sqrt{1+\mu^{2}}$.

Example 2.10 The inverse square root linear unit activation function [16]

$$
\varrho: \mathbb{R} \rightarrow \mathbb{R}: \xi \mapsto \begin{cases}\xi, & \text { if } \xi \geqslant 0 ;  \tag{2.8}\\ \frac{\xi}{\sqrt{1+\xi^{2}}}, & \text { if } \xi<0\end{cases}
$$

can be written as $\varrho=\operatorname{prox}_{\phi}$, where

$$
\phi: \mathbb{R} \rightarrow]-\infty,+\infty]: \xi \mapsto \begin{cases}0, & \text { if } \xi \geqslant 0  \tag{2.9}\\ 1-\xi^{2} / 2-\sqrt{1-\xi^{2}}, & \text { if }-1 \leqslant \xi<0 \\ +\infty, & \text { if } \xi<-1\end{cases}
$$

Proof. Let $\xi \in]-1,+\infty\left[=\operatorname{dom} \nabla \phi=\operatorname{ran} \operatorname{prox}_{\phi}\right.$. Then $\xi+\phi^{\prime}(\xi)=\xi$ if $\xi \geqslant 0$, and $\xi+\phi^{\prime}(\xi)=$ $\xi / \sqrt{1-\xi^{2}}$ if $\xi<0$. Hence, $\varrho=\left(\operatorname{Id}+\phi^{\prime}\right)^{-1}$ is given by (2.8).

Example 2.11 The arctangent activation function $(2 / \pi)$ arctan is the proximity operator of

$$
\phi: \mathbb{R} \rightarrow]-\infty,+\infty]: \xi \mapsto \begin{cases}-\frac{2}{\pi} \ln \left(\cos \left(\frac{\pi \xi}{2}\right)\right)-\frac{1}{2} \xi^{2}, & \text { if }|\xi|<1  \tag{2.10}\\ +\infty, & \text { if }|\xi| \geqslant 1\end{cases}
$$

Proof. Let $\xi \in]-1,1\left[=\operatorname{dom} \nabla \phi=\operatorname{ran}^{\operatorname{prox}}{ }_{\phi}\right.$. Then $\xi+\phi^{\prime}(\xi)=\tan (\pi \xi / 2)$ and therefore $\varrho=$ $\left(\operatorname{Id}+\phi^{\prime}\right)^{-1}=(2 / \pi) \arctan$.

Example 2.12 The hyperbolic tangent activation function tanh [35] is the proximity operator of

$$
\phi: \mathbb{R} \rightarrow]-\infty,+\infty]: \xi \mapsto \begin{cases}\frac{(1+\xi) \ln (1+\xi)+(1-\xi) \ln (1-\xi)-\xi^{2}}{2} & \text { if }|\xi|<1 ;  \tag{2.11}\\ \ln (2)-1 / 2 & \text { if }|\xi|=1 ; \\ +\infty, & \text { if }|\xi|>1\end{cases}
$$

Proof. Let $\xi \in]-1,1\left[=\operatorname{dom} \nabla \phi=\operatorname{ran}_{\operatorname{prox}}^{\phi}\right.$. Then $\xi+\phi^{\prime}(\xi)=\operatorname{arctanh}(\xi)$ and therefore $\varrho=$ $\left(\mathrm{Id}+\phi^{\prime}\right)^{-1}=\tanh$.

Example 2.13 The unimodal sigmoid activation function [30]

$$
\begin{equation*}
\varrho: \mathbb{R} \rightarrow \mathbb{R}: \xi \mapsto \frac{1}{1+e^{-\xi}}-\frac{1}{2} \tag{2.12}
\end{equation*}
$$

is the proximity operator of

$$
\begin{align*}
& \phi:\mathbb{R} \rightarrow]-\infty,+\infty] \\
& \qquad \xi \mapsto \begin{cases}(\xi+1 / 2) \ln (\xi+1 / 2)+(1 / 2-\xi) \ln (1 / 2-\xi)-\frac{1}{2}\left(\xi^{2}+1 / 4\right) & \text { if }|\xi|<1 / 2 \\
-1 / 4, & \text { if }|\xi|=1 / 2 \\
+\infty, & \text { if }|\xi|>1 / 2\end{cases} \tag{2.13}
\end{align*}
$$

Proof. Let $\xi \in]-1 / 2,1 / 2\left[=\operatorname{dom} \nabla \phi=\operatorname{ran}^{\operatorname{prox}}{ }_{\phi}\right.$. Then $\xi+\phi^{\prime}(\xi)=\ln ((1+2 \xi) /(1-2 \xi))$ and therefore $\operatorname{prox}_{\phi}=\left(\operatorname{Id}+\phi^{\prime}\right)^{-1}: \mu \mapsto(1 / 2)\left(e^{\mu}-1\right) /\left(e^{\mu}+1\right)=1 /\left(1+e^{-\mu}\right)-1 / 2$.

Remark 2.14 Examples 2.12 and 2.13 are closely related in the sense that the function of (2.12) can be written as $\varrho=(1 / 2) \tanh (\cdot / 2)$.

Example 2.15 The Elliot activation function is [28] $\varrho: \mathbb{R} \rightarrow \mathbb{R}: \xi \mapsto \xi /(1+|\xi|)$ can be written as $\varrho=\operatorname{prox}_{\phi}$, where

$$
\begin{align*}
&\phi: \mathbb{R} \rightarrow]-\infty,+\infty] \\
& \xi \mapsto \begin{cases}-|\xi|-\ln (1-|\xi|)-\frac{\xi^{2}}{2}, & \text { if }|\xi|<1 ; \\
+\infty, & \text { if }|\xi| \geqslant 1 .\end{cases} \tag{2.14}
\end{align*}
$$

Proof. Let $\xi \in]-1,1\left[=\operatorname{dom} \nabla \phi=\operatorname{ran}^{\operatorname{prox}}{ }_{\phi}\right.$. Then $\xi+\phi^{\prime}(\xi)=\xi /(1-|\xi|)$ and therefore $\operatorname{prox}_{\phi}=$ $\left(\operatorname{Id}+\phi^{\prime}\right)^{-1}: \mu \mapsto \mu /(1+|\mu|)$.

Example 2.16 The inverse hyperbolic sine activation function arcsinh is the proximity operator of $\phi=\cosh -|\cdot|^{2} / 2$.
Proof. Let $\xi \in \mathbb{R}$. Then $\xi+\phi^{\prime}(\xi)=\sinh \xi$ and therefore $\operatorname{prox}_{\phi}=\left(\operatorname{Id}+\phi^{\prime}\right)^{-1}=\operatorname{arcsinh}$.
Example 2.17 The logarithmic activation function [10]

$$
\begin{equation*}
\varrho: \mathbb{R} \rightarrow \mathbb{R}: \xi \mapsto \operatorname{sign}(\xi) \ln (1+|\xi|) \tag{2.15}
\end{equation*}
$$

is the proximity operator of

$$
\begin{equation*}
\phi: \mathbb{R} \rightarrow]-\infty,+\infty]: \xi \mapsto e^{|\xi|}-|\xi|-1-\frac{\xi^{2}}{2} . \tag{2.16}
\end{equation*}
$$

Proof. We have $\phi^{\prime}: \xi \mapsto \operatorname{sign}(\xi)\left(e^{|\xi|}-1\right)-\xi$. Hence $\left(\operatorname{Id}+\phi^{\prime}\right): \xi \mapsto \operatorname{sign}(\xi)\left(e^{|\xi|}-1\right)$ and, in turn, $\operatorname{prox}_{\phi}=\left(\operatorname{Id}+\phi^{\prime}\right)^{-1}: \xi \mapsto \operatorname{sign}(\xi) \ln (1+|\xi|)$. $\square$

The class of activation functions $\mathcal{A}(\mathbb{R})$ has interesting stability properties.
Proposition 2.18 The following hold:
(i) Let $\alpha \in] 0,+\infty[$ and $\beta \in] 0,+\infty[$ be such that $\alpha \beta \leqslant 1$, and let $\varrho \in \mathcal{A}(\mathbb{R})$. Then $\alpha \varrho(\beta \cdot) \in \mathcal{A}(\mathbb{R})$.
(ii) Let $\left(\varrho_{i}\right)_{i \in I}$ be a finite family in $\mathcal{A}(\mathbb{R})$ and let $\left(\omega_{i}\right)_{i \in I}$ be real numbers in $\left.] 0,1\right]$ such that $\sum_{i \in I} \omega_{i}=1$. Then $\sum_{i \in I} \omega_{i} \varrho_{i} \in \mathcal{A}(\mathbb{R})$.
(iii) Let $\varrho_{1} \in \mathcal{A}(\mathbb{R})$ and $\varrho_{2} \in \mathcal{A}(\mathbb{R})$. Then $\varrho_{1} \circ \varrho_{2} \in \mathcal{A}(\mathbb{R})$.
(iv) Let $\varrho \in \mathcal{A}(\mathbb{R})$. Then $\operatorname{Id}-\varrho \in \mathcal{A}(\mathbb{R})$.
(v) Let $\varrho_{1} \in \mathcal{A}(\mathbb{R})$ and $\varrho_{2} \in \mathcal{A}(\mathbb{R})$. Then $\left(\varrho_{1}-\varrho_{2}+\mathrm{Id}\right) / 2 \in \mathcal{A}(\mathbb{R})$.
(vi) Let $\varrho_{1} \in \mathcal{A}(\mathbb{R})$ and $\varrho_{2} \in \mathcal{A}(\mathbb{R})$. Then $\varrho_{1} \circ\left(2 \varrho_{2}-\mathrm{Id}\right)+\mathrm{Id}-\varrho_{2} \in \mathcal{A}(\mathbb{R})$.

Proof. (i)-(iii): This follows at once from Definition 2.2.
(iv)-(v): The fact that the resulting operators are proximity operators is established in [21, Section 3.3]. The fact that they are proximity operators of a function $\phi \in \Gamma_{0}(\mathcal{H})$ that is minimal at 0 is equivalent to the fact that $\operatorname{prox}_{\phi} 0=0$ Lemma 2.1(i). This identity is easily seen to hold in each instance.
(vi): Set $\varrho=\varrho_{1} \circ\left(2 \varrho_{2}-\mathrm{Id}\right)+\mathrm{Id}-\varrho_{2}$. Then $\varrho$ is firmly nonexpansive [8, Proposition 4.31(ii)]. It is therefore increasing and nonexpansive. Finally, $\varrho(0)=0$.


Figure 1: The function $\phi$ (top) and the corresponding proximal activation function (bottom) $\varrho$ in Proposition 2.3. Example 2.10 is in red, Example 2.11 is in blue, Example 2.17 is in green.

Remark 2.19 Using Proposition 2.18, the above examples can be combined to obtain additional activation functions. For instance, it follows from Example 2.5 and Proposition 2.18(iv) that the soft thresholder

$$
\varrho: \mathbb{R} \rightarrow \mathbb{R}: \xi \mapsto \begin{cases}\xi-1, & \text { if } \xi>1  \tag{2.17}\\ 0, & \text { if }-1 \leqslant \xi \leqslant 1 \\ \xi+1, & \text { if } \xi<-1\end{cases}
$$

belongs to $\mathcal{A}(\mathbb{R})$. It was proposed as an activation function in [48].

### 2.2 Activation operators

In Section 2.1, we have described activation functions which model neuronal activity in terms of a scalar function. In this section, we extend this notion to more general activation operators.

Definition 2.20 Let $\mathcal{H}$ be a real Hilbert space and let $R: \mathcal{H} \rightarrow \mathcal{H}$. Then $R$ belongs to the class $\mathcal{A}(\mathcal{H})$ if there exists a function $\varphi \in \Gamma_{0}(\mathcal{H})$ which is minimal at the zero vector and such that $R=\operatorname{prox}_{\varphi}$.

Property (ii) below shows that activation operators in $\mathcal{A}(\mathcal{H})$ have strong stability properties. On the other hand, the boundedness property (iv) is important in neural network-based functional approximation [26, 29].

Proposition 2.21 Let $\mathcal{H}$ be a real Hilbert space and let $R \in \mathcal{A}(\mathcal{H})$. Then the following hold:
(i) $R 0=0$.
(ii) Let $x$ and $y$ be in $\mathcal{H}$. Then $\|R x-R y\|^{2} \leqslant\|x-y\|^{2}-\|x-y-R x+R y\|^{2}$.
(iii) Let $x \in \mathcal{H}$. Then $\|R x\| \leqslant\|x\|$.
(iv) Let $\varphi \in \Gamma_{0}(\mathcal{H})$ be such that $R=\operatorname{prox}_{\varphi}$. Then $\operatorname{ran} R$ is bounded if and only if $\operatorname{dom} \varphi$ is bounded.

Proof. (i): This follows from Lemma 2.1(i).
(ii): This follows from the firm nonexpansiveness of proximity operators [8, Proposition 12.28].
(iii): Set $y=0$ in (ii) and use (i).
(iv): We have $\operatorname{ran} R=\operatorname{ran}(\operatorname{Id}+\partial \varphi)^{-1}=\operatorname{dom}(\operatorname{Id}+\partial \varphi)=\operatorname{dom} \partial \varphi$. On the other hand, $\operatorname{dom} \partial \varphi$ is a dense subset of $\operatorname{dom} \varphi$ [8, Corollary 16.39].

Proposition 2.22 Let $\mathcal{H}$ and $\mathcal{G}$ be real Hilbert spaces. Then the following hold:
(i) Let $L \in \mathcal{B}(\mathcal{H}, \mathcal{G})$ be such that $\|L\| \leqslant 1$ and let $R \in \mathcal{A}(\mathcal{H})$. Then $L^{*} \circ R \circ L \in \mathcal{A}(\mathcal{H})$.
(ii) Let $\left(R_{i}\right)_{i \in I}$ be a finite family in $\mathcal{A}(\mathcal{H})$ and let $\left(\omega_{i}\right)_{i \in I}$ be real numbers in $\left.] 0,1\right]$ such that $\sum_{i \in I} \omega_{i}=$ 1. Then $\sum_{i \in I} \omega_{i} R_{i} \in \mathcal{A}(\mathcal{H})$.
(iii) Let $R \in \mathcal{A}(\mathcal{H})$. Then $\operatorname{Id}-R \in \mathcal{A}(\mathcal{H})$.
(iv) Let $R_{1} \in \mathcal{A}(\mathcal{H})$ and $R_{2} \in \mathcal{A}(\mathcal{H})$. Then $\left(R_{1}-R_{2}+\mathrm{Id}\right) / 2 \in \mathcal{A}(\mathcal{H})$.

Proof. The fact that the resulting operators are proximity operators is established in [21, Section 3.3]. In addition, 0 is clearly a fixed point of the resulting operators. In view of Lemma 2.1(i), the proof is complete.

Example 2.23 The softmax activation operator [15] is

$$
\begin{equation*}
R: \mathbb{R}^{N} \rightarrow \mathbb{R}^{N}:\left(\xi_{k}\right)_{1 \leqslant k \leqslant N} \mapsto\left(\exp \left(\xi_{k}\right) / \sum_{j=1}^{N} \exp \left(\xi_{j}\right)\right)_{1 \leqslant k \leqslant N}-u, \tag{2.18}
\end{equation*}
$$

where $u=(1, \ldots, 1) / N \in \mathbb{R}^{N}$. We have $R=\operatorname{prox}_{\varphi}$, where $\varphi=\psi(\cdot+u)+\langle\cdot \mid u\rangle$ and

$$
\begin{align*}
\left.\left.\psi: \mathbb{R}^{N} \rightarrow\right]-\infty,+\infty\right] \\
\left(\xi_{k}\right)_{1 \leqslant k \leqslant N} \mapsto \begin{cases}\sum_{k=1}^{N}\left(\xi_{k} \ln \xi_{k}-\frac{\xi_{k}^{2}}{2}\right), & \text { if }\left(\xi_{k}\right)_{1 \leqslant i \leqslant N} \in[0,1]^{N} \text { and } \sum_{k=1}^{N} \xi_{k}=1 \\
+\infty, & \text { otherwise }\end{cases} \tag{2.19}
\end{align*}
$$

with the convention $0 \ln 0=0$.
Proof. Set

$$
\begin{align*}
& g: \mathbb{R}^{N} \rightarrow]-\infty,+\infty] \\
&\left(\xi_{k}\right)_{1 \leqslant k \leqslant N} \mapsto \begin{cases}\sum_{k=1}^{N} \xi_{k} \ln \xi_{k}, & \text { if }\left(\xi_{k}\right)_{1 \leqslant k \leqslant N} \in[0,1]^{N} \text { and } \sum_{k=1}^{N} \xi_{k}=1 \\
+\infty, & \text { otherwise. }\end{cases} \tag{2.20}
\end{align*}
$$

Then $\psi=g-\|\cdot\|^{2} / 2$ and [40, Section 16] asserts that

$$
\begin{equation*}
g^{*}: \mathbb{R}^{N} \rightarrow \mathbb{R}:\left(\xi_{k}\right)_{1 \leqslant k \leqslant N} \mapsto \ln \left(\sum_{k=1}^{N} \exp \left(\xi_{k}\right)\right) \tag{2.21}
\end{equation*}
$$

Since $\nabla g^{*}=R+u$, according to Lemma 2.1(ii), $R=\operatorname{prox}_{\psi}-u$. We complete the proof by invoking the shift properties of proximity operators [8, Proposition 24.8(iii)].

Separable activation operators supply another important instance of activation operators.
Proposition 2.24 Let $\mathcal{H}$ be a separable real Hilbert space, let $\left(e_{k}\right)_{k \in \mathbb{K} \subset \mathbb{N}}$ be an orthonormal basis of $\mathcal{H}$, and let $\left(\phi_{k}\right)_{k \in \mathbb{K}}$ be a family of functions in $\Gamma_{0}(\mathbb{R})$ such that $(\forall k \in \mathbb{K}) \phi_{k} \geqslant \phi_{k}(0)=0$. Define

$$
\begin{equation*}
R: \mathcal{H} \rightarrow \mathcal{H}: x \mapsto \sum_{k \in \mathbb{K}}\left(\operatorname{prox}_{\phi_{k}}\left\langle x \mid e_{k}\right\rangle\right) e_{k} . \tag{2.22}
\end{equation*}
$$

Then $R \in \mathcal{A}(\mathcal{H})$.
Proof. The fact that $R$ is the proximity operator of the $\Gamma_{0}(\mathcal{H})$ function $\varphi: x \mapsto \sum_{k \in \mathbb{K}} \phi_{k}\left(\left\langle x \mid e_{k}\right\rangle\right)$ is established in [23, Example 2.19]. In addition, it is clear that $\varphi$ is minimal at 0 .

## 3 Compositions of firmly nonexpansive and affine operators

Our analysis will revolve around the following property for a family of linear operators $\left(W_{i}\right)_{1 \leqslant i \leqslant m+1}$.
Condition 3.1 Let $m \geqslant 0$ be an integer, let $\left(\mathcal{H}_{i}\right)_{0 \leqslant i \leqslant m}$ be real Hilbert spaces, set $\mathcal{H}_{m+1}=\mathcal{H}_{0}$, and let $\alpha \in[1 / 2,1]$. For every $i \in\{1, \ldots, m+1\}$, let $W_{i} \in \mathcal{B}\left(\mathcal{H}_{i-1}, \mathcal{H}_{i}\right)$ and set

$$
\begin{equation*}
L_{i}: \mathcal{H}_{0} \times \cdots \times \mathcal{H}_{i-1} \rightarrow \mathcal{H}_{i}:\left(x_{k}\right)_{0 \leqslant k \leqslant i-1} \mapsto \sum_{k=0}^{i-1}\left(W_{i} \circ \cdots \circ W_{k+1}\right) x_{k} . \tag{3.1}
\end{equation*}
$$

It is required that, for every $\boldsymbol{x}=\left(x_{i}\right)_{0 \leqslant i \leqslant m} \in \mathcal{H}_{0} \times \cdots \times \mathcal{H}_{m}$ such that

$$
(\forall i \in\{0, \ldots, m\}) \quad\left\|x_{i}\right\| \leqslant \begin{cases}1, & \text { if } i=0 ;  \tag{3.2}\\ \left\|L_{i}\left(x_{0}, \ldots, x_{i-1}\right)\right\|, & \text { if } i \geqslant 1,\end{cases}
$$

there holds

$$
\begin{equation*}
\left\|L_{m+1} \boldsymbol{x}-2^{m+1}(1-\alpha) x_{0}\right\|+\left\|L_{m+1} \boldsymbol{x}\right\| \leqslant 2^{m+1} \alpha\left\|x_{0}\right\| . \tag{3.3}
\end{equation*}
$$

Remark 3.2 In Condition 3.1, we take $\alpha \geqslant 1 / 2$ because, if $\boldsymbol{x}=\left(x_{i}\right)_{0 \leqslant i \leqslant m} \in\left(\mathcal{H}_{0} \backslash\{0\}\right) \times \mathcal{H}_{1} \times \cdots \times \mathcal{H}_{m}$ satisfies (3.3), then $2^{m+1}(1-\alpha)\left\|x_{0}\right\| \leqslant\left\|L_{m+1} \boldsymbol{x}-2^{m+1}(1-\alpha) x_{0}\right\|+\left\|L_{m+1} \boldsymbol{x}\right\| \leqslant 2^{m+1} \alpha\left\|x_{0}\right\|$.

We establish some preliminary results before providing properties that imply Condition 3.1.
Lemma 3.3 Let $m \geqslant 1$ be an integer, let $\left(\mathcal{H}_{i}\right)_{0 \leqslant i \leqslant m}$ be real Hilbert spaces, and set $\theta_{0}=1$. For every $i \in\{1, \ldots, m\}$, let $W_{i} \in \mathcal{B}\left(\mathcal{H}_{i-1}, \mathcal{H}_{i}\right)$ and set

$$
\begin{align*}
\theta_{i}= & \left\|W_{i} \circ \cdots \circ W_{1}\right\| \\
& +\sum_{k=1}^{i-1} \sum_{1 \leqslant j_{1}<\ldots<j_{k} \leqslant i-1}\left\|W_{i} \circ \cdots \circ W_{j_{k}+1}\right\|\left\|W_{j_{k}} \circ \cdots \circ W_{j_{k-1}+1}\right\| \cdots\left\|W_{j_{1}} \circ \cdots \circ W_{1}\right\| . \tag{3.4}
\end{align*}
$$

Let $\left(x_{i}\right)_{0 \leqslant i \leqslant m} \in \mathcal{H}_{0} \times \cdots \times \mathcal{H}_{m}$ be such that (3.2) is satisfied. Then the following hold:
(i) $(\forall i \in\{1, \ldots, m\}) \theta_{i}=\sum_{k=0}^{i-1} \theta_{k}\left\|W_{i} \circ \cdots \circ W_{k+1}\right\|$.
(ii) $(\forall i \in\{1, \ldots, m\})\left\|x_{i}\right\| \leqslant \theta_{i}\left\|x_{0}\right\|$.

Proof. (i): This follows recursively from (3.4).
(ii): For every $i \in\{1, \ldots, m\}$, let $L_{i}$ be as in (3.1). We proceed by induction on $m$. We first observe that the inequality is satisfied if $m=1$ since $\left\|x_{1}\right\| \leqslant\left\|L_{1} x_{0}\right\|=\left\|W_{1} x_{0}\right\| \leqslant\left\|W_{1}\right\|\left\|x_{0}\right\|=\theta_{1}\left\|x_{0}\right\|$. Now assume that $m \geqslant 2$ and that the inequalities hold for $\left(x_{1}, \ldots, x_{m-1}\right)$. Then, since (i) yields

$$
\begin{equation*}
\theta_{m}=\left\|W_{m} \circ \cdots \circ W_{1}\right\|+\sum_{k=1}^{m-1} \theta_{k}\left\|W_{m} \circ \cdots \circ W_{k+1}\right\| \tag{3.5}
\end{equation*}
$$

we obtain

$$
\begin{align*}
\left\|x_{m}\right\| \leqslant\left\|L_{m}\left(x_{0}, \ldots, x_{m-1}\right)\right\| & =\left\|\sum_{k=0}^{m-1}\left(W_{m} \circ \cdots \circ W_{k+1}\right) x_{k}\right\| \\
& \leqslant \sum_{k=0}^{m-1}\left\|W_{m} \circ \cdots \circ W_{k+1}\right\|\left\|x_{k}\right\| \\
& \leqslant\left(\left\|W_{m} \circ \cdots \circ W_{1}\right\|+\sum_{k=1}^{m-1} \theta_{k}\left\|W_{m} \circ \cdots \circ W_{k+1}\right\|\right)\left\|x_{0}\right\| \\
& =\theta_{m}\left\|x_{0}\right\| \tag{3.6}
\end{align*}
$$

which concludes the proof.
Lemma 3.4 Let $\mathcal{H}$ be a real Hilbert space, and let $x$ and $y$ be in $\mathcal{H}$. Then

$$
\begin{equation*}
\|x\|\|y\|-\langle x \mid y\rangle \leqslant(\|x\|+\|y\|-\|x+y\|)(\|x\|+\|y\|) . \tag{3.7}
\end{equation*}
$$

Proof. Since $\|x+y\|^{2}-2\|x+y\|(\|x\|+\|y\|)+(\|x\|+\|y\|)^{2} \geqslant 0$, we have

$$
\begin{align*}
\|x\|^{2} & +\|y\|^{2}+\langle x \mid y\rangle+\|x\|\|y\| \\
& =\|x\|^{2}+\|y\|^{2}+\frac{\|x+y\|^{2}-\|x\|^{2}-\|y\|^{2}}{2}+\frac{(\|x\|+\|y\|)^{2}-\|x\|^{2}-\|y\|^{2}}{2} \\
& =\frac{\|x+y\|^{2}+(\|x\|+\|y\|)^{2}}{2} \\
& \geqslant\|x+y\|(\|x\|+\|y\|) \tag{3.8}
\end{align*}
$$

as claimed.
Notation 3.5 Let $m \geqslant 0$ be an integer, and let $\left(\mathcal{H}_{i}\right)_{0 \leqslant i \leqslant m}$ be real Hilbert spaces. Let $\mathcal{X}$ be the standard vector space $\mathcal{H}_{0} \times \cdots \times \mathcal{H}_{m}$ equipped with the norm $\|\cdot\| \boldsymbol{\mathcal { X }}: \boldsymbol{x}=\left(x_{i}\right)_{0 \leqslant i \leqslant m} \mapsto \max _{0 \leqslant i \leqslant m}\left\|x_{i}\right\|$ and let $\mathcal{Y}$ be the standard vector space $\mathcal{H}_{0} \times \mathcal{H}_{0}$ equipped with the norm $\|\cdot\| \mathcal{Y}: \boldsymbol{y}=\left(y_{1}, y_{2}\right) \mapsto$ $\left\|y_{1}\right\|+\left\|y_{2}\right\|$. Henceforth, the norm of $\boldsymbol{M} \in \mathcal{B}(\mathcal{X}, \mathcal{Y})$ is denoted by $\|\boldsymbol{M}\|_{\mathcal{X}, \mathcal{Y}}$.

Proposition 3.6 Let $m \geqslant 0$ be an integer, let $\left(\mathcal{H}_{i}\right)_{0 \leqslant i \leqslant m}$ be nonzero real Hilbert spaces, set $\mathcal{H}_{m+1}=\mathcal{H}_{0}$, and use Notation 3.5. For every $i \in\{1, \ldots, m+1\}$, let $W_{i} \in \mathcal{B}\left(\mathcal{H}_{i-1}, \mathcal{H}_{i}\right)$. Further, let $\alpha \in[1 / 2,1]$, let
$\theta_{0}=1$, let $\left(\theta_{i}\right)_{1 \leqslant i \leqslant m+1}$ be as in (3.4), and set

$$
\left\{\begin{array}{l}
W=W_{m+1} \circ \cdots \circ W_{1}  \tag{3.9a}\\
\mu=\inf _{x \in \mathcal{H}_{0},\|x\|=1}\langle W x \mid x\rangle \\
M: \mathcal{X} \rightarrow \mathcal{H}_{0}: \boldsymbol{x} \mapsto \sum_{i=0}^{m} \theta_{i}\left(W_{m+1} \circ \cdots \circ W_{i+1}\right) x_{i} \\
\boldsymbol{M}: \mathcal{X} \rightarrow \mathcal{Y}: \boldsymbol{x} \mapsto \frac{1}{2^{m+1} \alpha}\left(M \boldsymbol{x}-2^{m+1}(1-\alpha) x_{0}, M \boldsymbol{x}\right) .
\end{array}\right.
$$

Suppose that one of the following holds:
(i) There exists $i \in\{1, \ldots, m+1\}$ such that $W_{i}=0$.
(ii) $\|\boldsymbol{M}\|_{\mathcal{X}, \mathcal{Y}} \leqslant 1$.
(iii) $\left\|W-2^{m+1}(1-\alpha) \operatorname{Id}\right\|-\|W\|+2 \theta_{m+1} \leqslant 2^{m+1} \alpha$.
(iv) $\alpha \neq 1$, for every $i \in\{1, \ldots, m+1\} W_{i} \neq 0$, and there exists $\eta \in\left[0, \alpha /\left((1-\alpha) \theta_{m+1}\right)\right]$ such that

$$
\left\{\begin{array}{l}
\theta_{m+1} \leqslant 2^{m+1} \alpha  \tag{3.10}\\
\alpha \theta_{m+1}+(1-\alpha)(\|\operatorname{Id}-\eta W\|-\eta\|W\|)\left(\theta_{m+1}-\|W\|\right) \leqslant 2^{m}(2 \alpha-1)+(1-\alpha) \mu
\end{array}\right.
$$

Then $\left(W_{i}\right)_{1 \leqslant i \leqslant m+1}$ satisfies Condition 3.1.
Proof. We use the operators $\left(L_{i}\right)_{1 \leqslant i \leqslant m+1}$ introduced in Condition 3.1. Per Notation 3.5 and (3.9d),

$$
\begin{equation*}
\sup _{\substack{\boldsymbol{y} \in \mathcal{X} \\ 0 \leq i \leq m \\ 0 \leq y_{i} \| \leqslant 1}} \frac{\left\|M \boldsymbol{y}-2^{m+1}(1-\alpha) y_{0}\right\|+\|M \boldsymbol{y}\|}{2^{m+1} \alpha}=\sup _{\substack{\boldsymbol{y} \in \mathcal{X} \\\|\boldsymbol{y}\| \boldsymbol{\mathcal { X }} \leqslant 1}}\|\boldsymbol{M} \boldsymbol{y}\|_{\mathcal{Y}}=\|\boldsymbol{M}\|_{\mathcal{X}, \mathcal{Y}} \tag{3.11}
\end{equation*}
$$

and therefore

$$
\begin{equation*}
(\forall \boldsymbol{y} \in \mathcal{X}) \quad \max _{0 \leqslant i \leqslant m}\left\|y_{i}\right\| \leqslant 1 \quad \Rightarrow \quad\left\|M \boldsymbol{y}-2^{m+1}(1-\alpha) y_{0}\right\|+\|M \boldsymbol{y}\| \leqslant 2^{m+1} \alpha\|\boldsymbol{M}\|_{\mathcal{X}, \mathcal{Y}} \tag{3.12}
\end{equation*}
$$

Now let $\boldsymbol{x} \in \mathcal{X}$ be such that

$$
(\forall i \in\{0, \ldots, m\}) \quad\left\|x_{i}\right\| \leqslant \begin{cases}1, & \text { if } i=0 ;  \tag{3.13}\\ \left\|L_{i}\left(x_{0}, \ldots, x_{i-1}\right)\right\|, & \text { if } i \geqslant 1\end{cases}
$$

(i): We assume that $m \geqslant 1$. For every $k \in\{i, \ldots, m\}$, it follows from (3.4) that $\theta_{k}=0$ and in turn from Lemma 3.3(ii) and (3.13) that $x_{k}=0$. Therefore,

$$
\begin{equation*}
L_{m+1} \boldsymbol{x}=\sum_{k=0}^{m}\left(W_{m+1} \circ \cdots \circ W_{k+1}\right) x_{k}=\sum_{k=0}^{i-1}\left(W_{m+1} \circ \cdots \circ W_{k+1}\right) x_{k}=0, \tag{3.14}
\end{equation*}
$$

and (3.3) clearly holds.
(ii): In view of (i), we assume that, if $m \geqslant 1,(\forall i \in\{1, \ldots, m\}) W_{i} \neq 0$. We then derive from (3.4) that $(\forall i \in\{1, \ldots, m\}) \theta_{i} \geqslant \prod_{k=1}^{i}\left\|W_{k}\right\|>0$. If $x_{0}=0$, (3.3) trivially follows from Lemma 3.3(ii), we therefore assume otherwise. Now set

$$
\begin{equation*}
(\forall i \in\{0, \ldots, m\}) \quad y_{i}=\frac{x_{i}}{\theta_{i}\left\|x_{0}\right\|} \tag{3.15}
\end{equation*}
$$

According to Lemma 3.3 (ii), $(\forall i \in\{0, \ldots, m\})\left\|y_{i}\right\| \leqslant 1$. On the other hand, it follows from (3.9c), (3.15), and (3.1) that $M \boldsymbol{y}=L_{m+1} \boldsymbol{x} /\left\|x_{0}\right\|$. Altogether, we deduce from (3.12) that (3.3) holds.
(iii) $\Rightarrow$ (ii): Take $\boldsymbol{y} \in \mathcal{X}$ such that $\|\boldsymbol{y}\|_{\mathcal{X}} \leqslant 1$. Then it follows from (3.9c) and Lemma 3.3(i) that

$$
\begin{align*}
& \left\|M \boldsymbol{y}-2^{m+1}(1-\alpha) y_{0}\right\|+\|M \boldsymbol{y}\| \\
& \quad \leqslant\left\|W-2^{m+1}(1-\alpha) \operatorname{Id}\right\|\left\|y_{0}\right\|+\|W\|\left\|y_{0}\right\|+2 \sum_{i=1}^{m} \theta_{i}\left\|W_{m+1} \circ \cdots \circ W_{i+1}\right\|\left\|y_{i}\right\| \\
& \quad \leqslant\left\|W-2^{m+1}(1-\alpha) \operatorname{Id}\right\|-\|W\|+2 \theta_{m+1} \\
& \quad \leqslant 2^{m+1} \alpha . \tag{3.16}
\end{align*}
$$

In turn, (3.11) yields $\|\boldsymbol{M}\|_{\mathcal{X}, \mathcal{Y}} \leqslant 1$.
(iv) $\Rightarrow$ (ii): Let $\boldsymbol{y}=\left(y_{0}, \ldots, y_{m}\right) \in \mathcal{X}$ be such that $\left\|y_{0}\right\|=\cdots=\left\|y_{m}\right\|=1$, and set

$$
u= \begin{cases}\sum_{i=1}^{m} \theta_{i}\left(W_{m+1} \circ \cdots \circ W_{i+1}\right) y_{i}, & \text { if } m \neq 0  \tag{3.17}\\ 0, & \text { if } m=0\end{cases}
$$

The assumptions and (3.9b) imply that

$$
\left\{\begin{array}{l}
\eta \theta_{m+1} \leqslant \alpha /(1-\alpha)  \tag{3.18}\\
\theta_{m+1} \leqslant 2^{m+1} \alpha \\
\alpha \theta_{m+1}+(1-\alpha)(\|\operatorname{Id}-\eta W\|-\eta\|W\|)\left(\theta_{m+1}-\|W\|\right) \\
\quad \leqslant 2^{m}(2 \alpha-1)+(1-\alpha)\left\langle W y_{0} \mid y_{0}\right\rangle
\end{array}\right.
$$

On the other hand,

$$
\begin{align*}
& \alpha\left\|W y_{0}+u\right\|-(1-\alpha)\left\langle y_{0} \mid u\right\rangle \\
& \quad=\alpha\left\|W y_{0}+u\right\|-(1-\alpha)\left\langle\eta W y_{0}+(\operatorname{Id}-\eta W) y_{0} \mid u\right\rangle \\
& \quad \leqslant \alpha\left\|W y_{0}+u\right\|-\eta(1-\alpha)\left\langle W y_{0} \mid u\right\rangle+(1-\alpha)\left\|(\operatorname{Id}-\eta W) y_{0}\right\|\|u\| . \tag{3.19}
\end{align*}
$$

Since, by Lemma 3.3(i) and (3.18),

$$
\begin{equation*}
\eta \sum_{i=0}^{m} \theta_{i}\left\|W_{m+1} \circ \cdots \circ W_{i+1}\right\|=\eta \theta_{m+1} \leqslant \frac{\alpha}{1-\alpha}, \tag{3.20}
\end{equation*}
$$

we deduce from (3.17) that

$$
\begin{equation*}
\eta(1-\alpha)\left(\left\|W y_{0}\right\|+\|u\|\right) \leqslant \alpha . \tag{3.21}
\end{equation*}
$$

However, by Lemma 3.4,

$$
\begin{equation*}
\left\|W y_{0}\right\|\|u\|-\left\langle W y_{0} \mid u\right\rangle \leqslant\left(\left\|W y_{0}\right\|+\|u\|-\left\|W y_{0}+u\right\|\right)\left(\left\|W y_{0}\right\|+\|u\|\right) . \tag{3.22}
\end{equation*}
$$

In view of (3.21), this yields

$$
\begin{equation*}
\eta(1-\alpha)\left(\left\|W y_{0}\right\|\|u\|-\left\langle W y_{0} \mid u\right\rangle\right) \leqslant \alpha\left(\left\|W y_{0}\right\|+\|u\|-\left\|W y_{0}+u\right\|\right) \tag{3.23}
\end{equation*}
$$

that is,

$$
\begin{equation*}
\alpha\left\|W y_{0}+u\right\|-\eta(1-\alpha)\left\langle W y_{0} \mid u\right\rangle \leqslant \alpha\left(\left\|W y_{0}\right\|+\|u\|\right)-\eta(1-\alpha)\left\|W y_{0}\right\|\|u\| . \tag{3.24}
\end{equation*}
$$

Therefore, since (3.21) implies that $\alpha-\eta(1-\alpha)\|u\| \geqslant 0$, it results from (3.19) that

$$
\begin{align*}
& \alpha\left\|W y_{0}+u\right\|-(1-\alpha)\left\langle y_{0} \mid u\right\rangle \\
& \quad \leqslant \alpha\left(\left\|W y_{0}\right\|+\|u\|\right)-\eta(1-\alpha)\left\|W y_{0}\right\|\|u\|+(1-\alpha)\left\|(\operatorname{Id}-\eta W) y_{0}\right\|\|u\| \\
& \quad=\alpha\|u\|+(\alpha-\eta(1-\alpha)\|u\|)\left\|W y_{0}\right\|+(1-\alpha)\left\|(\operatorname{Id}-\eta W) y_{0}\right\|\|u\| \\
& \quad \leqslant \alpha\|u\|+(\alpha-\eta(1-\alpha)\|u\|)\|W\|+(1-\alpha)\left\|(\operatorname{Id}-\eta W) y_{0}\right\|\|u\| \\
& \quad=\alpha\|W\|+(\alpha-\eta(1-\alpha)\|W\|)\|u\|+(1-\alpha)\|\operatorname{Id}-\eta W\|\|u\| . \tag{3.25}
\end{align*}
$$

However, since (3.20) implies that $\alpha-\eta(1-\alpha)\|W\| \geqslant 0$, while (3.17) implies that $\|u\| \leqslant \theta_{m+1}-\|W\|$, we derive from (3.25) that

$$
\begin{align*}
& \alpha\left\|W y_{0}+u\right\|-(1-\alpha)\left\langle y_{0} \mid u\right\rangle \\
& \quad \leqslant \alpha\|W\|+(\alpha-\eta(1-\alpha)\|W\|)\left(\theta_{m+1}-\|W\|\right)+(1-\alpha)\|\operatorname{Id}-\eta W\|\left(\theta_{m+1}-\|W\|\right) \tag{3.26}
\end{align*}
$$

We also have

$$
\begin{equation*}
\left\|W y_{0}+u\right\| \leqslant\|W\|+\|u\| \leqslant \theta_{m+1} . \tag{3.27}
\end{equation*}
$$

Hence, using (3.26), (3.27), (3.9c), (3.9a), and (3.9d) we obtain

$$
\begin{align*}
\text { (3.18) } & \Rightarrow\left\{\begin{array}{l}
\left\|W y_{0}+u\right\| \leqslant 2^{m+1} \alpha \\
\alpha\left\|W y_{0}+u\right\|-(1-\alpha)\left\langle y_{0} \mid W y_{0}+u\right\rangle \leqslant 2^{m}(2 \alpha-1)
\end{array}\right. \\
& \Leftrightarrow\left\{\begin{array}{l}
\|M \boldsymbol{y}\| \leqslant 2^{m+1} \alpha \\
\alpha\|M \boldsymbol{y}\|-(1-\alpha)\left\langle y_{0} \mid M \boldsymbol{y}\right\rangle \leqslant 2^{m}\left(\alpha^{2}-(1-\alpha)^{2}\right)
\end{array}\right. \\
& \Leftrightarrow\left\{\begin{array}{l}
\|M \boldsymbol{y}\| \leqslant 2^{m+1} \alpha \\
\left\|M \boldsymbol{y}-2^{m+1}(1-\alpha) y_{0}\right\|^{2} \leqslant\left(2^{m+1} \alpha-\|M \boldsymbol{y}\|\right)^{2}
\end{array}\right. \\
& \Leftrightarrow\left\|M \boldsymbol{y}-2^{m+1}(1-\alpha) y_{0}\right\|+\|M \boldsymbol{y}\| \leqslant 2^{m+1} \alpha
\end{align*} \quad \Leftrightarrow \quad\|\boldsymbol{M} \boldsymbol{y}\| \boldsymbol{y} \leqslant 1 .
$$

Now set $\boldsymbol{C}=\left\{\boldsymbol{y} \in \mathcal{X} \mid\left\|y_{0}\right\|=\cdots=\left\|y_{m}\right\|=1\right\}$. Then, in view of (3.11), (3.28), and [8, Proposition 11.1(ii)], we conclude that $\|\boldsymbol{M}\|_{\mathcal{X}, \mathcal{Y}}=\sup _{\boldsymbol{y} \in \operatorname{conv} \boldsymbol{C}}\|\boldsymbol{M} \boldsymbol{y}\| \mathcal{Y}=\sup _{\boldsymbol{y} \in \boldsymbol{C}}\|\boldsymbol{M} \boldsymbol{y}\| \mathcal{Y} \leqslant 1$.

The next result establishes a link between deep neural network structures and the operators introduced in (3.1).

Lemma 3.7 Let $m \geqslant 1$ be an integer and let $\left(\mathcal{H}_{i}\right)_{0 \leqslant i \leqslant m+1}$ be nonzero real Hilbert spaces. For every $i \in\{1, \ldots, m+1\}$, let $W_{i} \in \mathcal{B}\left(\mathcal{H}_{i-1}, \mathcal{H}_{i}\right)$ and let $L_{i}$ be as in (3.1). Further, for every $i \in\{1, \ldots, m\}$, let $P_{i}: \mathcal{H}_{i} \rightarrow \mathcal{H}_{i}$ be firmly nonexpansive. Set

$$
\begin{equation*}
T_{m}=W_{m+1} \circ P_{m} \circ W_{m} \circ \cdots \circ P_{1} \circ W_{1}, \tag{3.29}
\end{equation*}
$$

let $x$ and $y$ be distinct points in $\mathcal{H}_{0}$, and set $v_{0}=(x-y) /\|x-y\|$. Then there exists $\left(v_{1}, \ldots, v_{m}\right) \in$ $\mathcal{H}_{1} \times \cdots \times \mathcal{H}_{m}$ such that

$$
\left\{\begin{array}{l}
(\forall i \in\{1, \ldots, m\}) \quad\left\|v_{i}\right\| \leqslant\left\|L_{i}\left(v_{0}, \ldots, v_{i-1}\right)\right\|  \tag{3.30}\\
\frac{2^{m}\left(T_{m} x-T_{m} y\right)}{\|x-y\|}=L_{m+1}\left(v_{0}, \ldots, v_{m}\right) .
\end{array}\right.
$$

Proof. For every $i \in\{1, \ldots, m\}$, since $P_{i}$ is firmly nonexpansive, there exists a nonexpansive operator $Q_{i}: \mathcal{H}_{i} \rightarrow \mathcal{H}_{i}$ such that

$$
\begin{equation*}
P_{i}=\frac{\mathrm{Id}+Q_{i}}{2} . \tag{3.31}
\end{equation*}
$$

We proceed by induction on $m$. Suppose that $m=1$ and set

$$
\begin{equation*}
v_{1}=\frac{Q_{1}\left(W_{1} x\right)-Q_{1}\left(W_{1} y\right)}{\|x-y\|}, \tag{3.32}
\end{equation*}
$$

which implies that $\left\|v_{1}\right\| \leqslant\left\|W_{1}(x-y)\right\| /\|x-y\|=\left\|L_{1} v_{0}\right\|$. Then

$$
\begin{align*}
2\left(T_{1} x-T_{1} y\right) & =\left(W_{2} \circ W_{1}\right)(x-y)+\left(W_{2} \circ Q_{1} \circ W_{1}\right) x-\left(W_{2} \circ Q_{1} \circ W_{1}\right) y \\
& \left.=\|x-y\|\left(\left(W_{2} \circ W_{1}\right) v_{0}+W_{2} v_{1}\right)\right) . \tag{3.33}
\end{align*}
$$

Thus, (3.30) holds for $m=1$. Next, we assume that $m>1$ and that there exists $\left(v_{1}, \ldots, v_{m-1}\right) \in$ $\mathcal{H}_{1} \times \cdots \times \mathcal{H}_{m-1}$ such that

$$
\left\{\begin{array}{l}
(\forall i \in\{1, \ldots, m-1\}) \quad\left\|v_{i}\right\| \leqslant\left\|L_{i}\left(v_{0}, \ldots, v_{i-1}\right)\right\|  \tag{3.34}\\
\frac{2^{m-1}\left(T_{m-1} x-T_{m-1} y\right)}{\|x-y\|}=L_{m}\left(v_{0}, \ldots, v_{m-1}\right),
\end{array}\right.
$$

and we set

$$
\begin{equation*}
v_{m}=\frac{2^{m-1}\left(\left(Q_{m} \circ T_{m-1}\right) x-\left(Q_{m} \circ T_{m-1}\right) y\right)}{\|x-y\|} . \tag{3.35}
\end{equation*}
$$

Then (3.29), (3.31), and (3.34) yield

$$
\begin{align*}
T_{m} x & -T_{m} y \\
& =\frac{\left(W_{m+1} \circ T_{m-1}\right) x-\left(W_{m+1} \circ T_{m-1}\right) y}{2}+\frac{\left(W_{m+1} \circ Q_{m} \circ T_{m-1}\right) x-\left(W_{m+1} \circ Q_{m} \circ T_{m-1}\right) y}{2} \\
& =\frac{\|x-y\|}{2^{m}}\left(\left(W_{m+1} \circ L_{m}\right)\left(v_{0}, \ldots, v_{m-1}\right)+W_{m+1} v_{m}\right) \\
& =\frac{\|x-y\|}{2^{m}} L_{m+1}\left(v_{0}, \ldots, v_{m}\right) . \tag{3.36}
\end{align*}
$$

In addition, it follows from (3.34) and (3.35) that

$$
\begin{equation*}
\left\|v_{m}\right\| \leqslant \frac{2^{m-1}\left\|T_{m-1} x-T_{m-1} y\right\|}{\|x-y\|}=\left\|L_{m}\left(v_{0}, \ldots, v_{m-1}\right)\right\|, \tag{3.37}
\end{equation*}
$$

which completes the proof.
We now establish connections between Condition 3.1 for linear operators and the concept of averagedness for composite nonlinear operators.

Theorem 3.8 Let $m \geqslant 1$ be an integer, let $\left(\mathcal{H}_{i}\right)_{0 \leqslant i \leqslant m-1}$ be nonzero real Hilbert spaces, set $\mathcal{H}_{m}=\mathcal{H}_{0}$, and let $\alpha \in[1 / 2,1]$. For every $i \in\{1, \ldots, m\}$, let $W_{i} \in \mathcal{B}\left(\mathcal{H}_{i-1}, \mathcal{H}_{i}\right)$ and let $P_{i}: \mathcal{H}_{i} \rightarrow \mathcal{H}_{i}$ be firmly nonexpansive. Suppose that $\left(W_{i}\right)_{1 \leqslant i \leqslant m}$ satisfies Condition 3.1. Then $P_{m} \circ W_{m} \circ \cdots \circ P_{1} \circ W_{1}$ is $\alpha$-averaged.

Proof. Set $T=P_{m} \circ W_{m} \circ \cdots \circ P_{1} \circ W_{1}$. We must show that

$$
\begin{equation*}
Q=\left(1-\frac{1}{\alpha}\right) \operatorname{Id}+\frac{1}{\alpha} T \tag{3.38}
\end{equation*}
$$

is nonexpansive. By assumption, for every $i \in\{1, \ldots, m\}$, there exists a nonexpansive operator $Q_{i}: \mathcal{H}_{i} \rightarrow \mathcal{H}_{i}$ such that (3.31) holds. Let $\left(L_{i}\right)_{1 \leqslant i \leqslant m}$ be as in (3.1) and let $x$ and $y$ be distinct points in $\mathcal{H}_{0}$. According to Lemma 3.7, there exists $\boldsymbol{v}=\left(v_{0}, \ldots, v_{m-1}\right) \in \mathcal{H}_{0} \times \cdots \times \mathcal{H}_{m-1}$ such that

$$
\left\{\begin{array}{l}
v_{0}=\frac{x-y}{\|x-y\|}  \tag{3.39}\\
(\forall i \in\{1, \ldots, m-1\}) \quad\left\|v_{i}\right\| \leqslant\left\|L_{i}\left(v_{0}, \ldots, v_{i-1}\right)\right\| \\
\frac{2^{m-1}\left(\left(W_{m} \circ P_{m-1} \circ \cdots \circ P_{1} \circ W_{1}\right) x-\left(W_{m} \circ P_{m-1} \cdots \circ P_{1} \circ W_{1}\right) y\right)}{\|x-y\|}=L_{m} \boldsymbol{v}
\end{array}\right.
$$

Condition 3.1 imposes that

$$
\begin{equation*}
\left\|L_{m} \boldsymbol{v}-2^{m}(1-\alpha) v_{0}\right\|+\left\|L_{m} \boldsymbol{v}\right\| \leqslant 2^{m} \alpha\left\|v_{0}\right\|=2^{m} \alpha \tag{3.40}
\end{equation*}
$$

which is equivalent to

$$
\begin{align*}
& \left\|\left(W_{m} \circ P_{m-1} \circ \cdots \circ P_{1} \circ W_{1}\right) x-\left(W_{m} \circ P_{m-1} \cdots \circ P_{1} \circ W_{1}\right) y-2(1-\alpha)(x-y)\right\| \\
& \quad+\left\|\left(W_{m} \circ P_{m-1} \circ \cdots \circ P_{1} \circ W_{1}\right) x-\left(W_{m} \circ P_{m-1} \cdots \circ P_{1} \circ W_{1}\right) y\right\| \leqslant 2 \alpha\|x-y\| . \tag{3.41}
\end{align*}
$$

In turn, we derive from (3.38) and (3.31) that

$$
\begin{align*}
\| Q x & -Q y \| \\
\leqslant & \frac{1}{\alpha}\left\|\left(\frac{\operatorname{Id}+Q_{m}}{2} \circ W_{m} \circ \cdots \circ P_{1} \circ W_{1}\right) x-\left(\frac{\operatorname{Id}+Q_{m}}{2} \circ W_{m} \circ \cdots \circ P_{1} \circ W_{1}\right) y-(1-\alpha)(x-y)\right\| \\
\leqslant & \frac{1}{2 \alpha}\left(\left\|\left(W_{m} \circ P_{m-1} \circ \cdots \circ P_{1} \circ W_{1}\right) x-\left(W_{m} \circ P_{m-1} \cdots \circ P_{1} \circ W_{1}\right) y-2(1-\alpha)(x-y)\right\|\right. \\
& \left.+\left\|\left(Q_{m} \circ W_{m} \circ P_{m-1} \circ \cdots \circ P_{1} \circ W_{1}\right) x-\left(Q_{m} \circ W_{m} \circ P_{m-1} \cdots \circ P_{1} \circ W_{1}\right) y\right\|\right) \\
\leqslant & \frac{1}{2 \alpha}\left(\left\|\left(W_{m} \circ P_{m-1} \circ \cdots \circ P_{1} \circ W_{1}\right) x-\left(W_{m} \circ P_{m-1} \cdots \circ P_{1} \circ W_{1}\right) y-2(1-\alpha)(x-y)\right\|\right. \\
& \left.\quad+\left\|\left(W_{m} \circ P_{m-1} \circ \cdots \circ P_{1} \circ W_{1}\right) x-\left(W_{m} \circ P_{m-1} \cdots \circ P_{1} \circ W_{1}\right) y\right\|\right) \\
\leqslant & \|x-y\|, \tag{3.42}
\end{align*}
$$

which establishes the nonexpansiveness of $Q$.
Example 3.9 Consider Theorem 3.8 with $m=2$. In view of Proposition 3.6(iii), $P_{2} \circ W_{2} \circ P_{1} \circ W_{1}$ is $\alpha$-averaged if $\left\|W_{2} \circ W_{1}-4(1-\alpha) \operatorname{Id}\right\|+\left\|W_{2} \circ W_{1}\right\|+2\left\|W_{2}\right\|\left\|W_{1}\right\| \leqslant 4 \alpha$. In particular, if $\alpha=1$, this condition is obviously less restrictive than requiring that $W_{1}$ and $W_{2}$ be nonexpansive.

## 4 A variational inequality model

In this section, we first investigate an autonomous version of Model 1.1.

Model 4.1 This is the special case of Model 1.1 in which, for every $i \in\{1, \ldots, m\}$, there exist $R_{i} \in \mathcal{A}\left(\mathcal{H}_{i}\right)$, say $R_{i}=\operatorname{prox}_{\varphi_{i}}$ for some $\varphi_{i} \in \Gamma_{0}\left(\mathcal{H}_{i}\right)$ with $\varphi_{i}(0)=\inf \varphi_{i}\left(\mathcal{H}_{i}\right), W_{i} \in \mathcal{B}\left(\mathcal{H}_{i-1}, \mathcal{H}_{i}\right)$, and $b_{i} \in \mathcal{H}_{i}$ such that $(\forall n \in \mathbb{N}) R_{i, n}=R_{i}, W_{i, n}=W_{i}, b_{i, n}=b_{i}$. We set

$$
\begin{equation*}
(\forall i \in\{1, \ldots, m\}) \quad T_{i}: \mathcal{H}_{i-1} \rightarrow \mathcal{H}_{i}: x \mapsto R_{i}\left(W_{i} x+b_{i}\right) \tag{4.1}
\end{equation*}
$$

and

$$
\left\{\begin{array}{l}
F=\operatorname{Fix}\left(T_{m} \circ \cdots \circ T_{1}\right)  \tag{4.2}\\
\mathcal{H}=\mathcal{H}_{1} \oplus \cdots \oplus \mathcal{H}_{m-1} \oplus \mathcal{H}_{m} \\
\overrightarrow{\mathcal{H}}=\mathcal{H}_{m} \oplus \mathcal{H}_{1} \oplus \cdots \oplus \mathcal{H}_{m-1} \\
\boldsymbol{S}: \mathcal{H} \rightarrow \overrightarrow{\mathcal{H}}:\left(x_{1}, \ldots, x_{m-1}, x_{m}\right) \mapsto\left(x_{m}, x_{1}, \ldots, x_{m-1}\right) \\
\boldsymbol{W}: \overrightarrow{\mathcal{H}} \rightarrow \mathcal{H}:\left(x_{m}, x_{1}, \ldots, x_{m-1}\right) \mapsto\left(W_{1} x_{m}, W_{2} x_{1}, \ldots, W_{m} x_{m-1}\right) \\
\boldsymbol{\varphi}: \mathcal{H} \rightarrow]-\infty,+\infty]: \boldsymbol{x} \mapsto \sum_{i=1}^{m} \varphi_{i}\left(x_{i}\right) \\
\boldsymbol{\psi}: \mathcal{H} \rightarrow]-\infty,+\infty]: \boldsymbol{x} \mapsto \sum_{i=1}^{m}\left(\varphi_{i}\left(x_{i}\right)-\left\langle x_{i} \mid b_{i}\right\rangle\right) \\
\boldsymbol{F}=\left\{\boldsymbol{x} \in \boldsymbol{\mathcal { H }} \mid x_{1}=T_{1} x_{m}, x_{2}=T_{2} x_{1}, \ldots, x_{m}=T_{m} x_{m-1}\right\},
\end{array}\right.
$$

where $\boldsymbol{x}=\left(x_{1}, \ldots, x_{m}\right)$ denotes a generic element in $\mathcal{H}$.

### 4.1 Static analysis

We start with a property of the compositions of the operators $\left(T_{i}\right)_{1 \leqslant i \leqslant m}$ of (4.1).
Proposition 4.2 Consider the setting of Model 4.1, let $i$ and $j$ be integers such that $1 \leqslant j \leqslant i \leqslant m$, and let $x \in \mathcal{H}_{j-1}$. Then

$$
\begin{equation*}
\left\|\left(T_{i} \circ \cdots \circ T_{j}\right) x\right\| \leqslant\|x\| \prod_{k=j}^{i}\left\|W_{k}\right\|+\sum_{q=j}^{i}\left(\left\|b_{q}\right\| \prod_{k=q+1}^{i}\left\|W_{k}\right\|\right) . \tag{4.3}
\end{equation*}
$$

Proof. In view of (4.1), the property is satisfied when $i=j$. We now assume that $i>j$. Since $R_{i} \in \mathcal{A}\left(\mathcal{H}_{i}\right)$, Proposition 2.21(i) yields

$$
\begin{align*}
\left\|\left(T_{i} \circ \cdots \circ T_{j}\right) x\right\| & =\left\|R_{i}\left(W_{i}\left(T_{i-1} \circ \cdots \circ T_{j}\right) x+b_{i}\right)\right\| \\
& =\left\|R_{i}\left(W_{i}\left(T_{i-1} \circ \cdots \circ T_{j}\right) x+b_{i}\right)-R_{i} 0\right\| \\
& \leqslant\left\|W_{i}\left(T_{i-1} \circ \cdots \circ T_{j}\right) x+b_{i}\right\| \\
& \leqslant\left\|W_{i}\right\|\left\|\left(T_{i-1} \circ \cdots \circ T_{j}\right) x\right\|+\left\|b_{i}\right\| . \tag{4.4}
\end{align*}
$$

We thus obtain (4.3) recursively.
Next, we establish a connection between Model 4.1 and a variational inequality.
Proposition 4.3 In the setting of Model 4.1, consider the variational inequality problem

$$
\text { find } \bar{x}_{1} \in \mathcal{H}_{1}, \ldots, \bar{x}_{m} \in \mathcal{H}_{m} \text { such that }\left\{\begin{array}{l}
b_{1} \in \bar{x}_{1}-W_{1} \bar{x}_{m}+\partial \varphi_{1}\left(\bar{x}_{1}\right)  \tag{4.5}\\
b_{2} \in \bar{x}_{2}-W_{2} \bar{x}_{1}+\partial \varphi_{2}\left(\bar{x}_{2}\right) \\
\quad \vdots \\
b_{m} \in \bar{x}_{m}-W_{m} \bar{x}_{m-1}+\partial \varphi_{m}\left(\bar{x}_{m}\right)
\end{array}\right.
$$

Then the following hold:
(i) The set of solutions to (4.5) is $\boldsymbol{F}$.
(ii) $\boldsymbol{F}=\operatorname{zer}(\mathbf{I d}-\boldsymbol{W} \circ \boldsymbol{S}+\partial \boldsymbol{\psi})=\operatorname{Fix}\left(\operatorname{prox}_{\psi} \circ \boldsymbol{W} \circ \boldsymbol{S}\right)$.
(iii) $\boldsymbol{F}=\left\{\left(T_{1} \bar{x}_{m},\left(T_{2} \circ T_{1}\right) \bar{x}_{m}, \ldots,\left(T_{m-1} \circ \cdots \circ T_{1}\right) \bar{x}_{m}, \bar{x}_{m}\right) \mid \bar{x}_{m} \in F\right\}$.
(iv) Suppose that $\left(W_{i}\right)_{1 \leqslant i \leqslant m}$ satisfies Condition 3.1 for some $\alpha \in[1 / 2,1]$. Then $F$ is closed and convex.
(v) Suppose that $\left(W_{i}\right)_{1 \leqslant i \leqslant m}$ satisfies Condition 3.1 for some $\alpha \in[1 / 2,1]$ and that one of the following holds:
(a) $\operatorname{ran}\left(T_{m} \circ \cdots \circ T_{1}\right)$ is bounded.
(b) There exists $j \in\{1, \ldots, m\}$ such that $\operatorname{dom} \varphi_{j}$ is bounded.

Then $F$ and $\boldsymbol{F}$ are nonempty.
(vi) Suppose that $\mathbf{I d}-\boldsymbol{W} \circ \boldsymbol{S}$ is monotone. Then $\boldsymbol{F}$ is closed and convex. In addition, $F$ and $\boldsymbol{F}$ are nonempty if any of the following holds:
(a) $\mathbf{I d}-\boldsymbol{W} \circ \boldsymbol{S}+\partial \varphi$ is surjective.
(b) $\partial \varphi-\boldsymbol{W} \circ \boldsymbol{S}$ is maximally monotone.
(c) $\max _{1 \leqslant i \leqslant m}\left\|W_{i}\right\| \leqslant 1, \boldsymbol{S}^{*}-\boldsymbol{W}$ has closed range, and $\operatorname{ker}\left(\boldsymbol{S}-\boldsymbol{W}^{*}\right)=\{\mathbf{0}\}$.
(d) $\max _{1 \leqslant i \leqslant m}\left\|W_{i}\right\| \leqslant 1$ and, for every $i \in\{1, \ldots, m\}$, $\operatorname{dom} \varphi_{i}^{*}=\mathcal{H}_{i}$.
(e) For every $i \in\{1, \ldots, m\}$, dom $\varphi_{i}=\mathcal{H}$ and $\operatorname{dom} \varphi_{i}^{*}=\mathcal{H}_{i}$.
(f) $\boldsymbol{S}^{*}-\boldsymbol{W}$ has closed range, $\operatorname{ker}\left(\boldsymbol{S}-\boldsymbol{W}^{*}\right)=\{\mathbf{0}\}$, and, for every $i \in\{1, \ldots, m\}$, dom $\varphi_{i}=\mathcal{H}_{i}$.
(g) For every $i \in\{1, \ldots, m\}$, dom $\varphi_{i}$ is bounded.

Proof. We first observe that $\boldsymbol{S} \in \mathcal{B}(\mathcal{H}, \overrightarrow{\mathcal{H}}), \boldsymbol{W} \in \mathcal{B}(\overrightarrow{\mathcal{H}}, \mathcal{H}), \varphi \in \Gamma_{0}(\boldsymbol{\mathcal { H }})$, and $\boldsymbol{\psi} \in \Gamma_{0}(\boldsymbol{\mathcal { H }})$.
(i): Let $\boldsymbol{x} \in \mathcal{H}$. Then

$$
\begin{align*}
& \boldsymbol{x} \text { solves (4.5) } \Leftrightarrow\left\{\begin{array}{l}
W_{1} x_{m}+b_{1} \in x_{1}+\partial \varphi_{1}\left(x_{1}\right) \\
W_{2} x_{1}+b_{2} \in x_{2}+\partial \varphi_{2}\left(x_{2}\right) \\
\vdots \\
W_{m} x_{m-1}+b_{m} \in x_{m}+\partial \varphi_{m}\left(x_{m}\right)
\end{array}\right.  \tag{4.6}\\
& \Leftrightarrow\left\{\begin{array}{l}
x_{1}=\operatorname{prox}_{\varphi_{1}}\left(W_{1} x_{m}+b_{1}\right)=T_{1} x_{m} \\
x_{2}=\operatorname{prox}_{\varphi_{2}}\left(W_{2} x_{1}+b_{2}\right)=T_{2} x_{1} \\
\vdots \\
x_{m}=\operatorname{prox}_{\varphi_{m}}\left(W_{m} x_{m-1}+b_{m}\right)=T_{m} x_{m-1}
\end{array}\right. \tag{4.7}
\end{align*}
$$

(ii): Let $\boldsymbol{x} \in \mathcal{H}$. Using (4.2), we obtain

$$
\begin{equation*}
\boldsymbol{x} \text { solves }(4.5) \quad \Leftrightarrow \quad \mathbf{0} \in \boldsymbol{x}-\boldsymbol{W}(\boldsymbol{S} \boldsymbol{x})+\partial \boldsymbol{\psi}(\boldsymbol{x}) \quad \Leftrightarrow \quad \boldsymbol{x}=\operatorname{prox}_{\boldsymbol{\psi}}(\boldsymbol{W}(\boldsymbol{S} \boldsymbol{x})) . \tag{4.8}
\end{equation*}
$$

(iii): Clear from the definitions of $F$ and $\boldsymbol{F}$.
(iv): Define $m$ firmly nonexpansive operators by $(\forall i \in\{1, \ldots, m\}) P_{i}: \mathcal{H}_{i} \rightarrow \mathcal{H}_{i}: y \mapsto R_{i}\left(y+b_{i}\right)$. Then it follows from (4.1) and Theorem 3.8 applied to $\left(P_{i}\right)_{1 \leqslant i \leqslant m}$ that $T_{m} \circ \cdots \circ T_{1}$ is nonexpansive. In turn, we derive from [8, Corollary 4.24] that its fixed point set $F$ is closed and convex.
(v): Thanks to (iii), it is enough to show that $F \neq \varnothing$. Set $T=T_{m} \circ \cdots \circ T_{1}$ and recall that it is nonexpansive by virtue of Theorem 3.8.
(a): Let $C$ be a closed ball such that ran $T \subset C$ and set $S=\left.T\right|_{C}$. Then $S: C \rightarrow C$ is nonexpansive and therefore [8, Proposition 4.29] asserts that Fix $T=$ Fix $S \neq \varnothing$.
(b) $\Rightarrow$ (a): We have $\operatorname{ran} T_{j} \subset \operatorname{ran} R_{j}=\operatorname{ran} \operatorname{prox}_{\varphi_{j}}=\operatorname{dom}\left(\operatorname{Id}+\partial \varphi_{j}\right)=\operatorname{dom} \partial \varphi_{j} \subset \operatorname{dom} \varphi_{j}$. Hence $\operatorname{ran} T_{j}$ is bounded and Proposition 4.2 (with $i=m$ ) implies that

$$
\operatorname{ran} T \subset \begin{cases}\operatorname{ran} T_{m}, & \text { if } j=m ;  \tag{4.9}\\ \left(T_{m} \circ \cdots \circ T_{j+1}\right)\left(\operatorname{ran} T_{j}\right), & \text { if } 1 \leqslant j \leqslant m-1\end{cases}
$$

is likewise.
(vi): Set $\boldsymbol{A}=\mathbf{I d}-\boldsymbol{W} \circ \boldsymbol{S}+\partial \boldsymbol{\psi}$. Since $\mathbf{I d}-\boldsymbol{W} \circ \boldsymbol{S}$ is monotone and continuous, it is maximally monotone [8, Corollary 20.28], with $\mathcal{H}$ as its domain. Since $\partial \psi$ is also maximally monotone [8, Theorem 20.25], $\boldsymbol{A}$ is likewise [8, Corollary 25.5(i)] and hence $\boldsymbol{F}=$ zer $\boldsymbol{A}$ is closed and convex [8, Proposition 23.39]. Next, we note that, in view of (iii), $F \neq \varnothing \Leftrightarrow \boldsymbol{F} \neq \varnothing$.
(a): The hypothesis implies that $\left(b_{i}\right)_{1 \leqslant i \leqslant m} \in \operatorname{ran}(\mathbf{I d}-\boldsymbol{W} \circ \boldsymbol{S}+\partial \boldsymbol{\varphi})$ and therefore that (4.5) has a solution, i.e., $\boldsymbol{F} \neq \varnothing$.
$(\mathrm{b}) \Rightarrow(\mathrm{a})$ : The claim follows from Minty's theorem [8, Theorem 21.1].
(c) $\Rightarrow$ (a): We have $\|\boldsymbol{W} \circ \boldsymbol{S}\|=\|\boldsymbol{W}\|=\max _{1 \leqslant i \leqslant m}\left\|W_{i}\right\| \leqslant 1$. Therefore, $-\boldsymbol{W} \circ \boldsymbol{S}$ is nonexpansive, which implies that $(\mathbf{I d}-\boldsymbol{W} \circ \boldsymbol{S}) / 2$ is firmly nonexpansive [8, Corollary 4.5], that is $(\forall \boldsymbol{x} \in \mathcal{H})$ $\langle\boldsymbol{x}-\boldsymbol{W}(\boldsymbol{S} \boldsymbol{x}) \mid \boldsymbol{x}\rangle \geqslant\|\boldsymbol{x}-\boldsymbol{W}(\boldsymbol{S} \boldsymbol{x})\|^{2} / 2$. Consequently, Id $-\boldsymbol{W} \circ \boldsymbol{S}$ is $3^{*}$ monotone [8, Proposition 25.16], while $\partial \varphi$ is also $3^{*}$ monotone [8, Example 25.13]. Finally, since $\boldsymbol{S}$ is unitary,

$$
\begin{equation*}
\operatorname{ran}(\mathbf{I d}-\boldsymbol{W} \circ \boldsymbol{S})=\operatorname{ran}\left(\boldsymbol{S}^{*}-\boldsymbol{W}\right)=\overline{\operatorname{ran}}\left(\boldsymbol{S}-\boldsymbol{W}^{*}\right)^{*}=\left(\operatorname{ker}\left(\boldsymbol{S}-\boldsymbol{W}^{*}\right)\right)^{\perp}=\boldsymbol{\mathcal { H }} \tag{4.10}
\end{equation*}
$$

which shows that $\mathbf{I d}-\boldsymbol{W} \circ \boldsymbol{S}$ is surjective. Altogether, since [8, Corollary 25.5(i)] implies that $\mathbf{I d}-\boldsymbol{W} \circ \boldsymbol{S}+\partial \boldsymbol{\varphi}$ is maximally monotone, it follows from [8, Corollary 25.27(i)] that $\mathbf{I d}-\boldsymbol{W} \circ \boldsymbol{S}+\partial \boldsymbol{\varphi}$ is surjective.
$(\mathrm{d}) \Rightarrow(\mathrm{a}):$ We have $\operatorname{dom} \varphi^{*}=\mathcal{H}$. Hence since int dom $\varphi^{*} \subset \operatorname{dom} \partial \varphi^{*}$ [8, Proposition 16.27], we have $\operatorname{ran} \partial \varphi=\operatorname{dom}(\partial \varphi)^{-1}=\operatorname{dom} \partial \varphi^{*}=\mathcal{H}$. Hence, $\partial \varphi$ is surjective. We conclude using the same arguments as in (c): $\partial \boldsymbol{\varphi}$ and $\mathbf{I d}-\boldsymbol{W} \circ \boldsymbol{S}$ are both $3^{*}$ monotone and their sum is maximally monotone, which allows us to invoke [8, Corollary 25.27(i)].
$(\mathrm{e}) \Rightarrow(\mathrm{a})$ : As seen in (d), $\partial \varphi$ is surjective. We have $\mathcal{H}=\operatorname{int} \operatorname{dom} \varphi \subset \operatorname{dom} \partial \varphi$ [8, Proposition 16.27]. Consequently, $\mathcal{H}=\operatorname{dom}(\mathbf{I d}-\boldsymbol{W} \circ \boldsymbol{S}) \subset \operatorname{dom} \partial \varphi$. Altogether, since $\partial \varphi$ is $3^{*}$ monotone, it follows from [8, Corollary 25.27(ii)] that $\mathbf{I d}-\boldsymbol{W} \circ \boldsymbol{S}+\partial \varphi$ is surjective.
$(\mathrm{f}) \Rightarrow(\mathrm{a})$ : As seen in (c), $\mathbf{I d}-\boldsymbol{W} \circ \boldsymbol{S}$ is surjective and $\partial \varphi$ is $3^{*}$ monotone. In addition, dom (Id $\boldsymbol{W} \circ \boldsymbol{S}) \subset \operatorname{dom} \partial \varphi$ since $\mathcal{H}=\operatorname{int} \operatorname{dom} \varphi \subset \operatorname{dom} \partial \varphi$ [8, Proposition 16.27]. Altogether, it follows from [8, Corollary 25.27 (ii)] that $\mathbf{I d}-\boldsymbol{W} \circ \boldsymbol{S}+\partial \varphi$ is surjective.
(g): Here $\operatorname{dom} \boldsymbol{A}=\operatorname{dom} \partial \varphi \subset \operatorname{dom} \varphi=X_{i=1}^{m} \operatorname{dom} \varphi_{i}$ is bounded. Hence, $\boldsymbol{F}=\operatorname{zer} \boldsymbol{A} \neq \varnothing[8$, Proposition 23.36(iii)].

Remark 4.4 In Proposition 4.3(vi), it is required that $\mathbf{I d}-\boldsymbol{W} \circ \boldsymbol{S}$ be monotone, or equivalently, that its self-adjoint part $\mathbf{I d}-\left(\boldsymbol{W} \circ \boldsymbol{S}+\boldsymbol{S}^{*} \circ \boldsymbol{W}^{*}\right) / 2$ be positive. In a finite-dimensional setting, this just means that the eigenvalues of the matrix $\boldsymbol{W} \boldsymbol{S}+\boldsymbol{S}^{*} \boldsymbol{W}^{*}$ are in ]- $\infty, 2$.

Remark 4.5 Let $\overline{\boldsymbol{x}} \in \mathcal{H}$ be a solution to the variational inequality (4.5). A natural question is whether $\overline{\boldsymbol{x}}$ solves a minimization problem. In general the answer is negative. For instance, for $m \geqslant 3$ layers, even if the Hilbert spaces $\left(\mathcal{H}_{i}\right)_{1 \leqslant i \leqslant m}$ are identical, $\boldsymbol{W}=\mathbf{I d}$, the vectors $\left(b_{i}\right)_{1 \leqslant i \leqslant m}$ are zero, and the functions $\left(\varphi_{i}\right)_{1 \leqslant i \leqslant m}$ are indicator functions of closed convex sets $\left(C_{i}\right)_{1 \leqslant i \leqslant m}$, the solutions to
(4.5) do not minimize any function $\Phi: \mathcal{H} \rightarrow \mathbb{R}$ [4]. A rather restrictive scenario in which the answer is positive is when $\mathbf{I d}-\boldsymbol{W} \circ \boldsymbol{S}$ is monotone and $\boldsymbol{W} \circ \boldsymbol{S}$ is self-adjoint. Then $\overline{\boldsymbol{x}}$ is a minimizer of $\boldsymbol{\Phi}: \boldsymbol{x} \mapsto(1 / 2)\langle\boldsymbol{x}-\boldsymbol{W}(\boldsymbol{S} \boldsymbol{x}) \mid \boldsymbol{x}\rangle+\boldsymbol{\psi}(\boldsymbol{x})$.

Example 4.6 In Model 4.1, suppose that, for every $i \in\{1, \ldots, m\}, \mathcal{H}_{i}=\mathbb{R}^{N_{i}}$ for some strictly positive integer $N_{i}$. In addition, assume that, for every $i \in\{1, \ldots, m\}, R_{i}$ is a separable activation operator with respect to the canonical basis of $\mathbb{R}^{N_{i}}$ (see Proposition 2.24 ), and that it employs the ReLU activation functions of Example 2.6. For every $i \in\{1, \ldots, m\}$, let $x_{i}=\left(\xi_{i, k}\right)_{1 \leqslant k \leqslant N_{i}} \in \mathbb{R}^{N_{i}}$ and set $b_{i}=\left(\beta_{i, k}\right)_{1 \leqslant k \leqslant N_{i}}$. Then it follows from Proposition 4.3(i) that $\left(x_{1}, \ldots, x_{m}\right) \in \boldsymbol{F}$ if and only if, for every $i \in\{1, \ldots, m\}, x_{i} \in\left[0,+\infty\left[^{N_{i}}\right.\right.$ and

$$
\begin{cases}\left(\forall k \in\left\{1, \ldots, N_{1}\right\}\right) & {\left[W_{1} x_{m}\right]_{k}+\beta_{1, k}-\xi_{1, k} \in \mathcal{I}\left(\xi_{1, k}\right)}  \tag{4.11}\\ \left(\forall k \in\left\{1, \ldots, N_{2}\right\}\right) & {\left[W_{2} x_{1}\right]_{k}+\beta_{2, k}-\xi_{2, k} \in \mathcal{I}\left(\xi_{2, k}\right)} \\ & \vdots \\ \left(\forall k \in\left\{1, \ldots, N_{m-1}\right\}\right) & {\left[W_{m-1} x_{m-2}\right]_{k}+\beta_{m-1, k}-\xi_{m-1, k} \in \mathcal{I}\left(\xi_{m-1, k}\right)} \\ \left(\forall k \in\left\{1, \ldots, N_{m}\right\}\right) & {\left[W_{m} x_{m-1}\right]_{k}+\beta_{m, k}-\xi_{m, k} \in \mathcal{I}\left(\xi_{m, k}\right)}\end{cases}
$$

where, given $x \in \mathcal{H}_{i-1},\left[W_{i} x\right]_{k}$ is the $k$ th component of $W_{i} x$ and

$$
\left(\forall \xi \in \left[0,+\infty[) \quad \mathcal{I}(\xi)= \begin{cases}\{0\}, & \text { if } \xi \in] 0,+\infty[  \tag{4.12}\\ ]-\infty, 0], & \text { if } \xi=0\end{cases}\right.\right.
$$

Altogether, we conclude that $\boldsymbol{F}$ is a closed convex polyhedron.

### 4.2 Asymptotic analysis

Next, we investigate the asymptotic behavior of (1.2) in the context of Model 4.1.
Theorem 4.7 In the setting of Model 4.1, set $T=T_{m} \circ \cdots \circ T_{1}$, let $\alpha \in[1 / 2,1]$, and suppose that the following hold:
(a) $F \neq \varnothing$.
(b) $\left(W_{i}\right)_{1 \leqslant i \leqslant m}$ satisfies Condition 3.1 with parameter $\alpha$.
(c) One of the following is satisfied:
(i) $\lambda_{n} \equiv 1 / \alpha=1$ and $T x_{n}-x_{n} \rightarrow 0$.
(ii) $\left(\lambda_{n}\right)_{n \in \mathbb{N}}$ lies in $] 0,1 / \alpha\left[\right.$ and $\sum_{n \in \mathbb{N}} \lambda_{n}\left(1-\alpha \lambda_{n}\right)=+\infty$.

Then $\left(x_{n}\right)_{n \in \mathbb{N}}$ converges weakly to a point $\bar{x}_{m} \in F$ and $\left(T_{1} \bar{x}_{m},\left(T_{2} \circ T_{1}\right) \bar{x}_{m}, \ldots,\left(T_{m-1} \circ \cdots \circ T_{1}\right) \bar{x}_{m}, \bar{x}_{m}\right)$ solves (4.5). Now suppose that, in addition, any of the following holds:
(iii) For every $i \in\{1, \ldots, m-1\}, R_{i}$ is weakly sequentially continuous.
(iv) For every $i \in\{1, \ldots, m-1\}, R_{i}$ is a separable activation operator in the sense of Proposition 2.24.
(v) For every $i \in\{1, \ldots, m-1\}, \mathcal{H}_{i}$ is finite-dimensional.
(vi) For some $\varepsilon \in] 0,1 / 2\left[,\left(\lambda_{n}\right)_{n \in \mathbb{N}}\right.$ lies in $[\varepsilon,(1-\varepsilon)(\varepsilon+1 / \alpha)]$ and, for every $i \in\{1, \ldots, m\}$, $\mathcal{H}_{i}=\mathcal{H}$ and there exists $\left.\beta_{i} \in\right] 0,1\left[\right.$ such that $\left\|W_{i}-2\left(1-\beta_{i}\right) \operatorname{Id}\right\|+\left\|W_{i}\right\| \leqslant 2 \beta_{i}$.

Then, for every $i \in\{1, \ldots, m-1\},\left(x_{i, n}\right)_{n \in \mathbb{N}}$ converges weakly to $\bar{x}_{i}=\left(T_{i} \circ \cdots \circ T_{1}\right) \bar{x}_{m}$ and $\left(\bar{x}_{1}, \ldots, \bar{x}_{m}\right)$ solves (4.5).

Proof. We first derive from (1.2) and Model 4.1 that

$$
\begin{equation*}
(\forall n \in \mathbb{N}) \quad x_{n+1}=x_{n}+\lambda_{n}\left(T x_{n}-x_{n}\right) \tag{4.13}
\end{equation*}
$$

Now set $(\forall i \in\{1, \ldots, m\}) P_{i}: \mathcal{H}_{i} \rightarrow \mathcal{H}_{i}: y \mapsto R_{i}\left(y+b_{i}\right)$. Then (4.1) yields $T=P_{m} \circ W_{m} \circ \cdots \circ P_{1} \circ W_{1}$ and, since the operators $\left(R_{i}\right)_{1 \leqslant i \leqslant m}$ are firmly nonexpansive, the operators $\left(P_{i}\right)_{1 \leqslant i \leqslant m}$ are likewise. Hence, it follows from (b), Theorem 3.8, and (4.2) that
$T$ is $\alpha$-averaged and Fix $T=F$.
(i): In view of (4.14), $T$ is nonexpansive and hence we derive from [8, Theorem 5.14(i)] that $\left(x_{n}\right)_{n \in \mathbb{N}}$ converges weakly to a point in $F$. The second assertion follows from Proposition 4.3(iii).
(ii): In view of (4.13) and (4.14), [8, Theorem 5.15(iii) and Proposition 5.16(iii)] imply that $\left(x_{n}\right)_{n \in \mathbb{N}}$ converges weakly to a point in $F$, and we conclude by invoking Proposition 4.3 (iii).

We now prove the convergence of the individual sequences under each assumption.
(iii): We have already established that $x_{n} \rightharpoonup \bar{x}_{m}$. Since $W_{1}$ is weakly continuous as a bounded linear operator, so is $T_{1}$ in (4.1). Hence, (1.2) implies that $x_{1, n}=T_{1} x_{n} \rightharpoonup T_{1} \bar{x}_{m}=\bar{x}_{1}$. Likewise, we obtain successively $x_{2, n}=T_{2} x_{1, n} \rightharpoonup T_{2} \bar{x}_{1}=\bar{x}_{2}, x_{3, n}=T_{3} x_{2, n} \rightharpoonup T_{3} \bar{x}_{2}=\bar{x}_{3}, \ldots, x_{m, n}=T_{m} x_{m-1, n} \rightharpoonup$ $T_{m} \bar{x}_{m-1}=\bar{x}_{m}$.
(iv) $\Rightarrow$ (iii): See [8, Proposition 24.12(iii)].
(v) $\Rightarrow$ (iii): A proximity operator is nonexpansive and therefore continuous, hence weakly continuous in a finite-dimensional setting.
(vi): As shown above, $x_{n} \rightharpoonup \bar{x}_{m} \in F$. It follows from Proposition 3.6(iii) and Theorem 3.8 (applied with $m=1$ ) that, for every $i \in\{1, \ldots, m\}, T_{i}$ is $\beta_{i}$-averaged. Hence, upon applying [24, Theorem 3.5(ii)] with $\alpha$ as an averaging constant of $T$, we infer that

$$
\left\{\begin{array}{l}
\left(\operatorname{Id}-T_{1}\right) x_{n}-\left(\operatorname{Id}-T_{1}\right) \bar{x}_{m} \rightarrow 0  \tag{4.15}\\
\left(\mathrm{Id}-T_{2}\right)\left(T_{1} x_{n}\right)-\left(\operatorname{Id}-T_{2}\right)\left(T_{1} \bar{x}_{m}\right) \rightarrow 0 \\
\quad \vdots \\
\left(\mathrm{Id}-T_{m}\right)\left(\left(T_{m-1} \circ \cdots \circ T_{1}\right) x_{n}\right)-\left(\operatorname{Id}-T_{m}\right)\left(\left(T_{m-1} \circ \cdots \circ T_{1}\right) \bar{x}_{m}\right) \rightarrow 0 .
\end{array}\right.
$$

Thus, $x_{1, n}-x_{n}=T_{1} x_{n}-x_{n} \rightarrow T_{1} \bar{x}_{m}-\bar{x}_{m}$, which implies that $x_{1, n}=\left(x_{1, n}-x_{n}\right)+x_{n} \rightarrow\left(T_{1} \bar{x}_{m}-\right.$ $\left.\bar{x}_{m}\right)+\bar{x}_{m}=T_{1} \bar{x}_{m}$. However, since $x_{2, n}-x_{1, n}=\left(T_{2} \circ T_{1}\right) x_{n}-T_{1} x_{n} \rightarrow\left(T_{2} \circ T_{1}\right) \bar{x}_{m}-T_{1} \bar{x}_{m}$, we obtain $x_{2, n} \rightharpoonup\left(T_{2} \circ T_{1}\right) \bar{x}_{m}$. Continuing this telescoping process yields the claim.

The next result covers the case when the variational inequality problem (4.5) has no solution.
Proposition 4.8 In the setting of Model 4.1, suppose that $\left(W_{i}\right)_{1 \leqslant i \leqslant m}$ satisfies Condition 3.1 with $\alpha \in$ $[1 / 2,1]$, that $\left(\lambda_{n}\right)_{n \in \mathbb{N}}$ lies in $[\varepsilon,(1 / \alpha)-\varepsilon]$, for some $\left.\varepsilon \in\right] 0,1 / 2\left[\right.$, and that $F=\varnothing$. Then $\left\|x_{n}\right\| \rightarrow+\infty$.

Proof. We derive from (4.13) and (4.14) that, for every $n \in \mathbb{N}, x_{n+1}=x_{n}+\mu_{n}\left(Q x_{n}-x_{n}\right)$, where $Q=(1-1 / \alpha) \operatorname{Id}+(1 / \alpha) T$ is nonexpansive and such that Fix $Q=F$, and $\left.\mu_{n}=\alpha \lambda_{n} \in\right] 0,1[$. Hence the claims follows from [8, Proposition 4.29] and [12, Corollary 9(b)].

Remark 4.9 When assumptions (a)-(c) in Theorem 4.7 are satisfied, the neural network described in Model 1.1 is robust to perturbations of its input. Indeed, since $T$ is $\alpha$-averaged in (4.13), we can write the updating rule as $x_{n+1}=Q_{n} x_{n}$, where $Q_{n}$ is nonexpansive. In turn, if $x_{0}$ and $\widetilde{x}_{0}$ are two inputs in $\mathcal{H}_{0}$, for a given $n \in \mathbb{N}$, the resulting outputs $x_{n}$ and $\widetilde{x}_{n}$ are such that $\left\|x_{n}-\widetilde{x}_{n}\right\| \leqslant\left\|x_{0}-\widetilde{x}_{0}\right\|$.

Remark 4.10 In connection with Theorem 4.7 and Remark 4.5, let us underline that in general the weak limit $\bar{x}_{m}$ of $\left(x_{n}\right)_{n \in \mathbb{N}}$ does not solve a minimization problem. A very special case in which it does is the following. Suppose that $m=2, \mathcal{H}_{1}=\mathcal{H},\left\|W_{1}\right\| \leqslant 1$, and $W_{2}=W_{1}^{*}$. Set $\psi_{1}=\varphi_{1}-\left\langle\cdot \mid b_{1}\right\rangle$ and $\psi_{2}=\varphi_{2}-\left\langle\cdot \mid b_{2}\right\rangle$, and let $\bar{x}_{2} \in F$, i.e., $\bar{x}_{2}=\left(\operatorname{prox}_{\psi_{2}} \circ W_{1}^{*} \circ \operatorname{prox}_{\psi_{1}} \circ W_{1}\right) \bar{x}_{2}$. It follows from [21, Remark $3.10(\mathrm{iv})]$ that there exists a function $\vartheta \in \Gamma_{0}(\mathcal{H})$ such that $W_{1}^{*} \circ \operatorname{prox}_{\psi_{1}} \circ W_{1}=\operatorname{prox}_{\vartheta}$. Thus, $\bar{x}_{2}$ is a fixed point of the backward-backward operator $\operatorname{prox}_{\psi_{2}} \circ \operatorname{prox}_{\vartheta}$. It then follows from [20, Remark 6.13] that $\bar{x}_{2}$ is a minimizer of ${ }^{1} \vartheta+\psi_{2}$, where ${ }^{1} \vartheta: x \mapsto \inf _{y \in \mathcal{H}}\left(\vartheta(y)+\|x-y\|^{2} / 2\right)$ is the Moreau envelope of $\vartheta$.

Remark 4.11 To model closely existing deep neural networks, we have chosen the activation operators in Definition 2.20 and Model 4.1 to be proximity operators. However, as is clear from the results of Section 3 and in particular the central Theorem 3.8, an activation operator $R_{i}: \mathcal{H}_{i} \rightarrow \mathcal{H}_{i}$ could more generally be a firmly nonexpansive operator that admits 0 as a fixed point. By [8, Corollary 23.9], this means that $R_{i}$ is the resolvent of some maximally monotone operator such $A_{i}: \mathcal{H}_{i} \rightarrow 2^{\mathcal{H}_{i}}$ (i.e., $R_{i}=\left(\operatorname{Id}+A_{i}\right)^{-1}$ ) such that $0 \in A_{i} 0$. In this context, the variational inequality (4.5) assumes the more general form of a system of monotone inclusions, namely,

$$
\text { find } \bar{x}_{1} \in \mathcal{H}_{1}, \ldots, \bar{x}_{m} \in \mathcal{H}_{m} \text { such that }\left\{\begin{array}{l}
b_{1} \in \bar{x}_{1}-W_{1} \bar{x}_{m}+A_{1} \bar{x}_{1}  \tag{4.16}\\
b_{2} \in \bar{x}_{2}-W_{2} \bar{x}_{1}+A_{2} \bar{x}_{2} \\
\vdots \\
b_{m} \in \bar{x}_{m}-W_{m} \bar{x}_{m-1}+A_{m} \bar{x}_{m}
\end{array}\right.
$$

## 5 Analysis of nonperiodic networks

We analyze the deep neural network described in Model 1.1 in the following scenario.
Assumption 5.1 In the setting of Model 1.1, there exist sequences $\left(\omega_{n}\right)_{n \in \mathbb{N}} \in \ell_{+}^{1},\left(\rho_{n}\right)_{n \in \mathbb{N}} \in \ell_{+}^{1}$, $\left(\eta_{n}\right)_{n \in \mathbb{N}} \in \ell_{+}^{1}$, and $\left(\nu_{n}\right)_{n \in \mathbb{N}} \in \ell_{+}^{1}$ for which the following hold for every $i \in\{1, \ldots, m\}$ :
(i) There exists $W_{i} \in \mathcal{B}\left(\mathcal{H}_{i-1}, \mathcal{H}_{i}\right)$ such that $(\forall n \in \mathbb{N})\left\|W_{i, n}-W_{i}\right\| \leqslant \omega_{n}$.
(ii) There exists $R_{i} \in \mathcal{A}\left(\mathcal{H}_{i}\right)$ such that $(\forall n \in \mathbb{N})\left(\forall x \in \mathcal{H}_{i}\right)\left\|R_{i, n} x-R_{i} x\right\| \leqslant \rho_{n}\|x\|+\eta_{n}$.
(iii) There exists $b_{i} \in \mathcal{H}_{i}$ such that $(\forall n \in \mathbb{N})\left\|b_{i, n}-b_{i}\right\| \leqslant \nu_{n}$.

In addition, we set

$$
\begin{equation*}
(\forall i \in\{1, \ldots, m\}) \quad T_{i}: \mathcal{H}_{i-1} \rightarrow \mathcal{H}_{i}: x \mapsto R_{i}\left(W_{i} x+b_{i}\right) . \tag{5.1}
\end{equation*}
$$

Proposition 5.2 In the setting of Model 1.1, suppose that Assumption 5.1 is satisfied, let $i \in\{1, \ldots, m\}$, and set

$$
\begin{equation*}
(\forall n \in \mathbb{N}) \quad \chi_{i, n}=\rho_{n}\left\|W_{i, n}\right\|+\omega_{n} \quad \text { and } \quad \zeta_{i, n}=\rho_{n}\left\|b_{i, n}\right\|+\eta_{n}+\nu_{n} . \tag{5.2}
\end{equation*}
$$

Then $\left(\chi_{i, n}\right)_{n \in \mathbb{N}} \in \ell_{+}^{1},\left(\zeta_{i, n}\right)_{n \in \mathbb{N}} \in \ell_{+}^{1}$, and $(\forall n \in \mathbb{N})\left(\forall x \in \mathcal{H}_{i-1}\right)\left\|T_{i, n} x-T_{i} x\right\| \leqslant \chi_{i, n}\|x\|+\zeta_{i, n}$.
Proof. According to Assumptions 5.1(i) and 5.1(iii), $\sup _{n \in \mathbb{N}}\left\|W_{i, n}\right\|<+\infty$ and $\sup _{n \in \mathbb{N}}\left\|b_{i, n}\right\|<+\infty$. It then follows from (5.2) that $\left(\chi_{i, n}\right)_{n \in \mathbb{N}} \in \ell_{+}^{1}$ and $\left(\zeta_{i, n}\right)_{n \in \mathbb{N}} \in \ell_{+}^{1}$. Hence, we deduce from (1.1),
(5.1), the nonexpansiveness of $R_{i}$, and Assumption 5.1 that

$$
\begin{align*}
(\forall n \in & \mathbb{N})\left(\forall x \in \mathcal{H}_{i-1}\right) \quad\left\|T_{i, n} x-T_{i} x\right\| \\
& \leqslant\left\|R_{i, n}\left(W_{i, n} x+b_{i, n}\right)-R_{i}\left(W_{i, n} x+b_{i, n}\right)\right\|+\left\|R_{i}\left(W_{i, n} x+b_{i, n}\right)-R_{i}\left(W_{i} x+b_{i}\right)\right\| \\
& \leqslant \rho_{n}\left\|W_{i, n} x+b_{i, n}\right\|+\eta_{n}+\left\|W_{i, n} x+b_{i, n}-W_{i} x-b_{i}\right\| \\
& \leqslant \rho_{n}\left(\left\|W_{i, n}\right\|\|x\|+\left\|b_{i, n}\right\|\right)+\eta_{n}+\left\|W_{i, n}-W_{i}\right\|\|x\|+\left\|b_{i, n}-b_{i}\right\| \\
& \leqslant \rho_{n}\left(\left\|W_{i, n}\right\|\|x\|+\left\|b_{i, n}\right\|\right)+\eta_{n}+\omega_{n}\|x\|+\nu_{n} \\
& =\chi_{i, n}\|x\|+\zeta_{i, n}, \tag{5.3}
\end{align*}
$$

as claimed.
Proposition 5.3 In the setting of Model 1.1, suppose that Assumption 5.1 is satisfied. Then, for every $i \in\{1, \ldots, m\}$, there exist $\left(\tau_{i, n}\right)_{n \in \mathbb{N}} \in \ell_{+}^{1}$ and $\left(\theta_{i, n}\right)_{n \in \mathbb{N}} \in \ell_{+}^{1}$ such that

$$
\begin{equation*}
(\forall n \in \mathbb{N})(\forall x \in \mathcal{H}) \quad\left\|\left(T_{i, n} \circ \cdots \circ T_{1, n}\right) x-\left(T_{i} \circ \cdots \circ T_{1}\right) x\right\| \leqslant \tau_{i, n}\|x\|+\theta_{i, n} . \tag{5.4}
\end{equation*}
$$

Proof. For every $i \in\{1, \ldots, m\}$, define $\left(\chi_{i, n}\right)_{n \in \mathbb{N}}$ and $\left(\zeta_{i, n}\right)_{n \in \mathbb{N}}$ as in (5.2), According to Proposition 5.2, (5.4) is satisfied for $i=1$ by setting $(\forall n \in \mathbb{N}) \tau_{1, n}=\chi_{1, n}$ and $\theta_{1, n}=\zeta_{1, n}$. Next, let us assume that (5.4) holds for $i \in\{1, \ldots, m-1\}$ and set

$$
(\forall n \in \mathbb{N})\left\{\begin{array}{l}
\tau_{i+1, n}=\left(\left\|W_{i+1}\right\|+\chi_{i+1, n}\right) \tau_{i, n}+\chi_{i+1, n} \prod_{k=1}^{i}\left\|W_{k}\right\|  \tag{5.5}\\
\theta_{i+1, n}=\left(\left\|W_{i+1}\right\|+\chi_{i+1, n}\right) \theta_{i, n}+\chi_{i+1, n} \sum_{j=1}^{i}\left(\left\|b_{j}\right\| \prod_{k=j+1}^{i}\left\|W_{k}\right\|\right)+\zeta_{i+1, n}
\end{array}\right.
$$

Then the sequences $\left(\tau_{i+1, n}\right)_{n \in \mathbb{N}}$ and $\left(\theta_{i+1, n}\right)_{n \in \mathbb{N}}$ belong to $\ell_{+}^{1}$. Now let $n \in \mathbb{N}$ and $x \in \mathcal{H}$. Upon invoking Proposition 5.2, the nonexpansiveness of $R_{i+1}$, and Proposition 4.2, we obtain

$$
\left.\begin{array}{l}
\left\|\left(T_{i+1, n} \circ \cdots \circ T_{1, n}\right) x-\left(T_{i+1} \circ \cdots \circ T_{1}\right) x\right\| \\
\quad \leqslant\left\|\left(T_{i+1, n} \circ T_{i, n} \circ \cdots \circ T_{1, n}\right) x-\left(T_{i+1} \circ T_{i, n} \circ \cdots \circ T_{1, n}\right) x\right\| \\
\quad+\left\|\left(T_{i+1} \circ T_{i, n} \circ \cdots \circ T_{1, n}\right) x-\left(T_{i+1} \circ T_{i} \circ \cdots \circ T_{1}\right) x\right\| \\
\leqslant
\end{array} \quad \chi_{i+1, n}\left\|\left(T_{i, n} \circ \cdots \circ T_{1, n}\right) x\right\|+\zeta_{i+1, n}+\left\|\left(T_{i+1} \circ T_{i, n} \circ \cdots \circ T_{1, n}\right) x-\left(T_{i+1} \circ T_{i} \circ \cdots \circ T_{1}\right) x\right\|\right)
$$

which proves the result by induction.
We can now present the main result of this section on the asymptotic behavior of Model 1.1. The proof of this result relies on Theorem 4.7, which it extends.

Theorem 5.4 Consider the setting of Model 1.1 and let $\alpha \in[1 / 2,1]$. Suppose that Assumption 5.1 is satisfied as well as the following:
(a) $F=\operatorname{Fix} T \neq \varnothing$, where $T=T_{m} \circ \cdots \circ T_{1}$.
(b) $\left(W_{i}\right)_{1 \leqslant i \leqslant m}$ satisfies Condition 3.1 with parameter $\alpha$.
(c) One of the following is satisfied:
(i) $\lambda_{n} \equiv \alpha=1$ and $T x_{n}-x_{n} \rightarrow 0$.
(ii) $\left(\lambda_{n}\right)_{n \in \mathbb{N}}$ lies in $] 0,1 / \alpha\left[\right.$ and $\sum_{n \in \mathbb{N}} \lambda_{n}\left(1-\alpha \lambda_{n}\right)=+\infty$.

Then $\left(x_{n}\right)_{n \in \mathbb{N}}$ converges weakly to a point $\bar{x}_{m} \in F$ and $\left(T_{1} \bar{x}_{m},\left(T_{2} \circ T_{1}\right) \bar{x}_{m}, \ldots,\left(T_{m-1} \circ \cdots \circ T_{1}\right) \bar{x}_{m}, \bar{x}_{m}\right)$ solves (4.5). Now suppose that, in addition, any of the following holds:
(iii) For every $i \in\{1, \ldots, m-1\}, R_{i}$ is weakly sequentially continuous.
(iv) For every $i \in\{1, \ldots, m-1\}, R_{i}$ is a separable activation function in the sense of Proposition 2.24.
(v) For every $i \in\{1, \ldots, m-1\}, \mathcal{H}_{i}$ is finite-dimensional.
(vi) For some $\varepsilon \in] 0,1 / 2\left[,\left(\lambda_{n}\right)_{n \in \mathbb{N}}\right.$ lies in $[\varepsilon,(1-\varepsilon)(\varepsilon+1 / \alpha)]$ and, for every $i \in\{1, \ldots, m\}, \mathcal{H}_{i}=\mathcal{H}$ and there exists $\left.\beta_{i} \in\right] 0,1\left[\right.$ such that $\left\|W_{i}-2\left(1-\beta_{i}\right) \mathrm{Id}\right\|+\left\|W_{i}\right\| \leqslant 2 \beta_{i}$.

Then, for every $i \in\{1, \ldots, m-1\},\left(x_{i, n}\right)_{n \in \mathbb{N}}$ converges weakly to $\bar{x}_{i}=\left(T_{i} \circ \cdots \circ T_{1}\right) \bar{x}_{m}$ and $\left(\bar{x}_{1}, \ldots, \bar{x}_{m}\right)$ solves (4.5).

Proof. Let $\left(y_{n}\right)_{n \in \mathbb{N}}$ be the sequence defined by $y_{0}=x_{0}$ and

$$
\begin{align*}
& \text { for } n=0,1, \ldots \\
& \qquad \begin{aligned}
y_{1, n} & =T_{1} y_{n} \\
y_{2, n} & =T_{2} y_{1, n} \\
& \vdots \\
y_{m, n} & =T_{m} y_{m-1, n} \\
y_{n+1} & =y_{n}+\lambda_{n}\left(y_{m, n}-y_{n}\right)
\end{aligned} \tag{5.7}
\end{align*}
$$

For every $n \in \mathbb{N}$, set $S_{n}=T_{m, n} \circ \cdots \circ T_{1, n}$. We derive from (1.2) and (5.7) that

$$
\begin{align*}
(\forall n \in \mathbb{N}) \quad\left\|x_{n+1}-y_{n+1}\right\| & =\left\|x_{n}+\lambda_{n}\left(S_{n} x_{n}-x_{n}\right)-y_{n}-\lambda_{n}\left(T y_{n}-y_{n}\right)\right\| \\
& \leqslant \lambda_{n}\left\|S_{n} x_{n}-T x_{n}\right\|+\left\|x_{n}-y_{n}+\lambda_{n}\left(T x_{n}-T y_{n}-x_{n}+y_{n}\right)\right\| . \tag{5.8}
\end{align*}
$$

At the same time, by Proposition 5.3, there exist $\left(\tau_{m, n}\right)_{n \in \mathbb{N}} \in \ell_{+}^{1}$ and $\left(\theta_{m, n}\right)_{n \in \mathbb{N}} \in \ell_{+}^{1}$ such that

$$
\begin{align*}
(\forall n \in \mathbb{N}) \quad\left\|S_{n} x_{n}-T x_{n}\right\| & \leqslant \tau_{m, n}\left\|x_{n}\right\|+\theta_{m, n}  \tag{5.9}\\
& \leqslant \tau_{m, n}\left(\left\|x_{n}-y_{n}\right\|+\left\|y_{n}\right\|\right)+\theta_{m, n} \tag{5.10}
\end{align*}
$$

On the other hand, by Theorem 3.8, Assumption 5.1(ii), and (b), $T$ is $\alpha$-averaged. Hence, there exists a nonexpansive operator $Q: \mathcal{H} \rightarrow \mathcal{H}$ such that $T=(1-\alpha) \operatorname{Id}+\alpha Q$. Since (c) implies that $\left(\lambda_{n}\right)_{n \in \mathbb{N}}$ lies in $\left.] 0,1 / \alpha\right]$, we deduce that

$$
\begin{align*}
(\forall n \in \mathbb{N}) \quad\left\|x_{n}-y_{n}+\lambda_{n}\left(T x_{n}-T y_{n}-x_{n}+y_{n}\right)\right\| & =\left\|\left(1-\alpha \lambda_{n}\right)\left(x_{n}-y_{n}\right)+\alpha \lambda_{n}\left(Q x_{n}-Q y_{n}\right)\right\| \\
& \leqslant\left(1-\alpha \lambda_{n}\right)\left\|x_{n}-y_{n}\right\|+\alpha \lambda_{n}\left\|Q x_{n}-Q y_{n}\right\| \\
& \leqslant\left\|x_{n}-y_{n}\right\| . \tag{5.11}
\end{align*}
$$

Altogether (5.8), (5.10), and (5.11) yield

$$
\begin{equation*}
(\forall n \in \mathbb{N}) \quad\left\|x_{n+1}-y_{n+1}\right\| \leqslant\left(1+\frac{\tau_{m, n}}{\alpha}\right)\left\|x_{n}-y_{n}\right\|+\frac{1}{\alpha}\left(\tau_{m, n}\left\|y_{n}\right\|+\theta_{m, n}\right) . \tag{5.12}
\end{equation*}
$$

However, Theorem 4.7 guarantees that $\delta=\sup _{n \in \mathbb{N}}\left\|y_{n}\right\|<+\infty$ and therefore that

$$
\begin{equation*}
(\forall n \in \mathbb{N}) \quad\left\|x_{n+1}-y_{n+1}\right\| \leqslant\left(1+\frac{\tau_{m, n}}{\alpha}\right)\left\|x_{n}-y_{n}\right\|+\frac{1}{\alpha}\left(\tau_{m, n} \delta+\theta_{m, n}\right) \tag{5.13}
\end{equation*}
$$

Since $\left(\tau_{m, n}\right)_{n \in \mathbb{N}}$ and $\left(\tau_{m, n} \delta+\theta_{m, n}\right)_{n \in \mathbb{N}}$ are in $\ell_{+}^{1}$, there exists $\nu \in\left[0,+\infty\left[\right.\right.$ such that $\left\|x_{n}-y_{n}\right\| \rightarrow \nu$ [8, Lemma 5.31]. Consequently, $\delta^{\prime}=\sup _{n \in \mathbb{N}}\left\|x_{n}\right\| \leqslant \delta+\sup _{n \in \mathbb{N}}\left\|x_{n}-y_{n}\right\|<+\infty$. Now, set

$$
\begin{equation*}
(\forall n \in \mathbb{N}) \quad e_{n}=\frac{1}{\alpha}\left(S_{n} x_{n}-T x_{n}\right) \tag{5.14}
\end{equation*}
$$

Then it follows from (5.9) that

$$
\begin{equation*}
\sum_{n \in \mathbb{N}}\left\|e_{n}\right\| \leqslant \frac{1}{\alpha} \sum_{n \in \mathbb{N}}\left(\tau_{m, n}\left\|x_{n}\right\|+\theta_{m, n}\right) \leqslant \frac{\delta^{\prime}}{\alpha} \sum_{n \in \mathbb{N}} \tau_{m, n}+\frac{1}{\alpha} \sum_{n \in \mathbb{N}} \theta_{m, n}<+\infty . \tag{5.15}
\end{equation*}
$$

In view of (1.2), we have

$$
\begin{equation*}
\left.(\forall n \in \mathbb{N}) \quad x_{n+1}=x_{n}+\mu_{n}\left(Q x_{n}+e_{n}-x_{n}\right), \quad \text { where } \quad \mu_{n}=\alpha \lambda_{n} \in\right] 0,1[. \tag{5.16}
\end{equation*}
$$

(i): The weak convergence of $\left(x_{n}\right)_{n \in \mathbb{N}}$ to a point $\bar{x}_{m} \in \operatorname{Fix} Q=F$ follows from (5.16) and [8, Theorem 5.33(iv)] by arguing as in the proof of [8, Theorem 5.14(i)].
(ii): It follows from (5.16) that $\sum_{n \in \mathbb{N}} \mu_{n}\left(1-\mu_{n}\right)=+\infty$. Hence [8, Proposition 5.34(iii)] implies that $\left(x_{n}\right)_{n \in \mathbb{N}}$ converges weakly to a point $\bar{x}_{m} \in \operatorname{Fix} Q=F$.

In (i)-(ii) above, Proposition 4.3 (iii) ensures that $\left(T_{1} \bar{x}_{m},\left(T_{2} \circ T_{1}\right) \bar{x}_{m}, \ldots,\left(T_{m-1} \circ \cdots \circ T_{1}\right) \bar{x}_{m}, \bar{x}_{m}\right)$ solves (4.5).
(iii)-(v): If one of these assumptions holds, by proceeding as in the proof of Theorem 4.7(iii)(v), we obtain that, for every $i \in\{1, \ldots, m-1\}$, $\left(T_{i} \circ \cdots \circ T_{1}\right) x_{n} \rightarrow \bar{x}_{i}=\left(T_{i} \circ \cdots \circ T_{1}\right) \bar{x}_{m}$ and that, furthermore, $\left(\bar{x}_{1}, \ldots, \bar{x}_{m}\right)$ solves (4.5). However, Proposition 5.3 asserts that, for every $i \in\{1, \ldots, m-1\}$, there exist $\left(\tau_{i, n}\right)_{n \in \mathbb{N}} \in \ell_{+}^{1}$ and $\left(\theta_{i, n}\right)_{n \in \mathbb{N}} \in \ell_{+}^{1}$ such that, for every $n \in \mathbb{N}$,

$$
\begin{equation*}
\left\|x_{i, n}-\left(T_{i} \circ \cdots \circ T_{1}\right) x_{n}\right\|=\left\|\left(T_{i, n} \circ \cdots \circ T_{1, n}\right) x_{n}-\left(T_{i} \circ \cdots \circ T_{1}\right) x_{n}\right\| \leqslant \tau_{i, n}\left\|x_{n}\right\|+\theta_{i, n} \tag{5.17}
\end{equation*}
$$

Since $\left(x_{n}\right)_{n \in \mathbb{N}}$ is bounded, $x_{i, n}-\left(T_{i} \circ \cdots \circ T_{1}\right) x_{n} \rightarrow 0$ and therefore $x_{i, n} \rightharpoonup \bar{x}_{i}$.
(vi): For every $i \in\{1, \ldots, m\}$, set

$$
\begin{equation*}
(\forall n \in \mathbb{N}) \quad e_{i, n}=\left(T_{i, n} \circ T_{i-1, n} \circ \cdots \circ T_{1, n}\right) x_{n}-\left(T_{i} \circ T_{i-1, n} \circ \cdots \circ T_{1, n}\right) x_{n}, \tag{5.18}
\end{equation*}
$$

and let $\left(\chi_{i, n}\right)_{n \in \mathbb{N}}$ and $\left(\zeta_{i, n}\right)_{n \in \mathbb{N}}$ be defined as in (5.2). By Propositions 4.2, 5.2, and 5.3, we have

$$
\begin{equation*}
(\forall n \in \mathbb{N}) \quad\left\|e_{1, n}\right\| \leqslant \chi_{1, n}\left\|x_{n}\right\|+\zeta_{1, n} \tag{5.19}
\end{equation*}
$$

and

$$
\begin{align*}
&(\forall i \in\{2, \ldots, m\})\left(\exists\left(\tau_{i-1, n}\right)_{n \in \mathbb{N}} \in \ell_{+}^{1}\right)\left(\exists\left(\theta_{i-1, n}\right)_{n \in \mathbb{N}} \in \ell_{+}^{1}\right)(\forall n \in \mathbb{N}) \\
&\left\|e_{i, n}\right\| \leqslant \chi_{i, n}\left\|\left(T_{i-1, n} \circ \cdots \circ T_{1, n}\right) x_{n}\right\|+\zeta_{i, n} \\
& \leqslant \chi_{i, n}\left(\left\|\left(T_{i-1, n} \circ \cdots \circ T_{1, n}\right) x_{n}-\left(T_{i-1} \circ \cdots \circ T_{1}\right) x_{n}\right\|+\left\|\left(T_{i-1} \circ \cdots \circ T_{1}\right) x_{n}\right\|\right)+\zeta_{i, n} \\
& \leqslant \chi_{i, n}\left(\tau_{i-1, n}\left\|x_{n}\right\|+\theta_{i-1, n}+\left\|x_{n}\right\| \prod_{k=1}^{i-1}\left\|W_{k}\right\|+\sum_{j=1}^{i-1}\left\|b_{j}\right\|\left(\prod_{k=j+1}^{i-1}\left\|W_{k}\right\|\right)\right)+\zeta_{i, n} . \tag{5.20}
\end{align*}
$$

Thus, since $\left(x_{n}\right)_{n \in \mathbb{N}}$ is bounded,

$$
\begin{equation*}
(\forall i \in\{1, \ldots, m\}) \quad\left(\left\|e_{i, n}\right\|\right)_{n \in \mathbb{N}} \in \ell_{+}^{1} . \tag{5.21}
\end{equation*}
$$

In addition, by (5.18) and (1.2),

$$
\begin{equation*}
(\forall n \in \mathbb{N}) \quad x_{n+1}=x_{n}+\lambda_{n}\left(T_{m}\left(T_{m-1}\left(\cdots T_{2}\left(T_{1} x_{n}+e_{1, n}\right)+e_{2, n} \cdots\right)+e_{m-1, n}\right)+e_{m, n}-x_{n}\right) \tag{5.22}
\end{equation*}
$$

Thus, since Proposition 3.6(iii) and Theorem 3.8 imply that the operators $\left(T_{i}\right)_{1 \leqslant i \leqslant m}$ are averaged, the proof can be completed as that of Theorem 4.7(vi) since [24, Theorem 3.5(ii)] asserts that (4.15) remains valid under (5.21).
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