
HAL Id: hal-02424104
https://hal.science/hal-02424104v1

Preprint submitted on 26 Dec 2019

HAL is a multi-disciplinary open access
archive for the deposit and dissemination of sci-
entific research documents, whether they are pub-
lished or not. The documents may come from
teaching and research institutions in France or
abroad, or from public or private research centers.

L’archive ouverte pluridisciplinaire HAL, est
destinée au dépôt et à la diffusion de documents
scientifiques de niveau recherche, publiés ou non,
émanant des établissements d’enseignement et de
recherche français ou étrangers, des laboratoires
publics ou privés.

FINITE VOLUME SCHEME AND RENORMALIZED
SOLUTIONS FOR A NONCOERCIVE AND

NONLINEAR PARABOLIC PROBLEM WITH L1
DATA

Olivier Guibé, Sarah Leclavier

To cite this version:
Olivier Guibé, Sarah Leclavier. FINITE VOLUME SCHEME AND RENORMALIZED SOLUTIONS
FOR A NONCOERCIVE AND NONLINEAR PARABOLIC PROBLEM WITH L1 DATA. 2019.
�hal-02424104�

https://hal.science/hal-02424104v1
https://hal.archives-ouvertes.fr


FINITE VOLUME SCHEME AND RENORMALIZED SOLUTIONS

FOR A NONCOERCIVE AND NONLINEAR PARABOLIC

PROBLEM WITH L1 DATA

OLIVIER GUIBÉ AND SARAH LECLAVIER

Abstract. In the present paper by using the tools developed for finite volume
schemes, we adapt the strategy used to deal with the existence of a renormal-
ized solution for parabolic problems with L1 data. We prove here the conver-
gence of the finite volume approximate solution of a noncoercive and nonlinear
parabolic equation to a renormalized solution. Under additional assumptions
on the problem, the uniqueness of the renormalized solution implies that the
whole sequence converges.

1. Introduction

In this work we consider a finite volume implicit in time discretization (with an
upstream choice for the convective flux) of the following parabolic problem:

∂u

∂t
− div(λ(u)∇u) + div(vu) = f in Q,

u = 0 on ∂Ω × (0, T ),(1.1)

u(x, 0) = u0(x) ∀x ∈ Ω,

where Ω is an open bounded polygonal subset of Rd, d ≥ 2, T is a positive number
and Q = Ω × (0, T ). Moreover λ is a continuous function such that λ(u) ≥ µ > 0,
with µ a positive real number, v ∈ (Ld+2(Q))d, u0 ∈ L1(Ω) and f ∈ L1(Q).

The main difficulties in dealing with the existence and the uniqueness of a so-
lution to problem (1.1) are due to the noncoercive and nonlinear characters of the
operator and to the L1 data f . These difficulties naturally have an impact on
any finite volume or finite element scheme to handle approximation of solution of
(1.1). Indeed, due to the noncoercive character of the equation, we have to control
a discrete variational formulation of div(vu) which is not simple (see Proposition
3.3). Moreover, since the data is not regular enough, residual terms appear when
controling the discrete time derivative: we use a nonlinear test function and the
chain rule formula does not apply in the discrete case. We thus have to control
these extra terms.

When v = 0, as far as parabolic equations with L1 or measure data are concerned
Boccardo and Gallouët have proved in [11] the existence of a distributional solution
for nonlinear and coercive equations. Since the solution in the sense of distribution
is not unique in general (see [32] in the elliptic case and [31] in the parabolic
case) different notions of solution have been developed for parabolic (or elliptic)
equations with L1 data (and measure data): the notion of renormalized solution
which have been introduced by DiPerna and Lions in [16] for first order equations.
This notion has been adapted to elliptic equations ([27], see also [13] for measure
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2 OLIVIER GUIBÉ AND SARAH LECLAVIER

data) and to parabolic equations with L1 or measure data ([8, 9, 29]). Renormalized
solutions allow one to obtain in general existence, stability and uniqueness results
when the data belongs to L1. Nonlinear version of (1.1) with p−growth operator
is adressed in [14, 15]: existence and uniqueness are proved (under more restrictive
assumptions). A large number of papers is devoted to renormalized or entropy
solutions of parabolic problems with L1 data: see, among others [7, 10, 18, 30, 31].

As far as finite volume schemes are concerned we refer to the book [19] in which
the authors study finite volume approximation for linear or nonlinear elliptic, para-
bolic and hyperbolic equations. As in the continuous case one of the main obstacle
for time dependent equations is to derive some compactness (and then the pointwise
convergence) for the approximate solution which is necessary (but not sufficient) to
pass to the limit. One of the methods is to derive with the equation an estimate on
differences of time and space translates (see [19] and [1, 2, 3, 4, 20] in the context of
degenerate parabolic equations). Another method is to use the compactness result
proved in [22] which is a discrete version of Aubin-Lions Lemma (see [33]).

When f ∈ L1, the convergence of a finite volume scheme for the linear version
of (1.1) (i.e. λ = 1) and when v is more regular (v ∈ C1(Ω̄ × [0, T ]) and div(v) = 0)
has been studied in [21] (see also [17] for the stationary case). They proved that
the solution of the scheme for equation ∂tu+div(uv) − ∆u = f converges to a weak
solution of this equation in the sense

(1.2)





u ∈ ∩
1≤q≤(d+2)/(d+1)

Lq(0, T ; W 1,q
0 (Ω)),

∫
Q u ∂tϕ dx dt +

∫
Q ∇u · ∇ϕ dx dt −

∫
Q uv · ∇ϕ dx dt

=
∫

Q
f ϕ dx dt +

∫
Ω u0ϕ(0) dx ∀ϕ ∈ C∞

c (Ω × [0, T )).

The case where λ is a continuous and bounded function is dealt in [22, 24], where
the authors prove the convergence of the solution of the finite volume scheme to a
weak solution (in the sense of (1.2)) of (1.1). However due to the low regularity of
u the uniqueness of such a solution in the sense of (1.2) remains an open question
even in the linear case.

Using the notion of renormalized solution, the existence of a solution of (1.1)
is established in [15] for a non linear version with p-growth condition while the
uniqueness is dealt in [14].

The novelty of the present paper is to mix the tools developed for finite volume
schemes ([19, 22, 21]) with the strategy to deal with the existence of a renormalized
solution for parabolic equations with L1 data ([9, 10]). The main result (see Theo-
rem 2.8) is that the finite volume approximate solution of (1.1) converges (up to a
subsequence) to a renormalized solution of (1.1). Moreover when λ is a locally Lip-
schitz continuous or when v does not depend on t, since the renormalized solution
is unique we deduce that the whole sequence converges to the unique renormalized
solution of (1.1). To our knowledge and with respect to the above mentioned refer-
ences the result is new (in particular for nonlinear parabolic equation with L1 data).
Let us mention that such an analysis is performed in [25] for the stationnary case,
namely the equation −div(λ(u)∇u)+div(vu) = f with f ∈ L1(Ω), v ∈ Lp(Ω)d,
2 < p < +∞ if d = 2, p = d if d ≥ 3 and with Dirichlet boundary conditions. It is
worth noting that time dependent equations give additional difficulties due to the
lack of regularity of ∂u

∂t . Moreover in the case where λ is not bounded there is no

reason to have a solution in the sense of distributions for f ∈ L1(Q). This is why
the framework of renormalized solutions appears to be more convenient.

Recall (see [9, 10]) that a renormalized solution of (1.1) is a measurable function
u defined from Q to R such that

(1.3) u ∈ L∞(0, T ; L1(Ω)),
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(1.4) ∀k > 0, Tk(u) ∈ L2(0, T ; H1
0(Ω)),

(1.5) lim
k→+∞

1

k

∫ T

0

∫

Ω
λ(u)|∇Tk(u)|2 dx dt = 0,

and for every functions ξ ∈ C∞
c (Ω × [0, T )) and S ∈ W 2,∞(R) such that S′ has a

compact support and S′(u)ξ ∈ L2(0, T ; H1
0 (Ω)).

−

∫ T

0

∫

Ω
ξtS(u) dx dt −

∫

Ω
ξ(x, 0)S(u0) dx

+

∫ T

0

∫

Ω
λ(u)∇u · ∇(ξS′(u)) dx dt −

∫ T

0

∫

Ω
u v · ∇(ξS′(u)) dx dt

=

∫ T

0

∫

Ω
f ξS′(u) dx dt.(1.6)

Here Tk is the truncate function at height k:

Tk(s) =

{
s if |s| ≤ k,

sgn(s)k if |s| > k.

The paper is organized as follows. In Section 2, we present the finite volume
scheme, the time discretization and the properties of the discrete gradient. Section
3 is devoted to prove several estimates, especially an estimate on the time derivative
and the discrete equivalent to (1.5) which is crucial to pass to the limit in the
scheme. In Section 4, we prove the convergence of the finite volume scheme, passing
to the limit and using both a density argument and Steklov averages.

2. The finite volume scheme and the time discretization

Let us define the admissibility of the mesh in the present work.

Definition 2.1. (Admissible mesh) Let Ω be an open bounded polygonal subset
of Rd. An admissible finite volume mesh of Ω is given by a finite partition T of Ω in
polygonal convex sets, called the "control volumes", by a finite family E of disjoint
subsets of Ω̄ contained in affine hyperplanes, called the "edges", and by a family
P = (xK)K∈T of points in Ω such that

• each σ ∈ E is a non-empty open subset of ∂K for some K ∈ T ,
• by denoting E(K) = {σ ∈ E ; σ ∈ ∂K}, one has ∂K = ∪σ∈E(K)σ̄ for all

K ∈ T ,
• for all K 6= L in T , either the (d − 1)-dimensional measure of K̄ ∩ L̄ is

null, or K̄ ∩ L̄ = σ̄ for some σ ∈ E, that we denote then σ = K|L,
• for all K ∈ T , xK is in the interior of K,
• for all σ = K|L ∈ E, the line (xK , xL) intersects and is orthogonal to σ,
• for all σ ∈ E, σ ⊂ ∂Ω ∩ ∂K, the line which is orthogonal to σ and going

through xK intersects σ.

We denote by |K| (resp. |σ|) the Lebesgue measure of K ∈ T (resp. σ ∈ E).
The unit normal to σ ∈ E(K) outward to K is denoted by ηK,σ. Eint (resp. Eext)
is defined as the set of interior (resp. boundary) edges.
For any K ∈ T and σ ∈ E(K) we denote by dK,σ the Euclidean distance between
xK and σ. For any σ ∈ E , we define dσ = dK,σ + dL,σ if σ = K|L ∈ Eint (in
which case dσ is the Euclidean distance between xK and xL) and dσ = dK,σ if
σ ∈ Eext ∩ E(K).
The size of the mesh, denoted by hT , is defined by hT = supK∈T diam(K).
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In the continuous case, Poincaré and Sobolev inequalities are necessary to find a
priori estimates, and then to solve the problem. Since, in the discrete case we also
need to find such estimates, we will need discrete versions of these two inequalities
(see [12]). Before that, we have to define the discrete W 1,q

0 norm.

Definition 2.2. (Discrete W 1,q
0 norm) Let Ω be an open bounded polygonal

subset of R
d, d ≥ 2, and let T be an admissible mesh. Define X(T ) as the set of

functions from Ω to R which are constant over each control volume of the mesh.
For vT ∈ X(T ) and q ∈ [1, +∞[, we define the discrete W 1,q

0 norm by

‖vT ‖q
1,q,T =

∑

σ∈Eint

σ=K|L

|σ|dσ

∣∣∣∣
vK − vL

dσ

∣∣∣∣
q

+
∑

σ∈Eext

σ∈E(K)

|σ|dσ

∣∣∣∣
vK

dσ

∣∣∣∣
q

where vK denotes the value taken by v on the control volume K.

Let us also define

‖vT ‖1,∞,T = max
{

{
|vK − vL|

dσ
, σ ∈ Eint, σ = K|L}

∪ {
|vK |

dσ
, σ ∈ Eext, σ ∈ E(K)} ∪ {|vK |, K ∈ T }

}
.

Definition 2.3. (Discrete dual norm) Let q > 1 and let q′ be given by 1
q + 1

q′ = 1

if q is finite and q′ = 1 if q = +∞. We define the dual norm by

‖v‖−1,q′,T = sup
w∈X(T )

w 6=0

1

‖w‖1,q,T

∫

Ω
v w dx.

Proposition 2.4. (Discrete Poincaré inequality) Let T be an admissible mesh
and vT ∈ X(T ). Then, if 1 ≤ q ≤ 2,

‖vT ‖Lq(Ω) ≤ diam(Ω)‖vT ‖1,q,T .

Proposition 2.5. (Discrete Sobolev inequality) Let 1 ≤ q ≤ 2, T be an
admissible mesh and ξ > 0 satisfying

for all K ∈ T and all σ ∈ E(K), dK,σ ≥ ξdσ.

Then, with q∗ = dq
d−q if q < d and q∗ < ∞ if q = d = 2, there exists C > 0 only

depending on (Ω, q, q∗, ξ) such that, for all vT ∈ X(T ),

‖vT ‖Lq∗(Ω) ≤ C ‖vT ‖1,q,T .

As far as the time dicretization is concerned, we suppose given a uniform par-
tition of the interval [0, T ) such that [0, T ] = ∪1≤i≤N [ti−1, ti] where ti = iδt

and δt = T
N . We define XD the space of piecewise constant functions over each

K × (ti−1, ti) for K ∈ T and 1 ≤ i ≤ N . To each sequence (vi
T )1≤i≤N of functions

of X(T ), we associate the function vD ∈ XD defined by :

vD(x, t) = vi
T (x) ∀x ∈ Ω, ∀t ∈ (ti−1, ti), 1 ≤ i ≤ N,

i.e. vD(x, t) = vi
K ∀x ∈ K, K ∈ T , ∀t ∈ (ti−1, ti), 1 ≤ i ≤ N.

We now define the discrete time derivative of vD by

∂t,Dvi(x) =
vi(x) − vi−1(x)

δt
∀1 ≤ i ≤ N,

i.e. ∂tv
i
K =

vi
K − vi−1

K

δt
∀K ∈ T , ∀1 ≤ i ≤ N.

Before writing the finite volume scheme, let us recall the definition of the discrete
finite volume gradient (see [24]).



FINITE VOLUME SCHEME AND RENORMALIZED SOLUTIONS FOR . . . 5

Definition 2.6. (Discrete finite volume gradient) For K ∈ T and σ ∈ E(K),
we define the volume DK,σ as the cone of basis σ and of opposite vertex xK . Then,
we define the "diamond-cell" Dσ (see Figure 1) by

Dσ = DK,σ ∪ DL,σ if σ = K|L ∈ Eint,

Dσ = DK,σ if σ ∈ Eext ∩ E(K).

For any vD ∈ XD, we define the discrete gradient ∇DvD as the piecewise constant
function over each Dσ × (ti−1, ti) and given by

∀σ ∈ Eint, σ = K|L, ∀1 ≤ i ≤ N,

∇DvD(x, t) = d
vi

L − vi
K

dσ
ηK,σ, ∀x ∈ Dσ, ∀t ∈ (ti−1, ti],

∀σ ∈ Eext ∩ E(K), ∀1 ≤ i ≤ N,

∇DvD(x, t) = d
0 − vi

K

dσ
ηK,σ, ∀x ∈ Dσ, ∀t ∈ (ti−1, ti].

σ
=

K
|L

•
xK

•
xL

K

L

: Dσdσ

|σ
|

Figure 1. The diamond Dσ

Lemma 2.7. (Weak convergence of the finite volume gradient) Let (Tm)m≥1

be a sequence of admissible meshes such that there exists ξ > 0 satisfying

for all m ≥ 1 for all K ∈ Tm and all σ ∈ E(K), dK,σ ≥ ξdσ,

and such that hTm
→ 0 and let δtm be a sequence of time steps such that δtm → 0.

Let vDm
∈ XDm

and let us assume that there exists C > 0 such that
∑N

i=1 δtm‖vi
Tm

‖2
1,2,Tm

≤

C, and that vDm
converges weakly in L1(Q) to v ∈ L2(0, T ; H1

0 (Ω)). Then ∇Dm
vDm

converges to ∇v weakly in L2(Q)d.

The proof of this lemma is an easy adaptation of the proof done in [24] in the
elliptic case. The only difference is the presence of a time integral.

Let T be an admissible mesh, we are now in a position to give the finite volume
discretization of (1.1). For 1 ≤ i ≤ N , K ∈ T and σ ∈ E(K), we define

v
i
K,σ =

1

δt|Dσ|

∫ ti

ti−1

∫

Dσ

v · ηK,σ dx dt,(2.1)

f i
K =

1

δt|K|

∫ ti

ti−1

∫

K

f dx dt,(2.2)

u0
K =

1

|K|

∫

K

u0(x) dx.(2.3)

By defining fD = (f i
T )1≤i≤N , we observe that if f belongs to L1(Q) standard

analysis arguments allow one to obtain that fD converges to f in L1(Q) as δt and
hT go to zero.
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We also need to define the upstream choice of u by:

∀σ = K|L ∈ Eint, ui
σ,+ = ui

K if v
i
K,σ ≥ 0, ui

σ,+ = ui
L otherwise,(2.4)

∀σ ∈ Eext ∩ E(K), ui
σ,+ = ui

K if v
i
K,σ ≥ 0, ui

σ,+ = 0 otherwise.(2.5)

We denote ui
σ,− the downstream choice of u, i.e. ui

σ,− is such that {ui
σ,+, ui

σ,−} =

{ui
K , ui

L} (with ui
L = 0 if σ ∈ Eext ∩ E(K)).

For all 1 ≤ i ≤ N we define λ(u)i
σ in the following way

∀σ = K|L ∈ Eint, min[λ(ui
K), λ(ui

L)] ≤ λ(u)i
σ ≤ max[λ(ui

K), λ(ui
L)],(2.6)

∀σ ∈ Eext ∩ E(K), λ(u)i
σ = λ(ui

K),(2.7)

where λ(u)i
σ is for example the mean value of λ(ui

K) and λ(ui
L).

We are now in a position to write the scheme as the following set of equations:

For all 1 ≤ i ≤ N and for all K ∈ T

(2.8) |K|
ui

K − ui−1
K

δt
+

∑

σ∈E(K)

|σ|

dσ
λ(u)i

σ(ui
K − ui

L) +
∑

σ∈E(K)

|σ|vi
K,σui

σ,+ = |K|f i
K ,

with ui
L = 0 if σ ∈ Eext ∩ E(K). It is worth noting that the above implicit scheme

is nonlinear. The existence of a solution of (2.8) will be studied later in Section 4
while Section 3 is devoted to a priori estimates.

Let us now state the main result of this paper. We assume in the whole paper
that λ is a continuous function such that

λ(u) ≥ µ > 0 with µ a positive real number,(2.9)

v ∈ (Ld+2(Q))d,(2.10)

u0 ∈ L1(Ω),(2.11)

f ∈ L1(Q).(2.12)

Theorem 2.8. If T is an admissible mesh and δt a time step, then there exists at
least one solution to (2.8).
If (Tm)m≥1 is a sequence of admissible meshes such that there exists ξ > 0 satisfying

(2.13) for all m ≥ 1 for all K ∈ Tm and all σ ∈ E(K), dK,σ ≥ ξdσ,

and such that hTm
→ 0 and if (δtm)m≥1 is a sequence of time steps such that

δtm → 0, then if uDm
= (ui

Tm
)1≤i≤Nm

is one solution to (2.8) with T = Tm,
δt = δtm and N = Nm, up to a subsequence, uDm

converges to u in the sense that
uDm

converges to u almost everywhere in Q, where u is a renormalized solution of
(1.1) and for all n > 0, ∇DTn(uDm

) converges weakly to ∇Tn(u) in L2(Q)d.
Moreover if

(H1): λ is a local Lipschitz continuous function, or
(H2): v(x, t) = v(x) is independent of t

then the whole sequence uDm
converges almost everywhere to u where u is the unique

renormalized solution of (1.1).

For parabolic equations with L1 data the classical results of convergence for
finite volume schemes ([21, 22]) establish a convergence to a solution on the sense
of distributions which is not unique in general (see [31]). This result presents
the interest to obtain the convergence of the approximate solution to the unique
renormalized solution. Let us mention that the proof of this theorem is not a
straightforward adaptation of the result obtained in [25] for the elliptic case. We
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first show a discrete log-type estimate; the proof of which being classical in the
elliptic case (see [17]). We then have to establish a discrete version of the decay of
the energy (1.5) which is necessary to pass to the limit in the discrete renormalized
formulation. In a third time we need a compactness result. In [21, 22] the authors
derive estimates on uD and apply a discrete version of the Aubin-Simon Lemma to
extract a convergent subsequence. Here, since the data is not regular enough and
since λ is not bounded, we derive estimates on Hk(uD), where Hk is a regularized
version of Tk, instead of uD itself. Then using the strategy developed in [5] we
extract a convergent subsequence. In Section 4 we prove the theorem, adapting to
the discrete case the techniques used to deal with the existence of a renormalized
solution.

3. Estimates

This section is devoted to derive estimates on the sequence uD. The very first
estimate, uD bounded in L∞(0, T ; L1(Ω)), is proved in Proposition 3.1. Since we
do not assume that divv = 0 we use a different method than the one developed in
[21]. A log-type estimate is first obtained in the same spirit that in the elliptic case
(see [17]) which in turn gives the L∞(L1) bound. We then prove in Proposition
3.3 uniform estimates on the truncated discrete energy which are discrete versions
of the continuous renormalized case. Using Proposition 3.3, the discrete equation
and the discrete compactness result proved in [22] we are then able to obtain in
Proposition 3.8 the pointwise convergence of uD which is crucial to perform the
convergence analysis.

Proposition 3.1. Let T be an admissible mesh and let δt be a time step. If
uD = (ui

T )1≤i≤N is a solution to (2.8), then

(3.1)

N∑

i=1

δt‖ ln(1 + |ui
T |)‖2

1,2,T ≤ C.

and

(3.2) ‖uD‖L∞(0,T ;L1(Ω)) ≤ C.

Proof. We only sketch the ideas of the proof. Estimate (3.1) is proved in [17] in
the elliptic case. Adapting this proof to the parabolic case and using the convexity
argument of [21] we are in a position to show that for all 1 ≤ M ≤ N

M∑

i=1

δt‖ ln(1 + |ui
T |)‖2

1,2,T + ‖uM
T ‖L1(Ω) ≤ C.

Since this inequality provides a bound of uD in L∞(0, T ; L1(Ω)), we get (3.1) and
(3.2). �

Corollary 3.2. Let T be an admissible mesh and let δt be a time step. If uD =
(ui

T )1≤i≤N is a solution to (2.8) and, for n > 0, En = {(x, t) ∈ Ω×(0, T ); |uD(x, t)| ≥
n}, then there exists C > 0 only depending on (Ω, v, f, d, p) such that

(3.3) |En| ≤
C

(ln(1 + n))2 .

Proof. Using Proposition 3.1 and the discrete Poincaré inequality, we get that

N∑

i=1

δt ‖ ln(1 + |ui
T |)‖2

L2(Ω) ≤ C i.e. ‖ ln(1 + |uD|)‖2
L2(0,T ;L2(Ω)) ≤ C,

where C only depends on diam(Ω), d, ‖f‖L1(Q), ‖u0‖L1(Ω) and ‖v‖L2(Q)d . Thus,

(ln(1 + n))2|En| ≤ C. �
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In the following proposition we prove a uniform estimate on the truncate energy
of uD (see (3.5)) which is crucial to pass to the limit in the approximate problem.
We explicitely observe that (3.5) is the discrete version of (1.5) which is imposed
in the definition of the renormalized solution. In the elliptic case, in order to prove
such estimate, we use the convergence of uD (see [25]) which we do not have yet.
We will see that Corollary 3.2 and an equi-integrability argument are sufficient to
obtain the desired estimate. Since the equation contains the term div(v u) we also

have to uniformly control the discrete version of 1
n

∫ T

0

∫
Ω v u ∇Tn(u) dx dt which is

stated in (3.6). Estimate (3.7) is a control of a rest which will be needed to pass to
the limit.

Proposition 3.3. (Discrete estimate on the energy)
Let (Tm)m≥1 be a sequence of admissible meshes such that there exists ξ > 0 satis-
fying

for all m ≥ 1 for all K ∈ Tm and all σ ∈ E(K), dK,σ ≥ ξdσ,

and (δtm)m≥1 be a sequence of time steps.
If uDm

= (ui
Tm

)1≤i≤N is a solution to (2.8), then

lim
n→+∞

lim
hTm →0
δtm→0

1

n
sup

1≤i≤N
‖ui

T Tn(ui
T )‖L1(Ω) = 0(3.4)

lim
n→+∞

lim
hTm →0
δtm→0

1

n

N∑

i=1

δt
∑

σ∈E

|σ|

dσ
λ(u)i

σ(ui
K − ui

L)(Tn(ui
K) − Tn(ui

L)) = 0,(3.5)

lim
n→+∞

lim
hTm →0
δtm→0

1

n

N∑

i=1

δt
∑

σ∈E

|σ| |vi
K,σ| |ui

σ,+| |Tn(ui
σ,+) − Tn(ui

σ,−)| = 0,(3.6)

lim
n→+∞

lim
hTm →0
δtm→0

1

n

N∑

i=1

∑

K∈T

|K|

∫ ui−1
K

ui
K

(ui−1
K − r)T ′

n(r) dr = 0,(3.7)

where ui
L = 0 if σ ∈ Eext

Proof. We first establish (3.5). Let T be an admissible mesh and δt a time step and

let uD be a solution of (2.8). Multiplying each equation of the scheme by
Tn(ui

K )
n ,

summing on K ∈ T , gathering by edges and summing over the discrete times from
1 to M where 1 ≤ M ≤ N lead to

(3.8) T M
1 + T M

2 + T M
3 = T M

4

with

T M
1 =

1

n

M∑

i=1

δt
∑

K∈T

|K|
ui

K − ui−1
K

δt
Tn(ui

K),(3.9)

T M
2 =

1

n

M∑

i=1

δt
∑

σ∈E

|σ|

dσ
λ(u)i

σ(ui
K − ui

L)(Tn(ui
K) − Tn(ui

L)),(3.10)

T M
3 =

1

n

M∑

i=1

δt
∑

σ∈E

|σ|vi
K,σui

σ,+(Tn(ui
K) − Tn(ui

L)),(3.11)

T M
4 =

1

n

M∑

i=1

δt
∑

K∈T

|K|f i
KTn(ui

K).(3.12)
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We define the function T̃n by T̃n(r) =
∫ r

0 Tn(s) ds for all r ∈ R, which satisfies the
following properties (which are used in the sequel):

T̃n is a convex Lipschitz continuous function,(3.13)

∀r ∈ R, n|r| ≥ T̃n(r) ≥
1

2
rTn(r) ≥

1

2
|Tn(r)|2,(3.14)

T̃n(b) = T̃n(a) + (b − a)Tn(a) +

∫ b

a

(b − r)T ′
n(r)dr, ∀a, b ∈ R.(3.15)

As far as T M
1 is concerned, thanks to (3.15) we find that

T M
1 =

1

n

∑

K∈T

|K|T̃n(uM
K ) −

1

n

∑

K∈T

|K|T̃n(u0
K)

+
1

n

M∑

i=1

∑

K∈T

|K|

∫ ui−1
K

ui
K

(ui−1
K − r)T ′

n(r) dr.

Since

T̃n(uM
K ) ≥

1

2
uM

K Tn(uM
K ) ≥

1

2
|Tn(uM

K )|2

we have

(3.16)
1

n

∑

K∈T

|K|T̃n(uM
K ) ≥

1

2n
‖uM

T Tn(uM
T )‖L1(Ω).

Moreover the convexity of T̃n (T ′
n ≥ 0 a.e. in R) yields that

(3.17)
1

n

M∑

i=1

∑

K∈T

|K|

∫ ui−1
K

ui
K

(ui−1
K − r)T ′

n(r) dr ≥ 0.

We now study T M
3 . If σ ∈ E , by the definition (2.4) of ui

σ,+ and recalling that

ui
σ,− is the downstream choice of ui

T , if v
i
K,σ ≥ 0 we have

v
i
K,σ(Tn(ui

K) − Tn(ui
L)) = v

i
K,σ(Tn(ui

σ,+) − Tn(ui
σ,−)),

and if v
i
K,σ < 0 we have

v
i
K,σ(Tn(ui

K) − Tn(ui
L)) = −v

i
K,σ(Tn(ui

σ,+) − Tn(ui
σ,−)).

It follows that T M
3 can be rewritten as

−T M
3 =

1

n

M∑

i=1

δt
∑

σ∈E

|σ| |vi
K,σ| ui

σ,+(Tn(ui
σ,−) − Tn(ui

σ,+)).

As in [17], we define for all 1 ≤ i ≤ N the subsets Ai of edges by

Ai = {σ ∈ E ; ui
σ,+ ≥ ui

σ,−, ui
σ,+ < 0} ∪ {σ ∈ E ; ui

σ,+ < ui
σ,−, ui

σ,+ ≥ 0}.

Since Tn is nondecreasing we have

∀σ /∈ Ai, ui
σ,+(Tn(ui

σ,−) − Tn(ui
σ,+)) ≤ 0,

∀σ ∈ Ai, ui
σ,+(Tn(ui

σ,−) − Tn(ui
σ,+)) ≥ 0.

It allows one to split −T M
3 into two sums, the first one with non negative terms

and the second one with non positive terms. It follows that for any 1 ≤ M ≤ N

(3.18) −T M
3 ≤

1

n

M∑

i=1

δt
∑

σ∈Ai

|σ| |vi
K,σ| ui

σ,+(Tn(ui
σ,−) − Tn(ui

σ,+)).

In view of (3.8), (3.16), (3.17) and (3.18) we obtain for any 1 ≤ M ≤ N

(3.19) 0 ≤
1

2n
‖uM

T Tn(uM
T )‖L1(Ω) + T

′M
1,3 + T M

2 ≤ T
′M
4 + T

′

1,2 − T
′M
3 ,
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where

T
′

1,2 =
1

n

∑

K∈T

|K|T̃n(u0
K),(3.20)

T
′M
1,3 =

1

n

M∑

i=1

∑

K∈T

|K|

∫ ui−1
K

ui
K

(ui−1
K − r)T ′

n(r) dr,(3.21)

−T
′M
3 =

1

n

M∑

i=1

δt
∑

σ∈Ai

|σ| |vi
K,σ|ui

σ,+(Tn(ui
σ,−) − Tn(ui

σ,+)),(3.22)

T
′M
4 =

1

n

M∑

i=1

δt
∑

K∈T

|K| |f i
K | |Tn(ui

K)|.(3.23)

Since T
′M
1,3 , T M

2 , T
′M
4 and −T

′M
3 are non negative and nondecreasing with respect

to M we obtain that

T ′
1,1 =

1

2n
sup

1≤i≤N
‖ui

T Tn(ui
T )‖L1(Ω) ≤ T

′N
4 + T

′

1,2 − T
′N
3 .

Writing (3.19) for M = N and summing to the previous inequality leads to

(3.24) 0 ≤ T ′
1,1 + T

′N
1,3 + T N

2 ≤ 2T
′N
4 + 2T

′

1,2 − 2T
′N
3 ,

We now pass to the limit in (3.24) as n → +∞, by studying the terms T
′N
4 , T

′

1,2

and T
′N
3 . Observe that dealing with T

′N
3 is more intricate and requires as in the

continuous case a splitting argument (see (3.27)).
Due to the definition of uD we have

T
′N
4 =

1

n

∫ T

0

∫

Ω
|fD| |Tn(uD)| dx dt,

from which it follows ∀k > 0

T
′N
4 =

1

n

∫

Ek

|fD| |Tn(uD)| +
1

n

∫

Q\Ek

|fD| |Tn(uD)|

≤

∫

Ek

|fD| +
k

n

∫

Q\Ek

|fD|.

Recalling that fD converges strongly to f in L1(Q), Corollary 3.2 and an equi-
integrability argument lead to

(3.25) lim
n→+∞

lim
hT →0
δt→0

T
′N
4 = 0.

As far as T ′
1,2 is concerned since (u0

K)K∈T converges to u0 in L1(Ω) and since T̃n

is a Lipschitz continuous function, we have

lim
hT →0
δt→0

T ′
1,2 =

1

n

∫

Ω
T̃n(u0) dx.

Recalling that 1
n T̃n(u0) goes to 0 almost everywhere in Ω while | 1

n T̃n(u0)| ≤ |u0| ∈

L1(Ω) the Lebesgue theorem implies that

(3.26) lim
n→+∞

lim
hT →0
δt→0

T ′
1,2 = 0.

We now turn to T
′N
3 and we prove that

(3.27) −T
′N
3 ≤

1

4
T N

2 +
1

4
T ′

1,1 + R(n)

with R verifying lim
n→+∞

R(n) = 0.
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Because for any σ ∈ Ai, ui
σ,+ and ui

σ,− have the same sign and |ui
σ,+| ≥ n

implies |ui
σ,−| ≥ n, we can split T ′

3 into a sum on {|ui
σ,+| < r} and a sum on

{r ≤ |ui
σ,+| ≤ n} where r > 0 will be chosen later. It leads to −T

′N
3 ≤ I1 + I2 with

I1 =
1

n

N∑

i=1

δt
∑

σ∈Ai

|ui
σ,+

|<r

|σ| |vi
K,σ| ui

σ,+(Tn(ui
σ,−) − Tn(ui

σ,+)),(3.28)

I2 =
1

n

N∑

i=1

δt
∑

σ∈Ai

r≤|ui
σ,+

|≤n

|σ| |vi
K,σ| ui

σ,+(Tn(ui
σ,−) − Tn(ui

σ,+)).(3.29)

For any σ ∈ A |ui
σ,+| ≥ r implies |ui

σ,−| ≥ r, thus using Hölder inequality:

I2 ≤
1

n
I2,1 · I2,2 · I2,3,

where

I2,1 =

(
N∑

i=1

δt
∑

σ∈Ai

r≤|ui
σ,+|≤n

r≤|ui
σ,−|

|σ| dσ |vi
K,σ|d+2

) 1
d+2

,

I2,2 =

(
N∑

i=1

δt
∑

σ∈Ai

r≤|ui
σ,+|≤n

r≤|ui
σ,−|

|σ| dσ |Tn(ui
σ,+)|

2(d+2)
d

) d
2(d+2)

,

I2,3 =

(
N∑

i=1

δt
∑

σ∈Ai

r≤|ui
σ,+|≤n

r≤|ui
σ,−|

|σ|

dσ
[Tn(ui

σ,−) − Tn(ui
σ,+)]2

) 1
2

.

Using Jensen’s inequality we have

|vi
K,σ|d+2 ≤

1

δt|Dσ|

∫ ti

ti−1

∫

Dσ

|v|d+2dx dt,

thus recalling that Er = {(x, t) ∈ Ω × (0, T ) ; |uD(x, t)| ≥ r} and taking into
account that in I2,1 the sum is on |uK | ≥ r we obtain

(3.30) I2,1 ≤ d
1

d+2 ‖v‖Ld+2(Er)d .

We now control I2,2. As in [17], in view of the definition of Ai and since dK,σ ≥ ξdσ

we have, ∀1 ≤ i ≤ N ,

∑

σ∈Ai

r≤|ui
σ,+|≤n

r≤|ui
σ,−|

|σ| dσ |Tn(ui
σ,+)|

4
d

+2 ≤
∑

K∈T

|Tn(ui
K)|

4
d

+2
∑

σ∈E(K)∩Ai

|σ|dσ

≤
d

ξ

∑

K∈T

|K||Tn(ui
K)|

4
d

+2.
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If d ≥ 3, using Hölder and Sobolev inequalities (see Proposition 2.5) and (3.14)
we get, ∀1 ≤ i ≤ N ,

∑

K∈T

|K||Tn(ui
K)|

4
d

+2 ≤
( ∑

K∈T

|K||Tn(ui
K)|2

) 2
d
( ∑

K∈T

|K||Tn(ui
K)|2

∗
) 2

2∗

≤ C
(

sup
1≤i≤N

∑

K∈T

|K|ui
KTn(ui

K)
) 2

d
(∑

σ∈E

|σ|

dσ
|Tn(ui

K) − Tn(ui
L)|2

)
.

Summing over the time steps and raising to the power d
2(d+2) we obtain

I2,2 ≤ C
(

sup
1≤i≤N

‖ui
T Tn(ui

T )‖L1(Ω)

) 1
d+2
( N∑

i=1

δt
∑

σ∈E

|σ|

dσ
|Tn(ui

K) − Tn(ui
L)|2

) d
2(d+2)

,

(3.31)

where C > 0 is a constant depending on Ω, d and ξ.
In the case of dimension d = 2, using a discrete version of Gagliardo-Nirenberg

inequality (see Theorem 4 in [6]) together with Poincaré inequality we have

∑

K∈T

|K||Tn(ui
K)|4 ≤ C

( ∑

K∈T

|K||Tn(ui
K)|2

)(∑

σ∈E

|σ|

dσ
|Tn(ui

K) − Tn(ui
L)|2

)

where C > 0 is a constant depending on Ω, d and ξ. Using similar arguments it
follows that (3.31) holds for d = 2.

As far as I2,3 is concerned we observe that

I2,3 ≤
( N∑

i=1

δt
∑

σ∈E

|σ|

dσ
|Tn(ui

K) − Tn(ui
L)|2

) 1
2

.

Then from (3.30) and (3.31), introducing µ
d+1
d+2 where λ(u) ≥ µ > 0, and using

Young’s inequality it follows that

|I2| ≤
C‖v‖Ld+2(Er)d

n

(
1

µd+1(d + 2)
sup

1≤i≤N
‖ui

T Tn(ui
T )‖L1(Ω)

+
d + 1

d + 2
µ

N∑

i=1

δt
∑

σ∈E

|σ|

dσ
|Tn(ui

K) − Tn(ui
L)|2

)
.

By Corollary 3.2 and since v ∈ Ld+2(Q)d, the absolute continuity of the integral
implies that there exists r > 0 (independent of T and δt) such that for all admissible
mesh T and all time step δt

(3.32) max

{
C‖v‖Ld+2(Er)d

1

µd+1(d + 2)
, C‖v‖Ld+2(Er)d

d + 1

d + 2

}
≤

1

8
.

Therefore

(3.33) |I2| ≤
1

n

(
1

8
sup

1≤i≤N
‖ui

T Tn(ui
T )‖L1(Ω)

+
µ

8

N∑

i=1

δt
∑

σ∈E

|σ|

dσ
|Tn(ui

K) − Tn(ui
L)|2

)
.
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We now turn to I1. Using Cauchy-Schwarz inequality and Young inequality we
have by the definition of Ai

|I1| =
1

n

N∑

i=1

δt
∑

σ∈Ai

|ui
σ,+|≤r

|σ| |vi
K,σ| ui

σ,+(Tn(ui
σ,−) − Tn(ui

σ,+))

≤
r

n




N∑

i=1

δt
∑

σ∈Ai

|ui
σ,+|≤r

|σ|dσ |vi
K,σ|2




1
2



N∑

i=1

δt
∑

σ∈Ai

|ui
σ,+|≤r

|σ|

dσ
(Tn(ui

σ,−) − Tn(ui
σ,+))2




1
2

≤
1

n

[
2r2d ‖ v ‖2

L2(Q)d

µ
+

µ

8

N∑

i=1

δt
∑

σ∈E

|σ|

dσ
(Tn(ui

σ,−) − Tn(ui
σ,+))2

]
.

(3.34)

Gathering (3.33) and (3.34) and since λ(u)i
σ ≥ µ we get

−T
′N
3 ≤ |I1 + I2| ≤

2

n

r2d ‖ v ‖2
L2(Q)d

µ
+

1

8n
sup

1≤i≤N
‖ui

T Tn(ui
T )‖L1(Ω)

+
µ

4n

N∑

i=1

δt
∑

σ∈E

|σ|

dσ
(ui

K − ui
L)(Tn(ui

K) − Tn(ui
L))

≤
2

n

r2d ‖ v ‖2
L2(Q)d

µ
+

1

8n
sup

1≤i≤N
‖ui

T Tn(ui
T )‖L1(Ω)

+
1

4n

N∑

i=1

δt
∑

σ∈E

|σ|

dσ
λ(u)i

σ(ui
K − ui

L)(Tn(ui
K) − Tn(ui

L))

≤
2

n

r2d ‖ v ‖2
L2(Q)d

µ
+

1

4
T ′

1,1 +
1

4
T N

2 ,

which is (3.27). From (3.24) it follows that

0 ≤
1

2
T ′

1,1 + T
′N
1,3 +

1

2
T N

2 ≤ 2T
′N
4 + 2T ′

1,2 +
4

n

r2d ‖ v ‖2
L2(Q)d

µ
,

where T ′
1,1, T

′N
1,3 and T N

2 are non negative. Thus by (3.25) and (3.26) we get (3.4),
(3.5) and (3.7).

We now turn to (3.6). By (3.8) for M = N we have T N
1 + T N

2 + T N
3 = T N

4 .

Due to the definition of T N
1 we have T N

1 ≥ −T
′

1,2 + T
′N
1,3 so that the non negative

character of T N
2 and T

′N
1,3 leads to

T N
3 ≤ T

′

1,2 + T N
4 ≤ T

′

1,2 + T
′N
4 .

If we denote Bi as the complement of Ai we have

∀σ ∈ Bi ui
σ,+(Tn(ui

σ,+) − Tn(ui
σ,−)) > 0.

It follows that writing T N
3 as T N

3 = T
′N
3 + T

′′N
3 with

0 ≤ T
′′N
3 =

1

n

N∑

i=1

δt
∑

σ∈Bi

|σ| |vi
K,σ|ui

σ,+(Tn(ui
σ,+) − Tn(ui

σ,−)),

we deduce that

0 ≤ T
′′N
3 ≤ T

′

1,2 + T
′N
4 − T

′N
3 .
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Then using (3.25), (3.26) and (3.27) we obtain

lim
n→+∞

lim
hT →0
δt→0

T
′′N
3 = 0.

At last remarking

T
′′N
3 − T

′N
3 =

1

n

N∑

i=1

δt
∑

σ∈E

|σ| |vi
K,σ| |ui

σ,+| |Tn(ui
σ,+) − Tn(ui

σ,−)|

gives (3.5). �

Remark 3.4. In the present paper the data f is given and the "discrete" right-hand
side f i

K is such that fD converges strongly in L1(Q) to f . If we replace fD by a
L1 bounded sequence fD, that is if we assume that fD is only bounded in L1(Q),
the attentive reader may notice that Proposition 3.1 and then Corollary 3.2 hold
true. However as in the continuous case, Proposition 3.3 should be replaced by a
weaker one. Indeed except the precise behavior of T

′N
4 all the computations and the

arguments of the proof hold. Since T
′N
4 is (only) bounded we obtain ∀n ≥ 1, there

exists C depending only on (Ω, v, f, n, d, ξ) such that

1

n
sup

1≤i≤N
‖ui

T Tn(ui
T )‖L1(Ω) ≤ C,(3.35)

N∑

i=1

δt
∑

σ∈E

|σ|

dσ
λ(u)i

σ(ui
K − ui

L)(Tn(ui
K) − Tn(ui

L)) ≤ C,(3.36)

N∑

i=1

δt
∑

σ∈E

|σ| |vi
K,σ| |ui

σ,+| |Tn(ui
σ,+) − Tn(ui

σ,−)| ≤ C,(3.37)

N∑

i=1

∑

K∈T

|K|

∫ ui−1
K

ui
K

(ui−1
K − r)T ′

n(r) dr ≤ C.(3.38)

Such estimates are useful when dealing with strongly coupled PDE systems in fluid
or solid thermomechanic containing a balance energy equation with an expected L1

data (see e.g. [22] for discrete approximate solutions for a turbulence model and
[23] for a thermoviscoelastic model).

Corollary 3.5. (Estimate on Tn(uD)) Let T be an admissible mesh, let δt be a
time step and ξ > 0 such that (2.13) holds. If uD = (ui

T )1≤i≤N is a solution to
(2.8), then for all n > 0 there exists C > 0 only depending on (Ω, v, f, n, d, ξ) such
that

(3.39)

N∑

i=1

δt‖Tn(ui
T )‖1,2,T ≤ C.

Proof. Thanks to (3.5) and the fact that λ(u) ≥ µ, we have

µ

2

N∑

i=1

δt
∑

σ∈E

|σ|

dσ
(ui

K − ui
L)(Tn(ui

K) − Tn(ui
L)) ≤ C.

Since |Tn(ui
K) − Tn(ui

L)| ≤ |ui
K − ui

L|, we obtain

µ

2

N∑

i=1

δt
∑

σ∈E

|σ|

dσ
(Tn(ui

K) − Tn(ui
L))2 ≤ C,

which is (3.39). �
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As explained in the introduction, we use the discrete version of Aubin-Simon
Lemma proved in [22, 21], which requires in particular estimate on the discrete
time derivative. Since λ is not bounded we cannot expect to have estimate on the
time derivative of uD as in [22, 21]. To overcome this additionnal difficulty we
propose to use the discrete Aubin-Simon Lemma on a regularized truncate of uD.

Let us introduce the functions hn and h̃n defined by

(3.40) hn(r) =





0 if r ≤ −2n,
r
n + 2 if − 2n ≤ r ≤ −n,

1 if − n ≤ r ≤ n,
−r
n + 2 if n ≤ r ≤ 2n,

0 if r ≥ 2n.

and h̃n(s) =
∫ s

0 hn(r) dr. These two functions satisfy the following properties:

h̃n is a continuous Lipschitz function,(3.41)

hn is bounded by 1,(3.42)

∀r, s ∈ R, hn(r)(1 − h2n(s)) = hn(r)(h2n(r) − h2n(s)),(3.43)

∀r, s ∈ R, |hn(r) − hn(s)| ≤
1

n
|T2n(r) − T2n(s)|.(3.44)

r

hn(r)

−2n −n n 2n

1

Figure 2. The function hn

Proposition 3.6. (Estimate on h̃n(uD)) Let T be an admissible mesh, δt be a
time step and ξ > 0 such that (2.13) holds. If uD = (ui

T )1≤i≤N is a solution to
(2.8), then for all n > 0 there exists C > 0 only depending on (Ω, v, f, n, d, ξ) such
that

(3.45)

N∑

i=1

δt‖h̃n(ui
T )‖2

1,2,T ≤ C.

Proof. We can perform the proof thanks to (3.39) and the fact that

N∑

i=1

δt‖h̃n(ui
T )‖2

1,2,T =

N∑

i=1

δt
∑

σ∈E

|σ|

dσ
|h̃n(ui

K) − h̃n(ui
L)|2

=

N∑

i=1

δt
∑

σ∈E

|σ|

dσ
|h̃n(T2n(ui

K)) − h̃n(T2n(ui
L))|2

≤

N∑

i=1

δt
∑

σ∈E

|σ|

dσ
|T2n(ui

K) − T2n(ui
L)|2

=

N∑

i=1

δt‖T2n(ui
T )‖2

1,2,T . �
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Proposition 3.7. (Estimate on ∂th̃n(uD)) Let T be an admissible mesh, let δt
be a time step and ξ > 0 such that (2.13) holds. If uD = (ui

T )1≤i≤N is a solution
to (2.8), then for all n > 0 there exists C > 0 such that

(3.46)

N∑

i=1

δt‖∂th̃n(ui
T )‖−1,1,T ≤ C.

Proof. Let w ∈ X(T ). Multiplying each equation of the scheme by hn(ui
K)wK ,

summing over the control volumes and gathering by edges, we get T i
1 +T i

2 +T i
3 = T i

4
with

T i
1 =

∑

K∈T

|K|
ui

K − ui−1
K

δt
hn(ui

K)wK ,(3.47)

T i
2 =

∑

σ∈E

|σ|

dσ
λ(u)i

σ(ui
K − ui

L)(hn(ui
K)wK − hn(ui

L)wL),(3.48)

T i
3 =

∑

σ∈E

|σ|vi
K,σui

σ,+(hn(ui
K)wK − hn(ui

L)wL),(3.49)

T i
4 =

∑

K∈T

|K|f i
Khn(ui

K)wK .(3.50)

As far as T i
1 is concerned we have T i

1 = T i
1,1 + T i

1,2 with

T i
1,1 =

∑

K∈T

|K|
h̃n(ui

K) − h̃n(ui−1
K )

δt
wK ,

T i
1,2 =

∑

K∈T

|K|

δt
wK

∫ ui−1
K

ui
K

(ui−1
K − r)h′

n(r) dr,

where h̃n(s) =
∫ s

0 hn(r) dr.
By Definition 2.3 we have

(3.51) sup
w∈X(T )

w 6=0

1

‖w‖1,∞,T
T i

1,1 = ‖∂th̃n(ui
T )‖−1,1,T .

We now study the terms T i
2, T i

3, T i
4 and T i

1,2 in order to control (3.51).

Since hn is bounded by 1 we have |T i
4| ≤ ‖w‖L∞(Ω)‖|f |i‖L1(Ω) where |f |i = 1

δt

∫ ti

ti−1
|f | dt.

We thus get

(3.52)

N∑

i=1

δt sup
w∈X(T )

w 6=0

1

‖w‖1,∞,T
|T i

4| ≤ ‖f‖L1(Q).

As far as T i
2 is concerned we have T i

2 = T i
2,1 + T i

2,2 with

T i
2,1 =

∑

σ∈E

|σ|

dσ
λ(u)i

σhn(ui
K)(ui

K − ui
L)(wK − wL),

T i
2,2 =

∑

σ∈E

|σ|

dσ
λ(u)i

σwL(ui
K − ui

L)(hn(ui
K) − hn(ui

L)).

In view of the definition of hn we get

|T i
2,2| ≤

‖w‖L∞(Ω)

n

∑

σ∈E

|σ|

dσ
λ(u)i

σ(ui
K − ui

L)(T2n(ui
K) − T2n(ui

L)),
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so that taking the supremum on X(T ) and summing over the time steps give

N∑

i=1

δt sup
w∈X(T )

w 6=0

1

‖w‖1,∞,T
|T i

2,2|

≤
1

n

N∑

i=1

δt
∑

σ∈E

|σ|

dσ
λ(u)i

σ(ui
K − ui

L)(T2n(ui
K) − T2n(ui

L)),

(3.53)

which is bounded thanks to the estimate (3.5). We now turn to T i
2,1, which reads

as

T i
2,1 = T i

2,1,1 + T i
2,1,2 where

T i
2,1,1 =

∑

σ∈E

|σ|

dσ
λ(u)i

σhn(ui
K)h2n(ui

L)(ui
K − ui

L)(wK − wL),

T i
2,1,2 =

∑

σ∈E

|σ|

dσ
λ(u)i

σhn(ui
K)(1 − h2n(ui

L))(ui
K − ui

L)(wK − wL).

Since hn(ui
K)(1 − h2n(ui

L)) = hn(ui
K)(h2n(ui

K) − h2n(ui
L)) we have

|T i
2,1,2| ≤

‖w‖L∞(Ω)

n

∑

σ∈E

|σ|

dσ
λ(u)i

σ(T4n(ui
K) − T4n(ui

L))(ui
K − ui

L),

which gives thanks to (3.5)

(3.54)

N∑

i=1

δt sup
w∈X(T )

w 6=0

1

‖w‖1,∞,T
|T i

2,1,2| ≤ C.

As far as T i
2,1,1 is concerned, we have

T i
2,1,1 =

∑

σ∈E

|σ|λ(u)i
σhn(ui

K)h2n(ui
L)(T4n(ui

K) − T4n(ui
L))

wK − wL

dσ
,

and by the definition of λ(u)i
σ, we can write

|T i
2,1,1| ≤ ‖w‖1,∞,T

(
max

r∈[−4n,4n]
|λ(r)|

)
‖T4n(ui

T )‖1,1,T .

Thus, we deduce that

(3.55)

N∑

i=1

δt sup
w∈X(T )

w 6=0

1

‖w‖1,∞,T
|T i

2,1,1| ≤ C.

Gathering (3.54) and (3.55) we get

(3.56)
N∑

i=1

δt sup
w∈X(T )

w 6=0

1

‖w‖1,∞,T
|T i

2| ≤ C.

The term T i
3 can be rewritten as

T i
3 =

∑

σ∈E

|σ| |vi
K,σ| ui

σ,+(hn(ui
σ,+)wσ,+ − hn(ui

σ,−)wσ,−),
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where wσ,+ = wK if v
i
K,σ ≥ 0, wL otherwise and (wσ,+, wσ,−) = (wK , wL). We

then have T i
3 = T i

3,1 + T i
3,2 with

T i
3,1 =

∑

σ∈E

|σ| |vi
K,σ| ui

σ,+hn(ui
σ,+)(wσ,+ − wσ,−),

T i
3,2 =

∑

σ∈E

|σ| |vi
K,σ| ui

σ,+wσ,−(hn(ui
σ,+) − hn(ui

σ,−)).

By the definition of hn we have

|T i
3,1| ≤

∑

σ∈E

|σ|dσ |vi
K,σ| |T2n(ui

σ,+)|
|wσ,+ − wσ,−|

dσ

≤ ‖w‖1,∞,T

∑

σ∈E

|σ|dσ|vi
K,σ| |T2n(ui

σ,+)|.

Using Hölder and Poincaré inequalities we get

N∑

i=1

δt sup
w∈X(T )

w 6=0

1

‖w‖1,∞,T
|T i

3,1| ≤

N∑

i=1

δt
∑

σ∈E

|σ|dσ|vi
K,σ| |T2n(ui

σ,+)|

≤

(
N∑

i=1

δt
∑

σ∈E

|σ|dσ|vi
K,σ|2

) 1
2
(

N∑

i=1

δt
∑

σ∈E

|σ|dσ|T2n(ui
σ,+)|2

) 1
2

≤ d
1
2 ‖v‖L2(Q)dC

(
N∑

i=1

δt‖T2n(ui
T )‖2

1,2,T

) 1
2

.(3.57)

For T i
3,2 it is sufficient to observe that

|T i
3,2| ≤

‖w‖L∞(Ω)

n

∑

σ∈E

|σ| |vi
K,σ| |ui

σ,+| |T2n(ui
σ,+) − T2n(ui

σ,−)|,

from which it follows
(3.58)
N∑

i=1

δt sup
w∈X(T )

w 6=0

1

‖w‖1,∞,T
|T i

3,2| ≤
1

n

N∑

i=1

δt
∑

σ∈E

|σ| |vi
K,σ| |ui

σ,+| |T2n(ui
σ,+)−T2n(ui

σ,−)|,

which is bounded thanks to (3.6).

It remains to control T i
1,2. Noticing that

(3.59)

∣∣∣∣∣

∫ ui−1
K

ui
K

(ui−1
K − r)h′

n(r) dr

∣∣∣∣∣ ≤

∫ ui−1
K

ui
K

(ui−1
K − r)T ′

2n(r) dr,

(3.59) and (3.7) yield that

(3.60)

N∑

i=1

δt sup
w∈X(T )

w 6=0

1

‖w‖1,∞,T
|T i

1,2| ≤ C.

Gathering (3.51) to (3.60), we obtain the estimate

N∑

i=1

δt‖∂th̃n(ui
T )‖−1,1,T ≤ C. �

We are now in a position to extract a convergent subsequence to Tn(uD).
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Proposition 3.8. Let (Tm)m≥1 be a sequence of admissible meshes such that there
exists ξ > 0 satisfying

for all m ≥ 1 for all K ∈ T and all σ ∈ E(K), dK,σ ≥ ξdσ,

and let δtm be a sequence of time steps. If uDm
= (ui

Tm
)1≤i≤Nm

is a solution to
(2.8) with T = Tm, δt = δtm and N = Nm, then there exists a measurable function
u finite a.e. in Q such that, up to a subsequence,

uDm
→ u almost everywhere in Q,(3.61)

u ∈ L1(Q)(3.62)

Tn(u) ∈ L2(0, T ; H1
0 (Ω)), ∀n > 0(3.63)

∇DTn(uDm
) ⇀ ∇Tn(u) in (L2(Q))d ∀n > 0.(3.64)

In order to prove this proposition we use a discrete version of the Aubin-Simon
Lemma proved in [21] and in [22].

Proof. For a fixed n > 0 let us consider the sequence h̃n(uDm
). Due to estimates

(3.45) and (3.46), we can apply the discrete version of the Aubin-Simon Lemma

(see [21, 22]) which states that (up to a subsequence) h̃n(uDm
) converges in L1(Q)

to a function belonging to L2(0, T ; H1
0 (Ω)).

Using the diagonal process, we can deduce that there exists a subsequence of

uDm
, still indexed by m, such that for any n, h̃n(uDm

) converges almost everywhere
to a measurable function wn belonging to L2(0, T ; H1

0(Ω)). Due to the definition

of h̃n, the sequence Tn(uDm
) = Tn(h̃n(uDm

)) converges almost everywhere in Q to
the measurable function Tn(wn) which belongs to L2(0, T ; H1

0(Ω)).
Using Corollary 3.2 we proceed as in [5] and we obtain that uDm

is a Cauchy
sequence in measure. Thus there exists a measurable function u such that uDm

→ u
a.e. in Q. Due to Corollary 3.2 u is finite almost everywhere. Using (3.4) for n = 1
we have

‖uDm
T1(uDm

)‖L1(Q) ≤ T sup
1≤i≤N

‖ui
Tm

T1(ui
Tm

)‖L1(Ω) ≤ C

where C > 0 is a constant independent of m. The inequality |r| ≤ 1 + rT1(r) for
any r ∈ R gives that uDm

is bounded in L1(Q) so that the point-wise convergence
of uDm

and Fatou Lemma lead to (3.62). Moreover from the convergences already
obtained and using Lemma 2.7 we get (3.63) and (3.64). �

Remark 3.9. Following Remark 3.4 it is worth noting that Corollaries 3.5, 3.6
and Proposition 3.7 hold true if instead of (3.5), (3.6) and (3.7) (see Proposition
3.3) we have (3.36), (3.37) and (3.38) (which are weaker). It follows that if we
replace in the scheme fD (an approximation of a fixed data f) by a sequence fD

which is only bounded in L1(Q) Proposition 3.8 holds true.

Since passing to the limit in the scheme involve functions depending on uDm

which are constant on the diamond meshes we prove the following convergence
results.

Proposition 3.10. Under the assumptions of Proposition 3.8 and up to a subse-

quence, let u verifying (3.63)–(3.64). For n ≥ 1, let us define Tn(u)
m

, h
m

n and

λ
m

n which are constant on each diamond meshes by ∀t ∈ [ti−1, ti), 1 ≤ i ≤ Nm,
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∀x ∈ Dσ, σ ∈ Em

Tn(u)
m

(x, t) =
Tn(ui

K) + Tn(ui
L)

2
,(3.65)

h
m

n (x, t) =
hn(ui

K)h2n(ui
L) + hn(ui

L)h2n(ui
K)

2
,(3.66)

λ
m

n (x, t) = λ(Tn(u))i
σ.(3.67)

Then the functions Tn(u)
m

, h
m

n and λ
m

n converge respectively to Tn(u), hn(u) and
λ(Tn(u)) in Lq(Q) for any 1 ≤ q < +∞ and in L∞ weak-⋆.

Proof. Let n > 0 and let us consider Tn(u)
m

. As in [24], since Tn(uDm
) converges

to Tn(u) in L1(Q), proving ‖Tn(u)
m

− Tn(uDm
)‖L1(Q) goes to zero implies that

Tn(u)
m

converges to Tn(u) in L1(Q). By writing

‖Tn(u)
m

− Tn(uDm
)‖L1(Q) =

N∑

i=1

δt
∑

K∈T

∑

σ∈E(K)

|DK,σ|
|Tn(ui

K) − Tn(ui
L)|

2

≤
1

2

N∑

i=1

δt
∑

σ∈E

|Dσ||Tn(ui
K) − Tn(ui

L)|

≤
1

2d

N∑

i=1

δt
∑

σ∈E

|σ|dσ |Tn(ui
K) − Tn(ui

L)|

≤
hτ

d

N∑

i=1

δt‖Tn(ui
T )‖1,1,τ

and by using (3.39) (see Corollary 3.5) we deduce that ‖Tn(u)
m

− Tn(uDm
)‖L1(Q)

goes to zero as m goes to infinity. Since Tn(u)
m

is uniformly bounded with respect

to m standard analysis arguments yield that Tn(u)
m

converges to Tn(u) in Lq(Q)
for any 1 < q < +∞ and in L∞ weak-⋆.

As far as h
m

n is concerned it is sufficient to remark that
∣∣∣
hn(ui

K)h2n(ui
L) + hn(ui

L)h2n(ui
K)

2
− hn(ui

K)
∣∣∣ ≤ |hn(uK) − hn(uL)|,

to use the Lipschitz character of hn and similar arguments.

We now turn to the convergence of λ
m

n (x, t). We firstly remark that 2Tn(u)
m

−
Tn(uDm

) converges to Tn(u) in Lq(Q) for any 1 ≤ q < +∞ and in L∞ weak-⋆ as
m goes to infinity. Moreover assumption (2.6) together with the definition of the
functions on diamond meshes give

min(λ(Tn(uDm
)), λ(2Tn(u)

m
− Tn(uDm

)))

≤ λ
m

n (x, t) ≤ max(λ(Tn(uDm
)), λ(2Tn(u)

m
− Tn(uDm

))).

Since λ is a continuous function the convergence of the two functions Tn(uDm
) and

2Tn(u)
m

− Tn(uDm
) (which are bounded uniformly in L∞ with respect to m) then

imply that λ
m

n converge to λ(Tn(u)) in Lq(Q) for any 1 ≤ q < +∞ and in L∞

weak-⋆. �

4. Proof of Theorem 2.8

Proof. Concerning the existence of a solution to the scheme, using the Brouwer
theorem, the proof is quite usual when λ is a bounded function (see [19]). In the
case where λ is not bounded, we replace λ by λ(T1/ε) and we show with the Brouwer
theorem that the modified scheme admits at least one solution uε

D. Since we have
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a bound on uε
D (uniform in ε), for ε small enough, λ(T1/ε(uε

D)) = λ(uε
D). Then

the scheme (2.8) admits at least a solution. We then split the rest of the proof in
four steps. In Step 1 we pass to the limit in the scheme as the size of the mesh
and the time step tend to zero. It is worth noting that we take in the scheme a
discrete version of what is a test function in the renormalized formulation. This is
to say that we multiply each equation of the scheme by a discrete version of hn(u)ϕ
where ϕ ∈ C∞

c (Ω × [0, T )) and hn is defined by (3.40). Step 2 is devoted to pass
to the limit as n tends to infinity and to show that the renormalized formulation
(1.6) holds. As in the continuous case the main difficulty is the lack of regularity
of the time derivative ∂u

∂t . We use here Steklov averages and the method developed
in [10] (see also [30]). In Step 3 we prove that the limit u satisfies the estimate
on the energy (1.5) and in Step 4 we recall that under assumption H1 or H2 the
uniqueness of the renormalized solution provides that the whole sequence converges
to the renormalized solution.

Step 1 We prove that the limit u satisfies (4.14). Let ϕ ∈ C∞
c (Ω×[0, T )) and hn the

function defined by (3.40). We denote by ϕD the function defined by ϕi
K = ϕ(xK , ti)

for all K ∈ T and all 0 ≤ i ≤ N .
Multiplying each equation of the scheme by ϕi−1

K hn(ui
K) (which is a discrete

version of the test function used in the renormalized formulation), summing over
the control volumes, gathering by edges and summing over the time steps, we get
T1 + T2 + T3 = T4 with

T1 =

N∑

i=1

∑

K∈T

|K|(ui
K − ui−1

K )hn(ui
K)ϕi−1

K ,

T2 =

N∑

i=1

δt
∑

σ∈E

|σ|

dσ
λ(u)i

σ(ui
K − ui

L)(hn(ui
K)ϕi−1

K − hn(ui
L)ϕi−1

L ),

T3 =

N∑

i=1

δt
∑

σ∈E

|σ|vi
K,σui

σ,+(hn(ui
K)ϕi−1

K − hn(ui
L)ϕi−1

L ),

T4 =

N∑

i=1

δt
∑

K∈T

|K|f i
Khn(ui

K)ϕi−1
K .

We now pass to the limit as hT → 0 and δt → 0.
As far as the lower order term T4 is concerned, we have T4 = T4,1 + T4,2 with

T4,1 =

N∑

i=1

∑

K∈T

∫ ti

ti−1

∫

K

fhn(ui
K)ϕi

Kdx dt,

T4,2 =
N∑

i=1

∑

K∈T

∫ ti

ti−1

∫

K

fhn(ui
K)(ϕi−1

K − ϕi
K)dx dt.

By the regularity of ϕ, we have ϕD → ϕ uniformly on Q as hT → 0 and δt → 0.
Since hn(uD) → hn(u) a.e. and L∞ weak-⋆, ϕD → ϕ uniformly and |f ϕT hn(uD)| ≤
Cϕ|f | ∈ L1(Q), the Lebesgue theorem ensures that

lim
hT →0
δt→0

T4,1 = lim
hT →0
δt→0

∫

Ω
f ϕD hn(uD) dx dt

=

∫ T

0

∫

Ω
f ϕ hn(u) dx dt.(4.1)
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In view of the definition of hn and the regularity of ϕ,

|T4,2| ≤ c‖ϕt‖∞δt‖f‖L1(Q),

thus

(4.2) lim
hT →0
δt→0

T4,2 = 0.

We now study the convergence of the diffusion term. We have

T2 =
N∑

i=1

δt
∑

σ∈E

|σ|

dσ
λ(u)i

σ(ui
K − ui

L)(hn(ui
K)ϕi−1

K − hn(ui
L)ϕi−1

L )

= T2,1 + T2,2

with

T2,1 =
N∑

i=1

δt
∑

σ∈E

|σ|

dσ
λ(u)i

σ hn(ui
K)(ui

K − ui
L)(ϕi−1

K − ϕi−1
L ),

T2,2 =
N∑

i=1

δt
∑

σ∈E

|σ|

dσ
λ(u)i

σ ϕi−1
L (ui

K − ui
L)(hn(ui

K) − hn(ui
L)).

Not assuming any bound on the function λ gives additional technical difficulties in
order to control T2,1 and T2,2. In view of the definition of hn and λ we get

|T2,2| ≤
c‖ϕ‖∞

n

N∑

i=1

δt
∑

σ∈E

|σ|

dσ
λ(u)i

σ(ui
K − ui

L) (T2n(ui
K) − T2n(ui

L)).

From the discrete estimate on the energy (see (3.5) in Proposition 3.3), it follows
that

(4.3) lim
n→+∞

lim
hT →0
δt→0

T2,2 = 0.

As far as T2,1 is concerned we have T2,1 = T2,1,1 + T2,1,2 with

T2,1,1 =

N∑

i=1

δt
∑

σ∈E

|σ|

dσ
λ(u)i

σ hn(ui
K)h2n(ui

L)(ui
K − ui

L)(ϕi−1
K − ϕi−1

L ),

T2,1,2 =

N∑

i=1

δt
∑

σ∈E

|σ|

dσ
λ(u)i

σ hn(ui
K)(1 − h2n(ui

L))(ui
K − ui

L)(ϕi−1
K − ϕi−1

L ).

Observing that hn(ui
K)(1 − h2n(ui

L)) = hn(ui
K)(h2n(ui

K) − h2n(ui
L)) gives

|T2,1,2| ≤
c‖ϕ‖∞

n

N∑

i=1

δt
∑

σ∈E

|σ|

dσ
λ(u)i

σ(T4n(ui
K) − T4n(ui

L))(ui
K − ui

L),

and from (3.5) it follows that

(4.4) lim
n→+∞

lim
hT →0
δt→0

T2,1,2 = 0.

For T2,1,1 we write T2,1,1 = I + II with

I =

N∑

i=1

δt
∑

σ∈E

|σ|

dσ
λ(u)i

σ

hn(ui
K)h2n(ui

L) + hn(ui
L)h2n(ui

K)

2
(ui

K − ui
L)(ϕi−1

K − ϕi−1
L ),

II =

N∑

i=1

δt
∑

σ∈E

|σ|

dσ
λ(u)i

σ

hn(ui
K)h2n(ui

L) − hn(ui
L)h2n(ui

K)

2
(ui

K − ui
L)(ϕi−1

K − ϕi−1
L ).
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Since

hn(ui
K)h2n(ui

L) − hn(ui
L)h2n(ui

K)

= hn(ui
K)(h2n(ui

L) − h2n(ui
K)) + (hn(ui

K) − hn(ui
L))h2n(ui

K),

and since

|h2n(ui
L) − h2n(ui

K)| ≤
1

2n
|T4n(ui

l) − T4n(ui
K)|,

|hn(ui
L) − hn(ui

K)| ≤
1

n
|T2n(ui

L) − T2n(ui
K)|,

estimate (3.5) leads to

(4.5) |II| ≤ ‖ϕ‖∞ω(n, hT , δt),

with
lim

n→+∞
lim

hT →0
δt→0

ω(n, hT , δt) = 0.

As far as I is concerned, we have I = I1 + I2 with

I1 =

N∑

i=1

δt
∑

σ∈E

|σ|

dσ
λ(u)i

σ

hn(ui
K)h2n(ui

L) + hn(ui
L)h2n(ui

K)

2
(ui

K − ui
L)(ϕi

K − ϕi
L),

I2 =

N∑

i=1

δt
∑

σ∈E

|σ|

dσ
λ(u)i

σ

hn(ui
K)h2n(ui

L) + hn(ui
L)h2n(ui

K)

2

× (ui
K − ui

L)(ϕi−1
K − ϕi

K + ϕi
L − ϕi−1

L ),

Both ui
K and ui

L being truncated in I2 due to the regularity of ϕ we get

|I2| ≤ Cϕ(hT + δt)

(
max

r∈[−4n,4n]
|λ(r)|

) N∑

i=1

δt‖T4n(ui
T )‖1,1,T ,

thus

(4.6) lim
hT →0
δt→0

I2 = 0.

In view of the definitions of h
m

n and λ
m

n (see (3.66) and (3.67)) we then write
I1 = I1,1 + I1,2 with

I1,1 =

∫ T

0

∫

Ω
λ

m

4n h
m

n ∇DT4n(uD) · ∇ϕ dx dt,

I1,2 =

N∑

i=1

δt
∑

σ∈E

d|Dσ|λ(u)i
σ

hn(ui
K)h2n(ui

L) + hn(ui
L)h2n(ui

K)

2

T4n(ui
K) − T4n(ui

L)

dσ
C(ϕ, T , δt),

where C(ϕ, T , δt) = 1
δt|Dσ |

∫ ti

ti−1

∫
Dσ

∇ϕ · ηK,σ dx dt −
ϕi

L−ϕi
K

dσ
. Thanks to the regu-

larity of ϕ, we have

|I1,2| ≤ Cϕ(hT + δt)

(
max

r∈[−4n,4n]
|λ(r)|

) N∑

i=1

δt‖T4n(ui
T )‖1,1,T ,

which implies

(4.7) lim
hT →0
δt→0

I1,2 = 0.
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In view of Lemma 3.10 h
m

n (resp. λ
m

4n) converges to hn(u) (resp. λ(T4n(u)))
while ∇DT4n(uD) tends to ∇T4n(u) weakly in L2(0, T ; L2(Ω)d). Since ϕ belongs to
C∞

c (Ω × [0, T )) and since the support of hn is [−2n, 2n] we obtain

(4.8) lim
hT →0
δt→0

I1 =

∫ T

0

∫

Ω
λ(u)hn(u)∇T4n(u) · ∇ϕ dx dt.

For the convection term we have

T3 =

N∑

i=1

δt
∑

σ∈E

|σ|vi
K,σui

σ,+(ϕi−1
K hn(ui

K) − ϕi−1
L hn(ui

L))

=

N∑

i=1

δt
∑

σ∈E
v

i
K,σ≥0

|σ|vi
K,σui

σ,+hn(ui
σ,+)(ϕi−1

K − ϕi−1
L )

+

N∑

i=1

δt
∑

σ∈E
v

i
K,σ≥0

|σ|vi
K,σui

σ,+ϕi−1
L (hn(ui

σ,+) − hn(ui
σ,−))

−

N∑

i=1

δt
∑

σ∈E
v

i
K,σ<0

|σ|vi
K,σui

σ,+hn(ui
σ,+)(ϕi−1

L − ϕi−1
K )

−

N∑

i=1

δt
∑

σ∈E
v

i
K,σ<0

|σ|vi
K,σui

σ,+ϕi−1
K (hn(ui

σ,+) − hn(ui
σ,−))

= T3,1 + T3,2 + T3,3

with

T3,1 =
N∑

i=1

δt
∑

σ∈E

|σ|vi
K,σui

σ,+hn(ui
σ,+)(ϕi−1

K − ϕi−1
L )

T3,2 =

N∑

i=1

δt
∑

σ∈E
v

i
K,σ≥0

|σ|vi
K,σui

σ,+ϕi−1
L (hn(ui

σ,+) − hn(ui
σ,−))

T3,3 = −

N∑

i=1

δt
∑

σ∈E
v

i
K,σ<0

|σ|vi
K,σui

σ,+ϕi−1
K (hn(ui

σ,+) − hn(ui
σ,−)).

Since

|T3,2 + T3,3| ≤
c‖ϕ‖∞

n

N∑

i=1

δt
∑

σ∈E

|σ| |vi
K,σ| |ui

σ,+| |T2n(ui
σ,+) − T2n(ui

σ,−)|,

using (3.6) we show that

(4.9) lim
n→+∞

lim
hT →0
δt→0

T3,2 + T3,3 = 0.
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Concerning T3,1 we have T3,1 = T3,1,1 + T3,1,2 with

T3,1,1 =

N∑

i=1

δt
∑

σ∈E

|σ|vi
K,σui

σ,+hn(ui
σ,+)(ϕi

K − ϕi
L),

T3,1,2 =

N∑

i=1

δt
∑

σ∈E

|σ|vi
K,σui

σ,+hn(ui
σ,+)(ϕi−1

K − ϕi
K + ϕi

L − ϕi−1
L ).

Still by the regularity of ϕ and using Hölder’s inequality we obtain

|T3,1,2| ≤ Cϕ(hT + δt)‖v‖L2(Q)d‖T2n(uD)‖L2(Q),

which implies that

(4.10) lim
hT →0
δt→0

T3,1,2 = 0.

As far as T3,1,1 is concerned we have

T3,1,1 =

N∑

i=1

δt
∑

σ∈E

|σ|vi
K,σui

σ,+hn(ui
σ,+)(ϕi

K − ϕi
L)

=

N∑

i=1

∑

σ∈E

|σ|dσ

d|Dσ|
ui

σ,+ hn(ui
σ,+) d

ϕi
K − ϕi

L

dσ

∫ ti

ti−1

∫

Dσ

v · ηK,σ dx dt

= −

N∑

i=1

∑

σ∈E

∫

Dσ

T2n(ui
σ,+) hn(ui

σ,+)v · ∇DϕD dx dt.

Let us define T2n(u)hn(u)
Dm

, ∀t ∈ [ti−1, ti), ∀σ ∈ E , ∀x ∈ Dσ, by

T2n(u)hn(u)
Dm

(x, t) = T2n(ui
σ,+) hn(ui

σ,+).

We write

T3,1,1 = −

∫ T

0

∫

Ω
T2n(u)hn(u)

Dm

v · ∇DϕD dx.

By Lemma 2.7, ∇DϕD converges weakly to ∇ϕ in (L2(Q))d, and then in (L(d+2)′

(Q))d.

Moreover, in view of the definition of T2n(u)hn(u)
Dm

, we can show that it tends to
T2n(u)hn(u) in L∞ weak-⋆ as hT → 0 and δt → 0. Then we obtain

(4.11) lim
hT →0
δt→0

T3,1,1 = −

∫ T

0

∫

Ω
T2n(u) hn(u) v · ∇ϕ dx dt.

It remains to study the time derivative term. In view of the definition of h̃n(v)
we have

h̃n(ui−1
K ) − h̃n(ui

K) = (ui−1
K − ui

K)hn(ui
K) +

∫ ui−1
K

ui
K

(ui−1
K − r)h′

n(r)dr,

we write T1 = T1,1 + T1,2 with

T1,1 =

N∑

i=1

δt
∑

K∈T

|K|
h̃n(ui

K) − h̃n(ui−1
K )

δt
ϕi−1

K ,

T1,2 =

N∑

i=1

∑

K∈T

|K|ϕi−1
K

∫ ui−1
K

ui
K

(ui−1
K − r)h′

n(r)dr.
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Reordering the sums leads to

T1,1 = −

N∑

i=1

δt
∑

K∈T

|K|h̃n(ui
K)

ϕi
K − ϕi−1

K

δt
−
∑

K∈T

|K|h̃n(u0
K)ϕ0

K

= −

∫ T

0

∫

Ω
h̃n(uT )∂tϕ dx dt + R1 −

∫

Ω
h̃n(u0

T )ϕ(x, 0) dx + R2,

where

R1 = −
N∑

i=1

δt
∑

K∈T

|K|h̃n(ui
K)

[
ϕi

K − ϕi−1
K

δt
−

1

|K|δt

∫ ti

ti−1

∫

K

∂tϕ dx dt

]
,

R2 = −
∑

K∈T

∫

K

h̃n(u0
T )
[
ϕ0

K − ϕ(x, 0)
]

dx.

By the regularity of ϕ we have

|R1| ≤ Cϕ(hT + δt)
N∑

i=1

δt
∑

K∈T

|K| |h̃n(ui
K)|

≤ Cϕ(hT + δt)2nT |Ω|

and |R2| ≤ CϕhT 2nT |Ω|. Since uD converges a.e. in Q to u and since u0
T =

(u0
K)K∈T converges in L1(Ω) to u0, recalling that h̃n is bounded continuous func-

tion, Lebesgue theorem leads to

(4.12) lim
hT →0
δt→0

T1,1 = −

∫ T

0

∫

Ω
h̃n(u)∂tϕ dx dt −

∫

Ω
h̃n(u0)ϕ(x, 0) dx.

Since

|T1,2| ≤ ‖ϕ‖∞

N∑

i=1

∑

K∈T

|K|

∫ ui−1
K

ui
K

(ui−1
K − r)T ′

2n(r) dr,

(3.7) implies that

(4.13) lim
n→+∞

lim
hT →0
δt→0

T1,2 = 0.

We are now in a position to pass to the limit as hT → 0 and δt → 0 in the
scheme. Gathering equations (4.1) to (4.13), we obtain that

(4.14) −

∫ T

0

∫

Ω
h̃n(u)∂tϕ dx dt −

∫

Ω
h̃n(u0)ϕ(x, 0) dx

+

∫ T

0

∫

Ω
λ(u) hn(u) ∇u · ∇ϕ dx dt −

∫ T

0

∫

Ω
u hn(u) v · ∇ϕ dx dt

−

∫ T

0

∫

Ω
f ϕ hn(u) dx dt = lim

hT →0
δt→0

T (n, ϕ)

where lim
hT →0
δt→0

|T (n, ϕ)| ≤ C(‖ϕ‖L∞(Q))ω(n) with ω(n) → 0 as n → +∞, where

C(‖ϕ‖L∞(Q)) depends on ‖ϕ‖L∞(Q).

Step 2 In this step we obtain that the renormalized equation (1.6) holds.
It is worth noting that due to the time derivative ∂tϕ in (4.14) equation (1.6) is
not a straightforward consequence of (4.14) and a density argument. Using Steklov
averages, Lemmas 2.1 and 2.3 of [10] (see also [7, 30]) and appropriate test functions
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in (4.14) we can obtain that the renormalized equation (1.6) holds. The proof is
postponed in Appendix, Proposition 5.1.

Step 3 We now prove that u satisfies the decay (1.5) of the truncate energy. Thanks
to the discrete estimate on the energy (3.5) we have

lim
n→∞

lim
hT →0
δt→0

1

n

N∑

i=1

δt
∑

σ∈E

|σ|

dσ
λ(u)i

σ(T2n(ui
K) − T2n(ui

L))2 = 0,

and
N∑

i=1

δt
∑

σ∈E

|σ|

dσ
λ(u)i

σ(T2n(ui
K) − T2n(ui

L))2

=

N∑

i=1

δt
1

d

∑

σ∈E

|Dσ|λ(u)i
σ

(
d

T2n(ui
K) − T2n(ui

L)

dσ

)2

≥
1

d

N∑

i=1

δt
∑

σ∈E

|DK,σ|hn(ui
K)

λ(ui
K)

2

(
d

T2n(ui
K) − T2n(ui

L)

dσ

)2

+
1

d

N∑

i=1

δt
∑

σ∈E

|DL,σ|hn(ui
L)

λ(ui
L)

2

(
d

T2n(ui
K) − T2n(ui

L)

dσ

)2

=
1

d

∫ T

0

∫

Ω
hn(uD)

λ(T2n(uD))

2
|∇DT2n(uD)|2 dx dt,

thus, lim
n→∞

lim
hT →0
δt→0

1

n

∫ T

0

∫

Ω
hn(uD)

λ(uD)

2
|∇DT2n(uD)|2 dx dt = 0. Since ∇T2n(uD)

converges weakly in L2(Q)d, λ(T2n(uD)) converges to λ(T2n(u)) L∞ weak−⋆ and
hn(uD) converge to hn(u) almost everywhere in Q we also have

1

n

∫ T

0

∫

Ω
hn(u)λ(u)|∇T2n(u)|2 dx dt ≤ lim inf

hT →0
δt→0

1

n

∫ T

0

∫

Ω
hn(uD)λ(uD)|∇DT2n(uD)|2 dx dt,

which leads to (1.5).

Step 4 We prove here the uniqueness of the renormalized solution. In view of
the convergence analysis, if the renormalized solution of (1.1) u is unique usual
arguments imply that the whole sequence uDm

converges to u. To our knowledge
due to the nonlinearity of the operator and the presence of the term −div(v(x, t)u)
the uniqueness is proved under additional assumptions on λ or v.

If λ is local Lipschitz continuous, namely

∀n ∈ N, ∃Cn > 0 such that ∀|r|, |t| ≤ n, |λ(r) − λ(t)| ≤ Cn|r − t|,

then we are in the scope of [14] (see also [8]): the renormalized solution is unique.
If λ is a continuous function the price to paid to have uniqueness is to assume

more regularity on v. If v depends only on x then the time doubling variable
method, see e.g. [28] (which is not the method developed in [8]), allows one to
prove the uniqueness of the renormalized solution. Indeed the change of variable

w = λ̃(u) where λ̃(r) =
∫ r

0 λ(s) ds implies that w is a renormalized solution of

∂λ̃−1(w)

∂t
− ∆w + div(vλ̃−1(w)) = f in Q,

w = 0 on ∂Ω × (0, T ), w(x, 0) = λ̃(u0(x)) ∀x ∈ Ω.
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Since the function λ̃(r) is local Lipschitz continuous and since v does not depend
on t the results of [10] (see Section 5 Comments and Remarks) give the uniqueness
of the renormalized solution w which in turn gives the uniqueness of u. �

5. Appendix

Proposition 5.1. Let Ω be a bounded domain of RN , T > 0. Let us assume that
(2.9)–(2.12) hold and that u is a measurable function defined from Q = Ω × (0, T )
which verifies

u ∈ L1(Q); Tn(u) ∈ L2(0, T ; H1
0 (Ω)), ∀n > 0,(5.1)

and for any ϕ ∈ C∞
c (Ω × [0, T )), for any n > 0

(5.2) −

∫ T

0

∫

Ω
h̃n(u)∂tϕ dx dt −

∫

Ω
h̃n(u0)ϕ(x, 0) dx

+

∫ T

0

∫

Ω
λ(u) hn(u) ∇u · ∇ϕ dx dt −

∫ T

0

∫

Ω
u hn(u) v · ∇ϕ dx dt

−

∫ T

0

∫

Ω
f ϕ hn(u) dx dt = ω(n, ϕ)

where |ω(n, ϕ)| ≤ C(‖ϕ‖L∞(Q))ω(n) with ω(n) → 0 as n → +∞ and where
C(‖ϕ‖L∞(Q)) depends on ‖ϕ‖L∞(Q).

Then u verifies equation (1.6).

Proof. Due to the presence of the time derivative ∂tϕ in (5.2) equation (1.6) is not
a straightforward consequence of (4.14) and a density argument. We use here the
Steklov averages which were used in [10] to deal with Stefan problems with L1 data
and renormalized solutions.
Step 1. Let ξ be a non negative function belonging to C∞

c (Ω × [0, T )) and S a
function belonging to W 2,∞(R) such that S′ is nondecreasing, S′′ has a compact
support and S′(u)ξ ∈ L2(0, T ; H1

0 (Ω)). It is worth noting that for k > 0 large
enough, S′(u) read as S′(Tk(u)).

Our aim is now to prove that

(5.3) −

∫ T

0

∫

Ω
ξt

∫ u

0
hn(r)S′(r)drdx dt −

∫

Ω
ξ(x, 0)

∫ u0

0
hn(r)S′(r)drdx

+

∫ T

0

∫

Ω
λ(u) hn(u)∇u · ∇

(
ξS′(u)

)
dx dt −

∫ T

0

∫

Ω
u hn(u) v · ∇

(
ξS′(u)

)
dx dt

−

∫ T

0

∫

Ω
f hn(u) ξS′(u) dx dt = ω(n, ξ, S′),

where |ω(n, ξ, S′)| ≤ C(‖ξ‖L∞(Q), ‖S′‖∞)ω(n) with ω(n) → 0 as n → +∞, where
C(‖ξ‖L∞(Q), ‖S′‖∞) depends on ‖ξ‖L∞(Q) and ‖S′‖L∞(R).

By density we can take ϕ = ξ(S′(u))h as test function in (5.2) where (S′(u))h is
the (forward) Steklov average

(S′(u))h(x, t) =
1

h

∫ t+h

t

S′(u(x, τ)) dτ,
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so that we obtain for h small enough

(5.4) −

∫ T

0

∫

Ω
∂t

(
ξ(S′(u))h

)
(h̃n(u) − h̃n(u0)) dx dt

+

∫ T

0

∫

Ω
λ(u) hn(u)∇u · ∇

(
ξ(S′(u))h

)
dx dt −

∫ T

0

∫

Ω
u hn(u) v · ∇

(
ξ(S′(u))h

)
dx dt

−

∫ T

0

∫

Ω
f hn(u) ξ(S′(u))hdx dt = ω(n, ξ, S′, h),

where |ω(n, ξ, S′, h)| ≤ C(‖ξ‖L∞(Q), ‖S′‖∞)ω(n) with ω(n) → 0 as n → +∞ and
where C(‖ξ‖L∞(Q), ‖S′‖∞) depends on ‖ξ‖L∞(Q) and on ‖S′‖L∞(R).

Since ξ(S′(u))h converges to ξS′(u) strongly in L2(0, T ; H1
0 (Ω)) and in L∞ weak-

⋆ as h tends to 0, in view of the regularity (5.1) the main difficulty in dealing with
the asymptotic behavior of the left hand-side of (5.4) is the time derivative term.

We now apply Lemma 2.1 of [10] with w = u, B(r) = h̃n(r), β = B(u), β0 = B(u0),
w0 = u0 and F (λ) = S′(λ) (S′ being nondecreasing). It gives

−

∫ T

0

∫

Ω
∂t

(
ξ(S′(u))h

)
(h̃n(u) − h̃n(u0)) dx dt

≥ −

∫ T

0

∫

Ω
ξt

(
h̃n(u)

1

h

∫ t+h

t

S′(u(τ))dτ −
1

h

∫ t+h

t

∫ u(τ)

0
S′′(r)h̃n(r) dr dτ

)
dx dt

−

∫

Ω
ξ(x, 0)

(
h̃n(u0)S′(u0) −

∫ u0

0
S′′(r)h̃n(r) dr

)
dx,

and letting h tends to zero we deduce that

lim inf
h→0

{
−

∫ T

0

∫

Ω
∂t

(
ξ(S′(u))h

)
(h̃n(u) − h̃n(u0)) dx dt

}

≥ −

∫ T

0

∫

Ω
ξt

(
h̃n(u)S′(u) −

∫ u

0
S′′(r)h̃n(r) dr

)
dx dt

−

∫

Ω
ξ(x, 0)

(
h̃n(u0)S′(u0) −

∫ u0

0
S′′(r)h̃n(r) dr

)
dx.

Using the identity h̃n(r)S′(r) −
∫ r

0 S′′(s)h̃n(s)ds =
∫ r

0 hn(s)S′(s)ds and injecting
this previous inequality in (5.4), letting h tends to zero we get

(5.5) −

∫ T

0

∫

Ω
ξt

∫ u

0
hn(r)S′(r)drdx dt −

∫

Ω
ξ(x, 0)

∫ u0

0
hn(r)S′(r)drdx

+

∫ T

0

∫

Ω
λ(u) hn(u)∇u · ∇

(
ξS′(u)

)
dx dt −

∫ T

0

∫

Ω
u hn(u) v · ∇

(
ξS′(u)

)
dx dt

−

∫ T

0

∫

Ω
f hn(u) ξS′(u) dx dt ≤ C(‖ξ‖L∞(Q), ‖S′‖∞)ω(n)

where ω(n) → 0 as n → +∞ and where C(‖ξ‖L∞(Q), ‖S′‖∞) depends on ‖ξ‖L∞(Q)

and on ‖S′‖L∞(R).
We now prove the reverse inequality. We take ϕ = ξ(S′(u))−h as a test function

in (5.2) where (S′(u))−h is the (backward) Steklov average

(S′(u))−h(x, t) =
1

h

∫ t

t−h

S′(û(x, τ)) dτ
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with

û(x, t) =

{
u(x, t) if t ≥ 0,

Uj if t < 0,

and where Uj is a sequence in C∞
c (Ω) such that Uj → u0 strongly in L1(Ω). It

follows that

(5.6) −

∫ T

0

∫

Ω
∂t

(
ξ(S′(u))−h

)
(h̃n(u) − h̃n(u0)) dx dt

+

∫ T

0

∫

Ω
λ(u) hn(u)∇u·∇

(
ξ(S′(u))−h

)
dx dt−

∫ T

0

∫

Ω
u hn(u) v·∇

(
ξ(S′(u))−h

)
dx dt

−

∫ T

0

∫

Ω
f hn(u) ξ(S′(u))−hdx dt = ω1(n, ξ, S′, −h),

where |ω1(n, ξ, S′, −h)| ≤ C(‖ξ‖L∞(Q), ‖S′‖∞)ω(n) with ω(n) → 0 as n → +∞ and
where C(‖ξ‖L∞(Q), ‖S′‖∞) depends on ‖ξ‖L∞(Q) and on ‖S′‖L∞(R).

We now apply Lemma 2.3 of [10] with w = u, B(r) = h̃n(r), β = B(u), β0 =
B(u0), w0 = Uj and F (λ) = S′(λ). It gives

−

∫ T

0

∫

Ω
∂t

(
ξ(S′(u))−h

)
(h̃n(u) − h̃n(u0)) dx dt

≤ −

∫ T

0

∫

Ω
ξt

(
h̃n(u)

1

h

∫ t

t−h

S′(û(τ))dτ −
1

h

∫ t

t−h

∫ û(τ)

0
S′′(r)h̃n(r) dr dτ

)
dx dt

−

∫

Ω
ξ(x, 0)

(
h̃n(u0)S′(Uj) −

∫ Uj

0
S′′(r)h̃n(r) dr

)
dx.

We now let h tend to zero and then j tend to infinity to deduce that

lim sup
j→+∞

lim sup
h→0

{
−

∫ T

0

∫

Ω
∂t

(
ξ(S′(u))−h

)
(h̃n(u) − h̃n(u0)) dx dt

}

≤ −

∫ T

0

∫

Ω
ξt

(
h̃n(u)S′(u) −

∫ u

0
S′′(r)h̃n(r) dr

)
dx dt

−

∫

Ω
ξ(x, 0)

(
h̃n(u0)S′(u0) −

∫ u0

0
S′′(r)h̃n(r) dr

)
dx.

Since ξ(S′(u))−h converges to ξS′(u) strongly in L2(0, T ; H1
0 (Ω)) and in L∞ weak-

⋆, injecting this last inequality in (5.6) and letting h tends to zero (and then j tend
to infinity) we get

− C(‖ξ‖L∞(Q), ‖S′‖∞)ω(n) ≤ −

∫ T

0

∫

Ω
ξt

∫ u

0
hn(r)S′(r)drdx dt

−

∫

Ω
ξ(x, 0)

∫ u0

0
hn(r)S′(r)drdx +

∫ T

0

∫

Ω
λ(u) hn(u)∇u · ∇

(
ξS′(u)

)
dx dt

−

∫ T

0

∫

Ω
u hn(u) v · ∇

(
ξS′(u)

)
dx dt −

∫ T

0

∫

Ω
f hn(u) ξS′(u) dx dt,

where ω(n) → 0 as n → +∞ and where C(‖ξ‖L∞(Q), ‖S′‖∞) depends on ‖ξ‖L∞(Q)

and on ‖S′‖L∞(R).
It follows that the previous inequality and (5.5) yield (5.3).

Step 2. Let ξ ∈ C∞
c (Ω × [0, T )) with ξ ≥ 0 and let S ∈ W 2(R) such that S′

has a compact support. By writing for example S′(r) = S′(0) +
∫ r

0 (S′′(s))+ds −
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∫ r

0 (S′′(s))−ds we can decompose the function S into S = S1 − S2 where S1, S2 be-

longs to W 2,∞(R), S′′
1 and S′′

2 have compact support and S′
1, S′

2 are nondecreasing.
Using the previous step for S1 and S2 and subtracting the two inequalities it

follows that

(5.7) −

∫ T

0

∫

Ω
ξt

∫ u

0
hn(r)S′(r)drdx dt −

∫

Ω
ξ(x, 0)

∫ u0

0
hn(r)S′(r)drdx

+

∫ T

0

∫

Ω
λ(u) hn(u)∇u · ∇

(
ξS′(u)

)
dx dt −

∫ T

0

∫

Ω
u hn(u) v · ∇

(
ξS′(u)

)
dx dt

−

∫ T

0

∫

Ω
f hn(u) ξS′(u) dx dt = ω(n, ξ, S′),

where |ω(n, ξ, S′)| ≤ C(‖ξ‖L∞(Q), ‖S′‖∞)ω(n) with ω(n) → 0 as n → +∞, where
C(‖ξ‖L∞(Q), ‖S′‖∞) depends on ‖ξ‖L∞(Q) and ‖S′‖L∞(R).

Since S′ has a compact support, in view of the regularity of u we are in a position
to pass to the limit in (5.5) as n tends to infinity. It follows that

−

∫ T

0

∫

Ω
ξt

∫ u

0
S′(r)drdx dt −

∫

Ω
ξ(x, 0)

∫ u0

0
S′(r)drdx

+

∫ T

0

∫

Ω
λ(u) ∇u · ∇

(
ξS′(u)

)
dx dt −

∫ T

0

∫

Ω
u v · ∇

(
ξS′(u)

)
dx dt

−

∫ T

0

∫

Ω
f ξS′(u) dx dt = 0,

which is (1.6) for ξ ≥ 0. By replacing ξ by −ξ, S by −S we obtain that (1.6) holds
for ξ ≤ 0 and any S ∈ W 2(R) such that S′ has a compact support.

At last since (1.6) is linear with respect to ξ we obtain that (1.6) holds true. �
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