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Abstract

We consider the first closed-loop separation control experiment on an Ahmed body using a robust, model-
based strategy called “sliding mode control” (SMC). The goal is to reduce and further maintain the aero-
dynamic drag of the square-back Ahmed body flow at Reh = 9 × 104 (based on the body height). This
study also investigates the practical feasibility of this approach which shows a great promise for industrial
applications. The flow is manipulated by a slotted jet placed on the top trailing edge, combined with a
predefined angle direction, and sensed by a drag balance. Base pressure and lift measurements are also ob-
tained in real-time. The interaction between the air jet actuator and the mean near-wake flow are depicted
by means of Particle Image Velocimetry. In order to compare this closed-loop strategy we first present
two open-loop ones. Continuous blowing is initially used to directly influence the recirculation area and
hence achieve a reduction in the drag. Approximately a drag reduction of 8% is accomplished making this
approach the “optimal case” control strategy. However, because steady blowing mechanisms lead to the
highest energy consumption scheme, this strategy will only serve as the first open-loop control reference.
The second open-loop strategy involves three periodic forcing frequencies, StA = 0.0765, 0.135 & 0.405. The
influence of these frequencies on the near-wake, and its further drag modification, will be further examined.
The proposed sliding mode control (closed-loop strategy) is applied to the same Ahmed body configuration
and compared to the open-loop cases. It will be designed on the basis of a simplified input-output model
which was recently defined for another flow control application. Last, a second experiment is conducted so
to show the disturbance rejection of the controller, corroborating the robustness and efficiency of this control
approach. Its limitations and difficulties on an experimental setup are also discussed. SMC is able to reduce
and maintain the drag to a desire set-point regardless external flow perturbations. Our control strategy was
recently used in another context (flow reattachement on a wing) with the same robustness. These successes
make guess it is applicable to multiple experimental and industrial contexts.

Keywords: sliding mode control, bilinear time-delay model, flow control, drag reduction unsteadiness of
separated flows
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1. Introduction

The flow around a vehicle is inherently three-
dimensional and presents highly complex charac-
teristics. The effects of these flows on the vehicle’s
aerodynamic performance is strongly related to
fuel consumption and greenhouse gas emission [37].
Therefore, a thorough investigation to understand
and control these flows has been done over the years
[34, 6, 50, 38, 39, 8]. Most previous studies have in-
vestigated the aerodynamics of heavy vehicles relying
on mean flow characteristics, but the unsteady flow
phenomena are much more related to the mechanism
of aerodynamic force generation and its control [17]
. A bluff-body model induces large recirculation
bubbles with low-pressure wake. The recirculating
flow itself is absolutely unstable and produces
self-sustained large-scale flow oscillations [35]. The
massive separation at the edge of the body and pres-
sure drop at the base are the main contributors to
aerodynamic drag, the latter representing over 65%
of the total power expense [42] at highway speeds.
If a 20% aerodynamic drag reduction is achieved at
105 km/h for a tractor-trailer weighing 36 tons, 4%
of the fuel could be saved [12]. The manipulation
and/or control of the wake flow provides a great
potential to achieve drag reduction. This approach
is therefore of great challenge for transport industry
which may be tackle as a multidisciplinary field.

Flow control can be divided into three groups: pas-
sive, active open-loop and active closed-loop. Various
passive means for bluff-body flow control are well-
investigated and have been applied in numerous ex-
periments [55, 44]. The most effective ones for drag
reduction were found to be base cavities and boat
tails [17]. The first one consists of four extensions
from the edge of the base forming a cavity, the sec-
ond one is a tapering extension with a slant angle.
However, passive devices may have an adverse effect
away from the specific operating conditions for which
they were designed. An alternative relates with ac-
tive flow control (AFC). Such devices can reproduce
effects of passive ones but can, in addition, adapt
to changing flow conditions while being operating in
open-loop or closed-loop manner. Moreover, a combi-

nation of passive and active devices might gain addi-
tional base pressure recovery by enhancing the shear
layer deflection [21, 53]. An extensive overview of
possible actuators for AFC is given in Cattafesta &
Shelpak [15]. The benefit of active devices for car
manufacturers is however still to be demonstrated.

The most common open-loop strategies for buff-
body are, steady blowing/suction of air flow [5] or un-
steady synthetic/pulsed jets on the separation trail-
ing edges [30, 45, 14]. The majority of these studies
are dedicated to manipulate the wake by forcing the
separated shear layer. Low-frequency forcing, which
targets intrinsic flow instability, was extensively con-
sidered and was found to amplify the development of
the shear-layer. In contrast, high-frequency forcing
has been demonstrated to result in an enhancement
of energy transfer from large to small scales and a
substantial increase in the dissipation and in the de-
cay rate of turbulent kinetic energy [59], resulting
in lower entrainment and increase of the bubble size
or of the base pressure. Pastoor et al. [48] achieved a
significant drag reduction and a suppression of vortex
shedding in the wake by open-loop forcing, both in
experiment and LES. Rouméas et al. [52] simulated
an open-loop active flow control using steady blow-
ing devices at the edges of the back of the body, with
a total drag reduction of up to 29%. Barros et al.
[7] exemplified the capabilities of both increasing or
decreasing the turbulent fluctuations across a canon-
ical mixing layer by applying low- or high-frequency
forcing, respectively.

Open-loop flow control is pre-determined and is
somewhat independent of the flow state, incapable
to adapt to changing flow conditions. In contrast,
closed-loop control offers potential to increase robust-
ness and efficiency of the control device and consti-
tutes an active research area [48, 27, 41]. Based on
design efforts for an “in-time” time scale, closed-loop
control can be divided in two categories [37], namely,
(i) model-free and (ii) model-based approaches.

In a model-free form, no underlying model is re-
quired. In-time model-free control may be per-
formed, for example, by a simple proportional-
integral-derivative (PID) controller [61]. While
widely used in many industrial processes, there ex-
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ist no generic simple recipes for tuning the parame-
ters of such controller particulary when the control
system has uncertainties such as for example model-
ing errors. Unsupervised generic methodology based
on machine learning which can exploit arbitrary non-
linearities in complex systems has recently gain trac-
tion on the past years in the fluid mechanics commu-
nity to, literarily, learn a control law. As a pioneer
work, Noack and co-authors used genetic program-
ming to achieve both structure and parameters iden-
tification of control laws in the context of various tur-
bulence flow control problems even at high Reynolds
numbers [46, 29, 20, 18]. One of the obstacles of us-
ing machine learning, such as introduced in Duriez
et al. [20], is that a large number of experiments are
required to fulfill the criterion of statistical conver-
gence.

Alternatively, a well established framework for the
stabilization of flows with model-based control al-
ready exists. When derived directly from the Navier-
Stokes equations these models are of very high order
and require reduction before they can be used in a
realistic setting [28]. Furthermore, turbulent flow is
characterized by broadband frequency dynamics with
complex frequency cross-talk, where the mathemati-
cal modeling of the non-linearities constitutes a great
challenge. A large portion of the turbulent flow con-
trollers are derived from a reduced-order model, using
previous knowledge of the physics of the flow. The
physical analysis of the flow can yield simple models
leading to efficient control laws [48, 16]. The sec-
ond option is system identification using experimen-
tally obtained black-box models (seeks to build an
input-output model of the flow from empirical obser-
vations). The flow is probed until a model can be
derived from its responses. This approach has been
successfully applied to turbulent separated flows con-
figurations [10, 41].

Following the latter perspective, we employ a ro-
bust model-based strategy (previously used in an-
other context -flow reattachement on a wing- [25])
to control, reduce and maintain in a desired value
the aerodynamic drag of a square-back Ahmed body.
This approach is refereed as sliding mode control
(SMC). The feasibility and robustness of this ap-
proach in an perturbed experimental setting is ques-

tioned. Pulsed actuators were installed at the trail-
ing edge of the model. We experimentally study the
effect of open- and closed-loop flow control on the
coherent structures in the near-wake. For the open-
loop control case, steady blowing and periodic forc-
ing approaches are analysed. To educe the phys-
ical mechanisms involved in this flow, static pres-
sure, drag and lift forces, and time-resolved Particle
Image Velocimetry synchronized measurements were
performed. The paper is organized as follows. In
§2, we describe the set-up apparatus of the generic
car model. The sensor-based control strategy based
on sliding mode control is proposed in §3. Open-
and closed-loop results are detailed in §4. Finally,
we summarize the main findings and provide future
industrial and research directions in §5.

2. Experimental apparatus

In this section, we describe the experimental fa-
cility including the wind tunnel, actuation system,
pressure, force and velocity measurements. The de-
tails of the real-time system used for the flow control
are also presented.

2.1. Flow configuration

Experiments were conducted in a closed-loop wind
tunnel. Its test section is 2m wide, 2m high and 10m
long. The maximum free-stream velocity is about
60m/s with a turbulence intensity of approximately
0.6%. The blunt-edged bluff body is a simplified
car model similar to a square back Ahmed body
[1]. The model has the following dimensions: height
h=0.135m, width w=0.170m and length l=0.370m
(Figure 1 (a)). Its front edges are rounded with a
radius r=0.05m. The model was mounted over a
raised floor with a sharp leading-edge to control the
boundary layer thickness (with the following dimen-
sions front length la ∶ 0.315m, back length lb ∶ 0.315m,
width W ∶ 0.4m). The back length lb is large enough
to have a complete wake development. The model
was installed with a ground clearance of g=0.035m
(Figure 1 (b)). A support fixed the geometry to the
ground and connect it to a drag balance, the blockage
ratio was 0.57%. The flow was described in a Carte-
sian coordinate system with x, y and z representing
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Figure 1: Setup

streamwise, transverse (normal to ground) and span-
wise directions, respectively. The origin was placed
on the raised floor at the streamwise position of the
rear surface. All the results in this paper were ob-
tained with a constant free-stream velocity U∞ = 10
m/s, with a corresponding Reynolds number based
on the model height of Reh = 9 × 104.

2.2. Measurements setup

2.2.1. Time resolved measurements

Two sub-miniature piezo-resistive Kulite Xcq-062
sensors, being able to measure the unsteady pressure
with a nominal measurement range of 35kPa, were
placed at the back of the Ahmed body. These sen-
sors were placed just to have a local view of the base
pressure, they will not be used for closed-loop con-
trol. The first flush-mounted Kulite transducers, p1
was located at the center plane at h/2 from the bot-
tom of the body and p2 was at a spanwise distance of
the mid-span of z = w/3 (Fig. 1 (b)). The jet velocity
was measured using a hot-wire Dantec anemometer
at the jet exit plane, the wire (55p15) was positioned

parallel to the slot. The sample frequency was 10kHz
with a cutoff frequency of 3kHz. The velocity data
were phase averaged over a full period (T ) in order
to determine the mean velocity of the jet Vj . Drag
force was measured using a 6-components Delta Ati
aerodynamic balance model built in the raised floor.
The balance has a sensing range, for the drag and
lift, of 0 to 165N, with a resolution of 0.03N and a
high signal-to-noise ratio. The maximum error asso-
ciated with repeatability and hysteresis was found to
be approximately 0.5%.

2.2.2. Piv parameters and procedure

The velocity flow fields were obtained using a stan-
dard two-component Tsi particle image velocime-
try (Piv) system. The flow is seeded with oil par-
ticles using a jet atomizer upstream of the stag-
nation chamber. This location allows homogenous
dispersion of the particles throughout the test sec-
tion. The system consists of a double-pulse laser
system generating the light sheet and two cameras
(2000 × 2000 pixels charge-coupled-device Powerview
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Cases Cµ(%) StA Lr/h
Natural flow (ref) - 1.15
Steady blowing 1.355 0 0.87

0.0675 0.83
Forcing frequency 0.678 0.1350 0.85

0.4050 0.84

Table 1: PIV cases and associated parameters.

with a 50mm optical lens) recording the light scat-
tered by the tracer particles. The frequency-doubled
laser (Q-switched Nd:Yag operating at 532nm; dual-
head BigSky) emits laser pulses with a maximum en-
ergy of 200mJ. A multipass algorithm with a final
interrogation window size of 16 × 16 pixels2 and 50%
overlapping is applied. The resulting Piv domain is
about 3.7h×1.8h on the x-y plane passing through
the middle plane of the Ahmed body as shown in
Figure 1 (a). For every test case (reported in Ta-
ble 1), 2000 double-frame pictures were registered
to assure velocity fields statistics convergence. The
Piv time-uncorrelated snapshots were recorded with
a repetition rate of a 7Hz. In order to maintain
the causality between the dynamical aspect (instan-
taneous flow fields) and the global behaviour (drag,
lift and surface-pressures time-histories) of the bluff
body, the unsteady pressure measurements had to be
acquire simultaneously with the Piv. To achieve syn-
chronization, the Q-switch signal of the laser cavity B
was recorded simultaneously with the pressure trans-
ducer and forces signals using a 32-channel A/D con-
verter Dewesoft data acquisition system, with a sam-
pling frequency of 20kHz. A cutoff filtered at 6kHz
for the Q-switch and a second one at 1kHz with a
cutoff filtered of 300Hz were used. An example of
the synchronization is shown in Figure 2.

2.3. Actuation device

The model is equipped with an actuator slit at the
top trailing edge, as illustrated in Figure 1(c). The
slit width is hs = 0.5mm and the actuation length
is wa = 150 mm. Due to a narrow slit width the
jet velocity can go up to 55 m/s. The pressured air,
supplied by a compressed air reservoir, can be blown
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Figure 2: Example of simultaneous measurement of the Q-
switch signal of the laser cavity B and the unsteady pressures
(p1 and p2) and forces (FD and FL) during a Piv acquisition.
+ subscript denotes the h/U∞ normalisation.

tangentially to the free-stream velocity through the
slit (Figure 3). The pulsed blowing is driven by
a Festo-Mh2 solenoid valve that can generate an
on/off pulsed jet within an actuation frequency range
between fA = 0 − 500Hz. The solenoid valve was
placed under the raised floor. A rounded surface,
adjacent to the slit exit, with an additional plate is
installed to blow the jet in a predefined direction (for
this case we used an actuation an θ = −6○. Figure
3 shows a close-up view of the surface at the exit
zone. This surface resembles a boat tail (Coanda
effect) passive device for drag reduction. It is well
known that the length and slant angle of the boat tail
can strongly affect the drag-reduction performance
[33, 60]. Figure 4 shows the jet velocity variation
during an operation cycle for an actuation frequency
of 1Hz. When the actuator is activated (t/T = 0),
a settling time is observed due to the travelling dis-
tance between the solenoid valve and the actuator.
When the control is turned off, again a brief time-
delay is also observed. This time-delay can be criti-
cal for higher actuation frequencies and can strongly
affect the jet flow behavior as shown in Figure 4 by
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Figure 3: Front view of actuation system. Closed-up view of
the actuator mechanism.

the frequency response of the actuation device. The
mean velocity jet exhibits constant values until a pul-
sating frequency of 100Hz (StA = fA.h/U∞ = 1.35).
After this critical value, the mean velocity of the jet
strongly depends on the actuation frequency. A vari-
ation of the mean jet velocity Vj is caused by a mod-
ification on the actuation frequency fA, duty cycle
DC and/or supply pressure Pa. Consequently, in or-
der to keep a constant injection velocity, a maximum
actuation frequency of 100Hz will be used. We choose
a pressure value of Pa = 6bars and a forcing frequency
control DC of 50%, giving a maximum jet velocity of
32.2m/s. The mean jet velocity Vj is equal to 16.1m/s
for periodic forcing, while in steady blowing configu-
ration the velocity Vj0 will reach its maximum value
32.2m/s. The jet velocity was quantified, as defined
by Amitay et al. [3], by the momentum coefficient:

Cµ =
SjV

2
j

(1/2)SU2∞
=DC ×Cµ0

Where S and Sj are respectively the slit and the
Ahmed cross-sectional area and Vj the mean jet
velocity. Cµ0 refers to the steady blowing momentum
coefficient.
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Figure 4: (a) — Normalized phase average of the jet veloc-
ity vj(t) measured at 1mm downstream the centerline of the
slit exit by use of a single hot-wire probe. — Solenoid valve
control. (b) Frequency response of the actuation device. The
phase average operator is denote by the superscript ˜ . Vj is
the mean velocity of the jet, Vj0 is the mean velocity of the jet
in steady blowing and DC is the duty cycle.

2.4. Real-time system

The real-time processing was achieved using an Ar-
duino board [4]. An Arduino Uno is sufficient for the
control developped here but an Arduino Mega could
be used if more memory is needed to store data from
more sensors. The data is measured from the sen-
sors using the analogue inputs of the Arduino and
the measurements are sent to a computer using the
serial connection of the Arduino, connected to a USB
port of the computer. The control is sent to the ac-
tuators using a digital output port of the Arduino.
The sampling rate was fixed at 100Hz. Higher sam-
pling rates can be achieved by sending less text or
data through the serial connection. In this case, ev-
ery measured data was sent even if it was not used
in the control algorithm (i.e. the drift) and the text
chain sent contains a significant amount of unneces-
sary text in order to make it easily readable when re-
ceived on the computer. The sampling rate of 100Hz
was experimentally proven to be sufficient for the con-
trol algorithm developped in this paper while being
attainable by the Arduino.
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3. Sliding mode feedback control

In this section, we present a novel, robust closed-
loop approach to reduce the drag of the Ahmed body.
We explore the opportunities of sensor-based control
using an approach referred as sliding mode control
(SMC). The principle of the sliding mode control will
be thoroughly explained in (§3.1). In (§3.2), an ini-
tial SISO black-box model identification is presented
using the bilinear model approach presented by Fein-
gesicht et al. [25].

3.1. SMC Principle

The problem of a set-point tracking is considered
for a control system of the form,

ṡ(t) = f(s, t) + g(s, t)b(t) (1)

where f and g are uncertain functions and b(t) ∈
{0,1} is the relay control input. The objective is
to determine a control that guarantees s(t) → s∗ as
t → +∞, where s∗ is a desired set-point. The con-
trol must be also robust with respect to some uncer-
tainties in f and g. A convenient set-point tracking
as well as precise disturbance rejection are desirable
qualities. If we can respect the dynamics of the sys-
tem to lie on a well behaved surface, then the control
problem is greatly simplified. Sliding mode control
SMC [56] is based on the design of an adequate “slid-
ing surface” (or “sliding manifold”) defined as,

Σ = {(s, t) ∣ σ(s, t) = 0} (2)

that divides the state space into two parts which cor-
respond to one of the two controls which commutate
from one to zero when the state crosses the surface
in order to maintain the sliding mode σ(s(t), t) = 0.
The manifold Σ is defined in such a way that the er-
ror ∣s(t)− s∗∣ vanishes to zero when the system state
s(t) is restricted to lie on this surface. The control
problem then reduces the problem of reaching phase
during which trajectories starting off the manifold Σ
move toward it in a finite time, followed by a slid-
ing phase during which the motion is confined to the
manifold and the dynamics of the system are repre-
sented by the reduced-order model.

3.1.1. Introducing example

The sliding mode control principle can be illus-
trated using a simple example. Let consider the fol-
lowing system,

ṡ(t) = −αs(t) + βb(t) (3)

with α > 0, β > 0, s(0) ∈ [0, smax), smax = β/α and
b(t) ∈ {0,1}, that has a bounded positive solution
0 ≤ s(t) < smax for any input signal b, since,

s(t) = e−αts(0) + β ∫
t
0 e

−α(t−τ)b(τ)dτ < smax. (4)

Let us consider the simple sliding variable σ(t) =
s(t)−s∗, which can be treated as a measure of how far
the state s(t) from the desired set-point s∗ is. The
main idea is monitoring the sign of σ(t) in order to
decide when it is necessary to switch the control. Let
s∗ ∈ (0, smax) and

b(t) = { 1 if σ(t) < 0,
0 if σ(t) > 0.

(5)

In this case, the time derivative of the sliding variable
is σ̇(t) = ṡ(t) = −αs(t) + βb(t) and one has

σ̇(t) = −αs(t) + β> −αs∗+ β> 0 if σ(t)<0 (6)

and

σ̇(t) = −αs(t) < −αs∗ < 0 if σ(t)> 0. (7)

Therefore, σ̇(t)σ(t) < 0 for t > 0 and σ(t) → 0 as t →
+∞. Moreover, according to Utkin [56] the sliding
mode on the surface σ = 0 arises in a finite time, i.e.
there exists t∗ > 0 such that σ(t) = s(t) − s∗ = 0 for
t > t∗ (see Figure 5).

3.1.2. SMC with input delay

The conventional sliding mode control methodol-
ogy is originally developed for delay-free systems.
Simulation (see blue line on Figure 5) shows the re-
sulting oscillations due to the input delay. This sim-
ple example points out the behavior changes arising
in relay-delay systems, and motivates the study of
specific SMC design for systems with state and/or
input delay [51]. In order to design the sliding mode

7



0 0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9 1
0

0.2

0.4

0.6

0.8

1

s
∗

t-h

s
(t
)

Figure 5: Numerical simulation of the dynamical system for
α = 2, β = 3 and for the set-point s∗ = −β/(2α) with a maxi-
mum switching frequency fsw of 300 Hz. Black line: s(t) with-
out input delay, blue line: s(t) with input delay h = 60/fsw
and without delay compensation, and red line: s(t) with input
delay h = 60/fsw and with the delay compensation.

control, we need to use some technique for compensa-
tion of input delay, see e.g. Polyakov [49], Feingesicht
et al. [25] and references therein. Suppose that the
system considered above has input delay:

ṡ(t) = −αs(t) + βb(t − h) (8)

where α > 0, β > 0, h > 0 and b(t) ∈ {0,1}. As
the previous one, this system have a bounded posi-
tive solutions 0 < s(t) < smax with smax = −β/α for
any input signal b and any s(0) ∈ [0, smax]. Let us
consider the following sliding variable:

σ(t) = s(t) + β
t

∫
t−h

b(τ)dτ − σ∗ (9)

where σ∗ = s∗(1 + αh) > 0 and

s∗ ∈ ( βh

1 + αh,
smax

1 + αh) (10)

are selected such that the identity σ(t) = 0 for t > t∗
implies s(t) → s∗ as t → +∞. Indeed, since σ̇(t) =
−αs(t) + βb(t) then the control input b in the latter
equation is not delayed with respect to the sliding
variable σ, so the conventional sliding mode design
scheme can be utilized [56]:

σ̇(t) = −αs(t) + β > −ασ∗+ β > 0 if σ(t)< 0 (11)

and

σ̇(t) = −αs(t) < −α(σ∗ − βh) < 0 if σ(t)> 0. (12)

Similarly to the previous example we conclude that
there exists t∗ > 0 such that σ(t) = 0 for t > t⋆

and using equivalent control method we derive σ̇(t) =
−αs(t) + βbeq(t) = 0 with beq(t) ∈ (0,1) and

σ(t) = s(t)+α
t

∫
t−h

s(τ)dτ −s∗(1+αh) = 0 for t > t∗.

(13)
It can be shown that the latter identity implies that
s(t)→ s∗ as t→ +∞.
The simulation of the delayed dynamical system tak-
ing into account the input delay is shown in Figure 5.
Using the presented scheme of sliding surface design,
the set-point is reached asymptotically and the os-
cillations observed previously for input delay system
disappear.

3.1.3. Robustness with respect to perturbations

Any mathematical model is just an approximation
of reality. The parameters of the model can be found
from experimental data with, generally, some errors
(due to measurements noise, quantization of digital
signals, etc). Therefore, the robustness is the very im-
portant issue in the design of model-based controllers.
This paper studies robustness of the control system in
the sense of input-to-state stability (see Sontag et al.
[54] for mode details). In our case, this means that
the tracking error of robust control system must be
proportional to a continuous function of disturbance
magnitude.

Let the control system be perturbed as follows,

ṡ(t) = −αs(t) + βb(t − h) + p(t), (14)

where s, α, β are as before, h ∈ (0,1) and p(t) is a
perturbation that does not degrade positivity of the
system, i.e. p(t) ≥ 0 if s(t) = 0. Let us assume also
that the function p is bounded,

∣p(t)∣ ≤ pmax <
αβ(1 − h)

1 + α for t ≥ 0. (15)

Note that p(t) may contain parametric uncertainty
of the system, i.e. ṡ(t) = −(α + ∆α)s(t) + (β +
∆β)b(t − h) = −αs(t) + βu(t − h) + p(t), where p(t) =
−∆αs(t) + ∆b(t − h) and ∆α, ∆β describe errors of
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parameters identification. Repeating the above con-
siderations for

s∗ ∈ (βh + pmax/α
1 + αh ,

β − pmax

1 + αh ) (16)

one can derive σ̇(t) = −αs(t)+βb(t)+p(t) leading to,

σ̇(t) > −ασ∗+ β − pmax > 0 if σ(t)< 0 (17)

and

σ̇(t) < −α(σ∗ − βh) + pmax < 0 if σ(t)> 0. (18)

In other words, we again derive σ(t) = 0 for t > t∗
and

s(t)+α
t

∫
t−h

s(τ)dτ −s∗(1+αh) =
t

∫
t−h

p(τ)dτ for t > t∗.

(19)
Since p is bounded by pmax then the latter identity
implies ∥s(t) − s∗∥ = O(pmaxh) for sufficiently large
t > t∗. This proves the robustness of the proposed
SMC.

3.2. SMC for flow control system

An identification procedure of the dynamical sys-
tem is employed here for flow control application.
In the present case, the sensor output utilized is
the instantaneous drag FD(t), the control variable
s(t) = F∞

D −FD(t), where F∞
D is a drag in the uncon-

trolled steady state, and the control command is the
switching function b(t) send to the actuators.

3.2.1. System identification

A black-box SISO modelling approach is consid-
ered. Due to the non-linear nature of the governing
equations driven the flow dynamics, non-linear mod-
els with time-delays are here preferred. The bilinear
model proposed by Feingesicht et al. [24, 25] is here
considered and can be written as,

ṡ(t) = α1s(t − h) − α2s(t) + (β − γs(t − h)
+γs(t − τ))b(t − h) (20)

where αi, β, γ, h and τ are positive constant pa-
rameters to identify. This type of model proved to

be satisfactory in the context of separated flow such
as a massively turbulent boundary layer or again a
flow over an airfoil [26]. Identification of the model
parameters is performed thanks to open-loop control
experiments during which the flow response (reduced
here to the drag signal) under various forcing is exam-
ined. The open-loop forcing experiments consist in
successive cycles of actuation and relaxation phases
for different values of the control parameters (here
frequency FA and duty-cycle DC). The range of the
control parameters over which the flow response is ex-
plored must be sufficiently large such that the model
can capture the essential changes in the flow due to
actuation. In addition, robustness of the controller to
changes in operational conditions can be significantly
enhanced if the model identified can properly capture
the resulting change in the flow response. The system
response is thus first explored thanks to successive pe-
riodic forcings and the responses of the drag balance
to the different actuation commands are then con-
catenated into a single time series. For conciseness,
the reader is referred Feingesicht et al. [25] for full
details of the identification procedure. In the present
case, it leads to α1 = 27.37, α2 = 32.70, β = 1.97,
γ = 1.92, τ = 0.18 s and h = 0.01 s. The delay h rep-
resents the delay between a change in the input and
a change in the output, usually called the input de-
lay. However, the delay τ is a mathematical tool and
cannot be directly related to a physical quantity, it
is only obtained through identification and can take
several different values that lead to a similar accuracy
of the model.

The precision of the model has been evaluated by
the following Fit index,

Fit(%) = {1 −
∥sexp − ssim∥L2

∥sexp − s̄exp∥L2

} × 100% (21)

where sexp is the output of the system obtained from
the experiment, ssim is the output of the identified
bilinear model and s̄exp denotes the mean value of
sexp. The obtained Fit index is equal to 59% for
the present application. Note that only two time-
delays are here retained in the modelling. As detailed
in Feingesicht et al. [25], a better fit of the plant’s
response can be obtained if additional terms in Eq.
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(20) are retained. However, this is done at the cost of
an increase in the computation time needed to update
the controller which is described in the next sections.

3.2.2. Smc design for SISO flow control system

Using Proposition 1 of Feingesicht et al. [25], we
derive that the identified system is positive and its
solutions are bounded as

0 ≤ s(t) < smax =
β

α2 − α1
for t > 0. (22)

Let us introduce the following sliding variable

σ(t) = s(t) − σ∗ + γ ∫
t
t−τ+h s(µ)dµ

+ ∫
t
t−h(α1s(µ) + (β − γs(µ)

+γs(µ − τ + h))b(µ))dµ
(23)

where σ⋆ = s⋆(1+α2h+ γ(τ −h)) and s⋆ ∈ (0, β
α2−α1

)
is a predefined setpoint. The time derivative of σ is
given by

σ̇(t) = (α1 − α2 + γ(1 − b(t)))s(t)+
γ(b(t) − 1)s(t − τ + h) + βb(t) (24)

For b(t) = 1 we obtain σ̇(t) = (α1 − α2)s(t) + β > 0,
but if u(t) = 0 one has σ̇(t) = (α1−α2+γ)s(t)−γs(t−
τ +h) < 0. Hence, one can be shown that there exists
t∗ > 0 such that σ(t) = σ∗ for all t > t∗. The system
motion on the sliding surface is described by

s(t) + α2 ∫
t

t−h
s(µ)dµ + γ ∫

t−h

t−τ
s(µ)dµ − σ∗ = 0 (25)

The latter identity implies that s(t)→ s∗ as t→ +∞.
We refer reader to Feingesicht et al. [25] for more de-
tails about the proof of the asymptotic convergence.

3.2.3. Robustness of control system with respect to
perturbations

Let us consider the perturbed model

ṡ(t) = α1s(t − h) − α2s(t) + (β − γs(t − h)
+γs(t − τ))b(t − h) + p(t) (26)

where an admissible perturbation p is assumed to be
bounded ∣p(t)∣ ≤ δ with some constant δ > 0 and such

that the perturbed system remains positive, i.e s(t) ≥
0 for any t ≥ 0 and for any admissible p. In this case,
any solution of the system is also bounded 0 ≤ s(t) ≤
(β + δ)/(α2 − α1) for all t ≥ 0.

Let the sliding surface σ be defined as before, but
the set-point is selected as follows

s∗ ∈ ( δ

α2 − α1 − γ
,
β − δ
α2 − α1

) (27)

where δ > 0 is a sufficiently small number such that
the latter interval is nonempty. If b(t) = 1 we obtain
σ̇(t) = (α1 − α2)s(t) + β + p(t) > 0 for s(t) ≤ (β −
δ)/(α2 −α1), but if u(t) = 0 one has σ̇(t) = (α1 −α2 +
γ)s(t)−γs(t−τ+h)+p(t) < 0 for s(t) ≥ δ/(α2−α1−γ).
For sufficiently small δ we can guarantee the sliding
mode on the surface σ = 0 arises. The sliding motion
equation in the perturbed case has the form

s(t) + α2 ∫
t
t−h s(µ)dµ+ γ ∫

t−h
t−τ s(µ)dµ − σ∗
= ∫

t
t−h p(µ)dµ

(28)

Using some elements of the theory of integral equa-
tions one can be shown that s(t) → s∗ + O(hδ) as
t → +∞, where O(δh) denotes a function of the or-
der hδ. This implies robustness of the control with
respect to bounded perturbations and implies that
the tracking error tends to zero as input delay h or
perturbation magnitude δ tends to zero.

4. Results

Main features of the natural flow at Reh = 9 × 104

around a square-back Ahmed body are first presented
in §4.1. Responses of the flow to open-loop forcing
is then discussed in section §4.2 where two cases are
considered: (1) a steady blowing case which is fur-
ther taken into account as the “high-consumption”
control reference case, and (2) a periodic forcing case
for comparison with past studies. Finally, the first
experimental results obtained for closed-loop using
SMC are presented in §4.3.

4.1. Baseline flow

Key aspects of the unforced flow are initially
analyzed. The static properties of the ”natural”
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Figure 6: Natural flow characteristics in the symmetry plane (z = 0), (a) Time-averaged cross-stream velocity (v̄+) with
the associate streamlines and the iso-line of the forward flow probability of 50%. The recirculating flow length Lr is also
displayed by the vertical dashed line. (b) Instantaneous flow field #265 captured by the Piv. The velocity field is indicated
by dimensionless norm colored arrows. The Γ2 criterion is displayed by black iso-lines revealing the unforced shear-layer
vortex street formation and the position of the classical main wake structures. (c) Contour map of the streamwise-transverse
Rms-velocity (urms + vrms/U∞) with associated streamlines.(d) closed view of the streamwise-transverse Rms-velocity.
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flow are reviewed and the wake behaviour is first
discussed. Bluff body wakes are sensitive to ground
clearance (distance between the model under-surface
and ground) and 3d spanwise effects. A slight
variation on the ground clearance leads to a strong
modifications of the wake structure, making them
very sensitive to this parameter [32]. Figure 6(a)
presents the time-averaged cross-stream velocity
with associate streamlines and the iso-line for a
forward flow probability of 50%. For the present
case, a classical wall-normal asymmetry is obtained.
However, the main flow from the ground clearance
move toward the top edge of the body and then
follows the upstream direction. This behaviour
creates a large recirculation bubble located closer
to the bottom edge and centred at x/h = 0.25
and y/h = 0.4; this configurations is known as an
inverted asymmetric near wake. The presence of
the Ahmed body support and pressure tube may
also strongly perturbed the bottom edge flow.
These perturbations generate a small recirculation
bubble on the ground wall. A similar flow topology
was found for studies with close ground distance
[22]. Furthermore, an elongated recirculation area
(black solid line) is clearly visible. The obtained
recirculation length Lr = 1.15h (reported in Table
1) agrees well with previous studies [58, 36, 57].
The cross-stream velocity contour-plot shows the
variability of the flow in the wall normal direction. A
high normal motion (red region) is clearly observed,
suggesting a strong positive wall normal velocity
near the recirculation area.

Figure 6(b) shows a typical instantaneous vector
velocity fields (coloured by the norm of the velocity
vector) for the uncontrolled configuration. In order
to highlight the unsteady flow structures, the vortex
boundary identification method, introduced by
Graftieaux et al. [31] is used herein. Two vortical
structures appear, whereas the lower vortex is closer
to the wall. Vortex creation at the top trailing
edge are clearly seen, the presence of this coherent
Kelvin-Helmholtz roll-ups in the vicinity of the upper
edge, have a typical length scale of λKH ≈ 0.5h. Due
to convective KelvinHelmholtz-type instabilities, the
created roll-up vortices evolve, amplified and further

dissipate downstream. The amplification of these
vortex creates an interaction between the upper
and lower shear layers. Finally, the instantaneous
snapshot clearly shows a strong flapping motion of
the wake (associated to the shedding phenomena).
The position and interaction of these vortex, caused
by a perturbation, will enhance or diminish the drag.

The streamwise-transverse Rms-velocity
((urms + vrms)/U∞) is plotted in Figure 6 (c).
A strong concentration of flow unsteadiness (red
area) is presented along the shear layer, close to the
top edge, corroborating the creation of unsteady
flow structures in this region Figure 6(b). A small
positive area is visible at the bottom edge, probably
due to the perturbations created by the Ahmed body
support and pressure tube. Also noteworthy is the
influence of the Rms-velocity on the wake symmetry
for which the creation of vortical eddies perturbs the
wake and enlarge the bottom edge bubble. Similar
results were obtained in different studies. Barros
et al. [7] presented a strong streamwise-transverse

velocity covariance < u′v′ > close to the bottom
edge and an asymmetric wake with a main bubble
close to the top edge. While Grandemange et al.
[32] obtained a symmetric stress (< u′∗v′∗ >) and a
symmetric wake. A closed view of the Rms-velocity
is presented in Figure 6(d). The latter figure will be
further used for comparison. The results presented
in this section corroborate the strong influence of
the bottom edge flow on the wake symmetry and
the fact that small variation in the ground clearance
may strongly influence wake behaviour.

4.2. Open-loop investigation

The response of both the baseline pressure
and drag to various forcing parameters is here
investigated. This paper follows the conventional
terminology of Control Theory in order to split
different control paradigms studied. Namely, we
use the notion open-loop control if control input
is independent of system output (measurements),
as presented in Figure 8, and the closed-loop (or
feedback) control, respectively, if the input is a
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Figure 8: Time-histories response of the pressures and forces
measurements due to a steady blowing step actuation (Reh =
9 × 104, Cµ0 = 1.355%).

function of the output (see Figure 12). For a further
understanding of the difference between open-loop
and closed-loop control strategies used in the present
article, a sketch of an Open-loop (OL) plant model is
displayed in Figure 8, and defines the input/output
parameters of the physical system used for flow
control. With an open-loop control law it may be
possible to achieve some desire specification without
the use of measurement-based feedback control
Brunton & Noack [13]. Two different forcing are
here considered: continuous and periodical blowing.

First, the ability of steady blowing to modify
the rear pressure, and consequently the drag, is
investigated. The actuation cost for this specific case
is Cµ0 = 1.355%. Figure 8 shows the time-history
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Figure 9: Normalized and averaged variations of the rear pres-
sures pi (p1 and p2), and forces Fi (lift FL and drag FD)
compared to the natural case p∞i and F∞i . These parame-
ters are plotted as functions of the actuation frequency StA
at Cµ=0.00678 for Reh = 9 × 104. The dash-line denotes the
worst control case (Sto), corresponding to the wake shedding.
Note that for the steady blowing (StA = 0), the momentum
coefficient is Cµ=0.01355 due to the duty cycle of the forcing
cases. Filled red dots represent the four cases studied.

evolution of pressure and force measurements when
a steady blowing actuation is applied. The vertical
red dashed line indicates the instant when the
actuation is turn on. The base pressure as well as
the aerodynamic forces show significant variations
when the actuation is activated. While the pressures
at the back (p2 and p3) and the lift FL increase,
the drag FD is found to decrease. Even though a
focus in drag reduction is done in the present study,
a significant increase in the lift is also of particular
interest; few studies take into account this parameter
[2] which is of great interest in transport industry.
Future analysis and control of this force will be done
for the configuration presented here.

The effect of periodic blowing on the rear pressure
and drag is now described. The pulsating frequency
fA is varied in the range [0− 100] Hz, corresponding
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to a Strouhal number StA varying in [0 − 1]. Figure
9 shows the relative variations of pressures pi and
aerodynamic forces Fi compared to the natural case
p∞i and F∞

i , against the dimensionless actuation fre-
quency, StA. An increase in the drag force is clearly
seen for “low frequency” region StA ∈ [0,0.15]. A
contrary behaviour is seen for the lift force (FL) and
the base pressure (pi). The maximum drag value is
obtained at the “worst” control case (Sto = 0.15).
Following previous studies [22, 40], this Strouhal
number corresponds to the wake shedding frequency
(indicated by the vertical dashed line). This ten-
dency is inverted for the “moderate frequency”
region StA ∈ [0.15,0.6], where the drag decreases.
Again, an opposite tendency is obtained for FD
and pi which well agrees with experimental and
numerical investigations of the literature [52, 58].
The gray area in Figure 9 represents a positive
drag difference, while the white area represents a
negative drag difference. The optimal case, with
a drag reduction up to −8%, is obtained for the
steady blowing case (StA = 0) but at the expense of
a higher Cµ coefficient (1.355%) compared to that of
the pulsating blowing cases (0.678%).

4.2.1. Wake modification

Effect of the open-loop forcing for different actu-
ation frequencies on the near-wake flow is here dis-
cussed. Four different cases are considered and cor-
respond to the red filled dots in Figure 9: (case I)
steady-blowing case with StA = 0, (case II) “low fre-
quency” forcing case at StA = Sto/2 leading to a nega-
tive drag difference, (case III) “low frequency” forcing
case at StA = Sto implying a positive drag difference
and (case IV) a “moderate frequency” forcing case at
StA = 3Sto leading to a negative drag difference.

To understand how the base pressure and drag are
affected by the forcing, modifications of the topology
of the flow just at the rear of the body are first ex-
amined. Streamlines of the time-averaged velocity in
the measurement plane for the four forcing cases are
reported in Figures 10(a,d,g,j). The vertical dashed
line shown in these figures correspond to the iso-line
of the forward flow probability of 50%. The same in-
formation for the uncontrolled case is also reported

for comparison as the red line. Finally, the colormap
represents the level of the cross-stream velocity. An
inverted asymmetric near-wake is observed for case I
and II (Figure 10(a) and Figure 10(d) respectively).
For these two cases, the height of the bubble is found
to span almost half of the rear of the body while its
length in the downstream direction is reduced com-
pared to the two other forcing cases. For the steady
blowing case I, the bubble is centred at the same lo-
cation than that for the uncontrolled flow case (i.e.
x/h = 0.25 and y/h = 0.4), while found closer to
the bluff body wall for case II. For the other two
arrangements, cases III and IV, a nearly symmetric
flow with two large recirculation bubbles are observed
(Figures 10(g) and 10(j) respectively) with the bot-
tom one moving counter-clockwise and the upper one
clockwise. When the actuation frequency is equal, or
close, to that of the wake shedding (StA = Sto) the
bubbles are almost aligned in the x-direction with
their focus at x/h ≈ 0.25 as shown in Figure 10(g). In
contrast, when the actuation frequency is higher than
the wake shedding, the lower bubble moves closer to
the wall, while the upper bubble is slightly shifted
downstream as illustrated in Figure 10(j). Finally,
one of the most important variables to determine
the efficiency in drag reduction is the time-averaged
cross-stream velocity. For all the forcing cases lead-
ing to a negative drag difference (cases I, II and
IV) a region of positive mean cross-stream velocity
is clearly seen, with a maximum cross-stream veloc-
ity closer to the wall than for the uncontrolled case.
This behaviour defers for the positive drag case III
(StA = Sto) where the positive time-averaged cross-
stream velocity nearly disappears.

The instantaneous velocity fields have been next
examined in details. The full time sequences of these
snapshots are available on-line; only the main fea-
tures are discussed here. Figures 10(b),(e),(h) and
(k) show instantaneous snapshots of some of the
states for the actuated cases. For the steady blow-
ing case, Figure 10(b), a direct opposition control of
vortices in the near wake is applied. A continuous
direct vortex perturbation in the top trailing edge
shifts the convective structures closer to the body
with a consequent reduction of the recirculation area.
The upper and lower shear layer vortex interaction re-
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Figure 10: Forcing flow time-averaged cross-stream velocity (v̄+) with the associate streamlines, Instantaneous flow field #265
captured by the Piv and closed view of the streamwise-transverse Rms-velocity for several, (a,b,c) Case I: Steady blowing;
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approaches to the wall. The downward direct injec-
tion angle and the steady blowing combine together
to deviate the trains of vortical structures, generated
by the forcing, towards the rear face of the body as
also observed by Barros et al. [7]

When periodic forcing is applied, the wake appears
to be potentially modified through different processes
depending on the forcing Strouhal number.
When an actuation with a Strouhal number below
StA = 0.15 (Case I) is applied, the wake is modified
through energization of the shear-layer. As we ap-
proach a Strouhal number of 0.1, the sensitivity of
shear-layers to low-frequency forcing are known to
decrease, and the drag consequently increases due to
decay in the locking effect at low actuation frequen-
cies. Low frequency actuation will perform similarly
to the continuous blowing case, which is consistent
with the results of Figure 10(e) where a similar be-
haviour in the wake evolution as that observed for the
continuous blowing case I is observed. These simi-
larities corroborate the resemblance of the inverted
asymmetric near for both continuous and low fre-
quency forcing. For the periodic forcing, however,
the large vortical structures are found to developed
over the whole height of the body with eddied being
present on a larger section of the cross-stream direc-
tion.
An interesting transition in the control process oc-
curs for forcing Strouhal numbers StA in [0.15,0.3]
where the forcing is found to enhance the wake sym-
metry by affecting the vortex shedding mechanism.
In this range of forcing Strouhal numbers, the drag
force first increases up to reach a peak at forcing StA
equal to that of the wake shedding while decreasing
once a symmetry in the wake is attained. Such wake
symmetry is visible for Case III.

In addition, the proximity between the actuated
and shedding frequencies leads to an expansion of
the shear layer vortices close to the edge. The com-
bination of a transitioning wake from asymmetric to
symmetric- and a shear layer vortex expansion (un-
stable symmetry wake) could possibly lead to an in-
crease in the cross-stream velocity and a decrease of
the base pressure. It is noteworthy that the actua-
tion is applied on the upper part only of the rear face
of the body, which could possibly explain the insta-

bility of the symmetric wake. The results obtained
here differ with some previous investigations [48, 7].
Nonetheless, similar results were obtained when the
Ahmed body configuration and the actuation posi-
tioning are closer to the one presented here [22].
Finally, higher forcing frequencies StA > 0.3 (case IV)
are found beneficial with respect to the base pressure
and drag. For such forcing case, a synchronization
process between the upper and lower shear layers oc-
curs such as observed in Figure 10(k), accompanied
by small-scale vortices that maintain the wake sym-
metric wake.

Maps of the Rms-velocity are presented for the
four forcing cases in Figures 10(c),(f),(i) & (k).
Compare to the baseline flow (Figure 6(d)), the
line of maximum velocity is found to move down-
ward due to the negative actuation angle already
discussed. While for the pulsed forcing cases are
found to enhanced the maximum of velocity, a
noticeable decrease is observed for the continuous
blowing case. The later may be attributed to the
narrow slit and large velocity of the actuation. For
Case III (StA = Sto) a thicker of intense region of
Rms-velocity is obtained. The unsteady vortical
structures, that are intensified by the periodic
shedding frequency, strongly affect the near wake.
The perturbed eddies are agglomerated close to the
recirculation area intensifying the unsteady flow and
further decreasing the cross-stream velocity. This
analysis corroborates the flow structures presented
in Figure 10(h) suggesting that an increase of the
perturbed vortical structures (enhance of wake
shedding) at the top trailing edge might have an
impact in the drag rise. Cases II and IV present
both a similar velocity pattern with rounded shape.
The intensity of the area increases compared to the
baseline flow, but not as strongly as for case II,
ratifying the drag variation between the best and
worst cases (case I and III respectively) suggesting
that to decrease the drag, the forced structures must
be moved near the wake while not strongly intensify.

To conclude this section, Barros et al. [7] described
three different mechanisms for manipulating the
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Figure 11: Global effect by wake manipulation: enhanced en-
trainment coupled to bubble shaping. Sketch is based on the
results obtained by Barros et al. [7].

wake: (1) a reduction of entrainment and bubble
elongation, (2) a reduction of entrainment coupled
to bubble shaping for high-frequency forcing and
finally, (3) a enhancement of entrainment decreasing
the bubble length at low-frequency forcing. With
regards to the results discussed previously, we here
suggest a complementary mechanisms at play and
illustrated in Figure 11. As initially mentioned, the
actuation is directed downward by combining with
Coanda effect. The vortical structures generated
by the pulsed actuation are therefore convected
downward while increasing the momentum entering
into the wake. This results in a reduction of the
thickness of the forced bubble as shown by Figure
10 and in an aerodynamic shaping of the rear
flow. Nonetheless, other key parameters must be
taken into account to properly understand the wake
behaviour and further control it.

4.3. Sliding mode control

An overview of the closed-loop process imple-
mented here is illustrated in Figure 12. A desired
tracking reference point s∗ is initially set by the user.

b(t)
s(t)=FD(t)

(Control input) (System output)

b=K(s)

Controller

+

- ref
s*

Physical system

Closed-loop plant

Figure 12: Sketch of closed-loop control. The loop performs
the real-time closed-loop control. The plant feeds back the
sensor output s to the controller K with regards to a tracking
reference s∗. The controller computes the actuation command,
b based on s and s∗ and sends it back to the plant.

The plant feeds back the sensor output (s(t) = FD(t)
) in real-time to the controller K. An actuation com-
mand b(t) is computed based on s(t) and s∗ and it
is finally fed back to the plant. The main goal is to
track, reach and maintain the set-point, regardless of
the flow perturbations presented upstream.

4.4. Experimental results of SMC application

The goal of this investigation is to reduce the drag
to a desired value (set-point) and maintain it regard-
less incoming flow perturbations or again measure-
ment noise and model inaccuracies. A maximum ac-
tuation switch frequency, fsw is fixed at 100 Hz. To
evaluate the cost of the control, the following instan-
taneous momentum coefficient is defined,

C∗
µ(t) = Cµ0 ×DC∗(t) = Cµ0 ×

1

Tf
∫

t

t−Tf

b(τ)dτ (29)

where DC∗(t) defines the blowing fraction at time t
averaged over a duration Tf . The Reynolds number is
kept constant at Reh = 9×104 while the time window
is Tf = 60/fsw = 0.3 s. Based on the open-loop results
discussed in the previous section, the set-point s∗ =
−2.5% is considered as the tracked value.

A resume of the results obtained with the SMC
implemented is shown in Figures 13. Figures 13(a)
shows the time response of the drag (top line) for
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the forcing command b(t) when the closed-loop con-
troller is activated (bottom line). The calculated in-
stantaneous duty cycle DC∗ is also reported in this
figure (middle line). Snapshots at four distinct in-
stants of these time histories are reported in Figures
13(b-e). Three distinct control phases are notice-
able in Figures 13(a). When the actuation is acti-
vated (t+ = 0), the controller enters a phase known
at ”reaching phase” whose objective is to approach
rapidly the targeted set-point and during which the
drag force is found to decrease rapidly. In the present
case, this phase corresponds to a steady blowing forc-
ing as seen in Figures 13(a) where the DC∗ is found
equal to unity. The duration of this phase can be cho-
sen by the user and was, in the present work, stopped
at t+ = 200. A transition phase (200 < t+ < 280) is
then observed during which the controller seeks the
adequate ON-OFF combination to rapidly reach the
targeted set-point. Finally, the last phase (t+ > 280)
corresponds to the so-called ”sliding phase” where
the controller attempts to maintain the drag at the
tracked value s∗ despite any disturbances on the
plant.

The different stages reached by the near-wake flow
can be examined thanks to the instantaneous snap-
shots of Figures 13(b-e). During the unactuated
phase (t+ < 100), Figures 13(b), a train of vortices
at the top trailing edge is clearly visible where the
shear layer roll-ups evolve and convect downstream.
The shear layers interaction with the near wake cre-
ates an inverted asymmetric topology as already dis-
cussed in §4.1. During the reaching phase, Figure
13(c), since the actuation corresponds to a steady
blowing forcing, the near-wake flow resembles that
described for the open-loop case I with the presence
of an asymmetric wake behaviour, a shift of the con-
vective structures closer to the recirculation and a de-
velopment of large vortical structures evolving near
ground. During the transition phase, Figure 13(d), a
transition in the near-wake shape is noticeable. The
flow is evolving from an asymmetric configuration
(energization of the shear layer) to a symmetric one
(strengthening of the wake symmetry by forcing the
vortex shedding), as also obtained for the open-loop
case III. This transition of the sliding mode mecha-
nisms - and further wake variation- triggers a peri-

odic forcing modification that will increase the drag
force, as seen in Figure 13(a). Finally, once the ac-
tuation is in the sliding phase, a synchronization of
both shear layers is clearly observed (Figures 13(e))
similar to that identified in open-loop case IV. The
implemented controller is therefore found satisfactory
in terms of set-point tracking with, in particular, a
negligible steady-state error.

5. Conclusion and perspective

Open- and closed-loop strategies are examined tar-
geting the drag reduction of a turbulent flow around
a square-back Ahmed body. Complementary veloc-
ity fields acquired from particle image velocimetry are
presented. The impact of steady blowing and peri-
odic forcing as open-loop control strategies on the
wake are first investigated. The actuation is per-
formed with pulsed jets at the top trailing edge com-
bined with an angle effect, similar to a Coanda effect.
The addition of the Coanda effect to the actuator sys-
tem reinforces the flow deviation close to the model.
The flow is monitored in time with pressure, lift and
drag sensors. The optimal case control law is steady
blowing (StA = 0), with a drag reduction up to −8%.
An increase in both the drag force is clearly seen for
the “low frequency” regime StA ∈ [0,0.15]. A de-
crease in the force is seen after StA = 0.15. A short-
ening of both the recirculation length and height is
cause by a direct perturbation (due to angle effect) of
the pulsed jet vortical eddies. For a “low frequency”
regime, the near-wake instabilities are strongly de-
pendant on the Strouhal number variation. A tran-
sition in the flow wake will decrease the cross-stream
velocity and increase the drag force. On the con-
trary, for “moderate frequency” regimes (StA > 0.15)
the actuation generates small vortices close to the
edge, induces roll-up evolution, which keeps the wake
symmetry and reduces the drag. These results might
improve our understanding of how bluff body drag
varies with low- and high- wake forcing, which is cru-
cial to find novel control strategies and implementa-
tions [13]. For a closed-loop approach, we present a
novel, robust closed-loop control to reduce and main-
tain the drag. To the authors knowledge, the first ex-
perimental result using sliding mode control (SMC)
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Figure 14: Disturbance rejection results. Figures show the time history response of the control law b(t) and the blowing fraction
DC∗

(t) for: left) a sinusoidal up-stream perturbation p0; right) randomly generated up-stream perturbation.

is here presented in the context of flow control. We
are interested in minimizing the drag to a set-value
s∗ and stabilizing it regardless external conditions.

The control approach is based on an initial
black-box model identification presented by Fein-
gesicht et al. [25]. The set of data obtained from
open-loop control were used for the model design.
In principle, the control approach can be seen as
a compilation of open-loop control tests. However,
the actuation frequency has to be selected carefully
in real-time depending on the external parameters
up- and down-stream of the flow. Otherwise, ac-
tuation energy is wasted. The robustness and easy
implementation in an experimental setup make this
approach convenient for industrial applications.

To corroborate robustness and efficiency of this
control approach, a second experiment was conducted
to show disturbance rejection of the controller. Fig-
ures 14 shows two different up-stream flow pertur-
bations p0(t) with corresponding drag force FD and
generated control law b(t). Its is possible to see how
the control law is adapted to maintain the drag force
at the desired s∗ value. The controller, unaware of
the up-stream disturbances, reacts immediately and
drives the system to the set-point. The control limi-
tation will come with the actuator capacity. If the
drag strongly increases, the control command will
apply continuous blowing. On the contrary, if the
drag is reduced, the control will stop and wait for
an increase of FD up to the desired value. The set-
point determination and actuators’ limitation are of
great importance to arrive to a successful and robust
control approach. The present results suggest that
the implemented controller has a satisfactory perfor-

mance in disturbance rejection. In real world ap-
plications, flow control has to subsist with varying
oncoming velocities, high turbulence levels and other
perturbations. Hence, the benefits of sliding mode
control can be fully exploited. In future work, the
authors will pursue a SIMO model to improve wake
stabilization. Also, the control performance will be
graded by energy consumption. Finally, in order to
prove the feasibility of such approach in a full-scale
environment, a project where a real car model will be
fully equipped is currently ongoing.
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[46] Parezanović, V., Cordier, L., Spohn, A.,
Duriez, T., Noack, B. R., Bonnet, J.-P.,
Segond, M., Abel, M. & Brunton, S. L.
2016 Frequency selection by feedback control in
a turbulent shear flow. J. Fluid Mech. 797, 247-
283.
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