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Almost Everywhere Conditions for Hybrid Lipschitz Lyapunov Functions

Matteo Della Rossa Rafal Goebel Aneel Tanwani Luca Zaccarian

Abstract— We introduce a class of locally Lipschitz continu-
ous functions to establish stability of hybrid dynamical systems.
Under certain regularity assumptions on system dynamics,
we provide sufficient conditions for asymptotic stability on
the candidate Lyapunov function. In contrast to the existing
literature, these conditions need to be checked only on a dense
set using the conventional gradient of certain functions, without
the necessity of relying on Clarke’s generalized gradient. We
discuss the relevance of the stated assumptions with the help of
some counterexamples, underlining the subtlety of the proposed
relaxation. As an application of our result, we study the stability
of a classical example from the reset control literature: the
Clegg integrator model, with convex and nonconvex Lyapunov
functions, which are almost everywhere differentiable.

I. INTRODUCTION

Hybrid dynamical systems combine continuous-time and
discrete-time evolutions in a unified model, thereby increas-
ing the modeling power of mere differential or difference
equations [10]. Lyapunov tools for stability analysis of closed
or compact sets with hybrid dynamics have been the subject
of extensive research in the past two decades and arguably
the most general framework for their representation is well
summarized in [8].

Under the so-called hybrid basic conditions characterized
in [8], the existence of smooth hybrid Lyapunov functions is
necessary and sufficient for asymptotic stability of a compact
set. Nevertheless, it often happens that a nonsmooth function
V may be easier to describe and construct. Therefore, some
relevant nonsmooth results have appeared in [18] and also
the follow-up formulations in [14], [20]. In these works, the
authors mostly make use of Clarke’s generalized gradient
to suitably characterize the necessary flow condition at
points where V is not differentiable. Among other examples,
Clarke’s generalized gradient is used in [2], considering
piecewise affine Lyapunov functions for state-dependent
switching systems and in [13] in the context of intercon-
nected hybrid systems. This strategy, effective for classical
continuous-time nonlinear systems, was suggested in [5,
Chapter 4] and then well summarized in [21, p. 99]. The main
drawback of Clarke’s generalized gradient condition is that it
requires to look at all the scalar products between generalized
gradients and vector fields of the differential inclusion. Less
restrictive conditions for stability of differential inclusions
are presented in [1], under some regularity assumptions
on the (nonsmooth) Lyapunov function. A slightly different
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approach is presented in [9], where the nonsmooth function is
studied exploiting regularization-via-convolution technique.

One possible way to overcome the limitations of gen-
eralized gradients is to propose stability conditions which
only need to be checked away from the points where the
candidate Lyapunov function is not differentiable. One main
obstruction with this technique is that, since hybrid solutions
are constrained to flow in a subset of the state space, it is
not possible to directly conclude properties of the directional
derivative from “almost everywhere” type of conditions.
Furthermore, for hybrid systems, imposing “almost every-
where” conditions on ∇V is indeed problematic whenever
V is not differentiable at the boundary of the so-called
“flow set”. Indeed, one cannot build a neighborhood around
those degenerate points and exploit the fact that ∇V is well
behaved in that neighborhood. This fact has been partially
discussed, e.g. in [14, Remark 8, pg. 2575] when discussing
the Lyapunov conditions of [15] for reset control systems.

In this paper, we provide a careful treatment of flow
conditions on nonsmooth Lyapunov functions for hybrid
dynamics that need to be checked only on a dense set. A set
of sufficient (and reasonable) conditions is presented, under
which it is possible to prove stability of a closed attractor.
The class of nonsmooth Lyapunov functions that we consider
include those that can be built using pointwise maximum and
pointwise minimum of continuously differentiable functions
(see [6] and references therein) but are also fairly more
general. For illustration purposes, we discuss the relevance of
the stated assumptions on the hybrid dynamics, by providing
defective examples not satisfying those assumptions where
asymptotic stability does not hold even though the “almost
everywhere” conditions hold for some V . The presented
results allow revisiting a classical example from the reset
control literature: the Clegg integrator in feedback with an
integrating plant. This example has been shown to overcome
intrinsic limitations of linear feedback systems in [3]. For this
example, both [22] and [14] provided numerical and analytic
nonconvex (and nonsmooth) Lyapunov functions. We give
here a pair of new (arguably simpler) nonconvex functions,
and also a new convex Lyapunov function.

Notation: A function α : R≥0 → R is positive definite
(α ∈ PD) if it is continuous, α(0) = 0, and α(s) > 0 if
s 6= 0. A function α : R≥0 → R≥0 is class K (α ∈ K) if it is
continuous, α(0) = 0, and strictly increasing. It is said to be
class K∞ if, in addition, it is unbounded. Given A ⊂ Rn we
denote the distance from x to A as |x|A := infy∈A |y− x| ,
the boundary of A as bd(A), the closure as A, the interior
as int(A). Given x ∈ Rn, we write x = (x1, . . . , xn) =
[x1, . . . , xn]

>.



II. SETTING AND MAIN RESULT

Given closed sets C,D ⊂ Rn and set-valued maps F :
domF ⇒ Rn, G : domG⇒ Rn, such that C ⊂ domF and
D ⊂ domG, consider the hybrid system H = (C,D, G, F ),
that is

H :

{
ẋ ∈ F (x), x ∈ C,
x+ ∈ G(x), x ∈ D. (1)

See [8] for a discussion of the hybrid solutions concept, the
problem of existence and completeness. A closed set A ⊂
Rn is said to be uniformly globally pre-asymptotically stable
(UGpAS) for (1) if it is uniformly globally stable, that is

There exists an α ∈ K∞ such that any solution ψ of (1)
satisfies |ψ(t, j)|A ≤ α(|ψ(0, 0)|A) for all (t, j) ∈ domψ;

and uniformly globally pre-attractive, that is

For each ε > 0 and r > 0 there exists a T > 0 such that
for any solution ψ of (1) with |ψ(0, 0)|A ≤ r,

if (t, j) ∈ domψ and t+ j ≥ T then |ψ(t, j)|A ≤ ε.
The prefix “pre-” underlines the fact that the solutions of (1)
are not necessary forward complete. In this article, we want
to provide sufficient Lyapunov conditions using nonsmooth
(but locally Lipschitz) functions. We are interested in relax-
ing the conditions on the flow set C, thus we introduce here
the class of functions that we will consider as Lyapunov-
candidate functions.

Definition 1 (The class LF (A; C)). Let us consider C ⊂ Rn,
a closed set A ⊂ Rn and a map F : C ⇒ Rn. A function
V : domV → R is a locally Lipschitz and locally finitely
generated continuous-time Lyapunov function for A on C,
(V ∈ LF (A; C)), if
(a) C ⊂ domV and V is locally Lipschitz on C;
(b) there exist α1, α2 ∈ K∞ such that α1(|x|A) ≤ V (x) ≤

α2(|x|A) for every x ∈ C;
(c) there exists ρ ∈ PD and, for every x ∈ C, there exist

an open neighborhood U ⊂ Rn of x, a set S ⊂ C, a
finite index set I , and for each i ∈ I , there exist open
Ui ⊂ Rn and C1 functions Vi : Ui → R such that

(i) S ⊃ C ∩ U (i.e., S is dense in C ∩ U ),
(ii) for every y ∈ S ∩ U there exists i ∈ I such that y ∈

Ui, V (y) = Vi(y), V is differentiable at y, ∇V (y) =
∇Vi(y), and

〈∇Vi(y), f〉 ≤ −ρ(|y|A) ∀f ∈ F (y). (2)

We will prove that if V is in LF (A; C) then the value of V
decreases along the flowing solutions of the hybrid system
(1). Collecting this property with positive definiteness and
decrease property on the jump set D, we obtain the following
Lyapunov theorem for hybrid system (1).

Theorem 1. Given the hybrid system (1), let us suppose
that F : domF ⇒ Rm is locally bounded and inner
semicontinuous1. Given a closed set A, suppose that V :

1A map F : Rn ⇒ Rn is inner semicontinuous at x if F (x) ⊂
lim infy→x F (y) = {f | ∀xk → x, ∃fk → f,with fk ∈ F (xk)}. The
map F is inner semicontinuous if it is inner semicontinuous at each x ∈ Rn.

domV → R is such that
(a) V ∈ LF (A; C);
(b) V is a discrete-time Lyapunov function of A on D, in

the sense that
(b1) domV ⊃ D ∪ G(D) and there exist α1, α2 ∈ K∞

such that α1(|x|A) ≤ V (x) ≤ α2(|x|A) for every
x ∈ D ∪G(D);

(b2) there exists ρ ∈ PD such that

V (g)−V (x) ≤ −ρ(|x|A) ∀x ∈ D, g ∈ G(x). (3)

Then A is UGpAS for the hybrid system (1).

We refer to [17, Chapter 5] for the definitions of locally
boundedness and a thorough discussion of continuity con-
cepts for set-valued maps.

Remark 1. We note that there is no loss of generality in using
the same class K∞ functions α1, α2 for positive definiteness
in C and in D ∪ G(D): if the functions were different we
could consider the point-wise minimum for the lower bound
and the point-wise maximum for the upper bound. The same
reasoning applies for the PD function ρ. More precisely,
supposing that (b) of Definition 1 and (b1) of Theorem 1
hold, there must exist α1, α2 ∈ K∞ such that

α1(|x|A) ≤ V (x) ≤ α2(|x|A) ∀x ∈ C ∪ D ∪G(D). (4)

For the case when A is compact, it is customary to relax
this condition to the equivalent property that V be positive
definite w.r.t. A, and radially unbounded relative to C ∪ D,
see [11, Lemma 4.3]. Similarly, one can show that (3) is
equivalent to requiring that G(D ∩A) ⊂ A and

V (g)− V (x) < 0, ∀x ∈ D \ A, ∀g ∈ G(x), (5)

so that there is no need to compute explicitly the function
ρ, see [20].

Before proving Theorem 1, we need the following Defi-
nition and a preliminary Lemma.

Definition 2. Given system (1), a flowing solution is an
absolutely continuous function φ : [0, Tφ)→ Rn, with Tφ >
0, such that

φ(t) ∈ C, for all t ∈ [0, Tφ),

φ̇(t) ∈ F (φ(t)), almost everywhere in [0, Tφ).

We denote the set of all flowing solutions of (1) by SF (C).
Lemma 1. If V ∈ LF (A; C) and F is locally bounded and
inner semicontinuous, then for every φ ∈ SF (C) and almost
every t ∈ [0, Tφ),

d

dt
V (φ(·))(t) ≤ −ρ(|φ(t)|A). (6)

Proof. Take φ ∈ SF (C), by definition φ is absolutely
continuous, and so is t 7→ V (φ(t)). Then φ and V (φ(t))
are differentiable almost everywhere, i.e., for almost every
t ∈ [0, Tφ), φ̇(t) and d

dtV (φ(·))(t) exist, and for almost
every such t, φ̇(t) ∈ F (φ(t)). Thus consider any such time
t ∈ [0, Tφ), and denote x := φ(t) ∈ C and f := φ̇(t) ∈ F (x).



Let us consider U neighborhood of x given by Definition
1, the associated index set I , the sets Ui and functions
{Vi}i∈IU . Let us consider a sequence of times tk ↘ t, and
denote xk := φ(tk) ∈ C; without loss of generality we can
suppose xk ∈ U∩C, ∀k ∈ N. Let us consider the set S given
by Definition 1; for each k ∈ N there exists a subsequence
xk,l ∈ S ∩ U converging to xk such that, for each l ∈ N,
there exists ik,l ∈ I satisfying V (xk,l) = Vik,l

(xk,l) and
∇V (xk,l) = ∇Vik,l

(xk,l). Since I is finite, one can pass to
a subsequence of xk,l, without relabeling, so that there exists
ik ∈ I such that, for every l, ik,l = ik. Similarly, one can
pass to a subsequence of xk so that there exists i ∈ I such
that, for every k, ik = i. Then V (xk,l) = Vi(xk,l), and,
by continuity of V and Vi, letting l → ∞ yields V (xk) =
Vi(xk) and then letting k →∞ yields V (x) = Vi(x). Hence

d

dt
V (φ(·))(t) = lim

τ↘t

V (φ(τ))− V (φ(t))

τ − t
= lim
k→∞

V (xk)− V (x)

tk − t
= lim
k→∞

Vi(xk)− Vi(x)
tk − t

= lim
τ↘t

Vi(φ(τ))− Vi(φ(t))
τ − t

=
d

dt
Vi(φ(·))(t) = 〈∇Vi(x), φ̇(t)〉

= 〈∇Vi(x), f〉.

(7)

Now, for each k, we can choose large enough l = lk so that
xk,lk → x as k → ∞. By inner semicontinuity of F , we
can consider a sequence fk ∈ F (xk,lk) such that fk → f as
k →∞. Finally, by continuity, as k →∞ we have

(2) ⇒ 〈∇Vi(xk,lk), fk〉 ≤ −ρ(|xk,lk |A),
↓ ↓

〈∇Vi(x), f〉 ≤ −ρ(|x|A),
and we can conclude from (7).

We can now prove Theorem 1.

Proof of Theorem 1. Considering a flowing solution φ ∈
SF (C), by using the fundamental theorem of calculus to the
function V ◦φ on [0, Tφ), we can follow the same steps as in
the proof of [8, Theorem 3.18] to get bounds on the flowing
solutions between jumps. Condition (3) guarantees decrease
in the value of V ◦ψ at all jump times of an hybrid solution
ψ of (1).

Remark 2. In [4, Definition 1] and in [19, Chapter 4], the
concept of piecewise C1 functions is introduced; this class
of functions intuitively describes the set of locally Lipschitz
functions obtained by “gluing together” a finite number of
continuously differentiable functions. More precise compar-
isons between locally Lipschitz and locally finitely generated
continuous-time Lyapunov functions and the class of piece-
wise C1 functions are still being investigated.

III. A SPECIAL CASE AND FURTHER DISCUSSIONS

We now present a special class of locally Lipschitz func-
tions and show that it is computationally easier to check the
conditions of Definition 1 for such functions.

Definition 3 (Properly Piecewise C1 functions). Let V :
domV → R be a continuous function, such that C ⊂ domV .
Given I = {1, . . . ,K}, let us suppose that there exist
{Xi}i∈I measurable sets, {Oi}i∈I open sets and continu-
ously differentiable functions Vi : Oi → R, i ∈ I , such
that:

1) Xi ∩ C ⊂ Oi, for all i ∈ I ,
2) int(Xi) = Xi, for all i ∈ I ,
3) Xi ∩ Xj = bd(Xi) ∩ bd(Xj), for all i 6= j,
4) C ⊂ ⋃i∈I Xi,
5) V (x) = Vi(x), if x ∈ Xi.

Then the function V : C ∪ D → R is called a properly
piecewise C1 function on C. 4
Remark 3. This definition is closely related to [4, Definition
1] recalled in Remark 2. We have added conditions 2) and
3) to ensure that the Xi sets are closed, have full measure,
and their mutual intersections have measure zero. The same
class of functions is studied in [7], in the context of state-
dependent switched systems.

Proposition 1. Let V : Rn → R be a properly piecewise
C1 function on C ⊂ Rn such that int(C) = C. Let us consider
a closed set A ⊂ Rn and a set valued map F : domF ⇒ Rn
(C ⊂ domF ). If there exist α1, α2 ∈ K∞, and a ρ ∈ PD
such that

α1(|x|A) ≤ V (x) ≤ α2(|x|A) ∀x ∈ C (8)

〈∇Vi(x), f〉 ≤ −ρ(|x|A),
∀x ∈ int(Xi) ∩ C,
∀f ∈ F (x), ∀i ∈ I, (9)

then V ∈ LF (A; C).
Proof. The facts that C ⊂ domV and that V is locally
Lipschitz on C are straightforward. Condition (8) is exactly
(b) of Definition 1. For proving (c), let us consider a
point x ∈ C and a neighborhood U of x. Let us define
S :=

⋃
i∈I int(Xi) ∩ C; noting that condition 2) implies

meas(bd(Xi)) = 0, (where meas is the Lebesgue measure)
and recalling that the complement of a negligible set is dense,
we have S ⊃ C ∩ U . De to to conditions 3) and 5) of
Definition 3, for each y ∈ S there exists a unique i ∈ I such
that V (y) = Vi(y) and ∇V (y) = ∇Vi(y). The conclusion
follows from (9).

We have shown that for a properly piecewise C1 function,
we have a simple way to verify condition (2): it suffices to
verify the Lyapunov inequality

〈∇V (x), f〉 ≤ −ρ(|x|A),
almost everywhere in C, that is in the set C ∩⋃i∈I int(Xi).
It is interesting to note that

NV ⊂
⋃
i∈I

bd(Xi),
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Fig. 1: Counterexample 1: In red dashed line a level set of V
in (13), in green and blue the trajectories of two solutions.
The solution starting from z1 enters the plotted sublevel set,
reaches the point z ∈ R and then starts “sliding”.

where NV := {x ∈ Rn | ∇V (x) is not defined} by the
Rademacher Theorem, has measure zero.

Remark 4 (Max and Min Functions). A common subclass
of properly piecewise C1 functions is obtained by applying
the max and min operators to a finite collection of continu-
ously differentiable functions. More precisely, given a family
V = {V1, . . . , VK} ⊂ C1(O, R), where O is an open set
containing C ∪ D, the functions

VM (x) := max
i∈I

Vi(x) and Vm(x) := min
i∈I

Vi(x) (10)

satisfy the hypothesis of Definition 3 [4, Theorem 1(b)].
Taking VM as an example, we can also characterize the sets
Xi as follows

Xi = {x ∈ Rn | Vi(x) > Vj(x), ∀j ∈ I, j 6= i}.

In the following counterexample, we show that the inner
semicontinuity of F : Rn ⇒ Rn is crucial in our result.

Counterexample 1 (Violating Inner Semicontinuity). Con-
sider the state-dependent switching system defined by C =
R2, D = G = ∅ and F : R2 ⇒ R2 is the Filippov
regularization of the following discontinuous linear system:

ẋ =

{
A1x, if x>Qx ≥ 0,

A2x, if x>Qx < 0
(11)

where

A1 =

[
−0.3 −1
5 −0.3

]
, A2 =

[
−0.3 5
−1 −0.3

]
, Q =

[
1 0
0 −1

]
.

By definition of Filippov regularization we have

F (x) =


{A1x}, if x>Qx > 0

{A2x}, if x>Qx < 0

co{A1x,A2x} if x>Qx = 0.

(12)

It is easy to see that F is outer semicontinuous with compact
and convex values, but it is not inner semicontinuous. Let us
consider the candidate Lyapunov function

V (x) = max
{
x>P1x, x

>P2x
}
, (13)

where P1 =

[
5 0
0 1

]
and P2 =

[
1 0
0 5

]
. By Remark 1 this

function satisfies (4) because P1 > 0 and P2 > 0, and (3)
holds vacuously because D = ∅. It is easy to check that

• P1A1 +A>1 P1 < 0,

• P2A2 +A>2 P2 < 0,

• x>Qx > 0⇔ x>P1x > x>P2x,

• bd(X1) ∪ bd(X2) = {x ∈ R2 |x>Qx = 0}.
where the set Xi are defined as in Remark 4. That means

〈∇V (x), f〉 < 0; ∀x ∈ R2 \ bd(X1) ∪ bd(X2), ∀f ∈ F (x),
which implies (9). On the other hand, one can see that every
flowing solution starting at some x0 ∈ R := {x ∈ R2 | x1 =
x2}, x0 6= 0 goes to infinity sliding along R. See Figure 1
for a graphical representation. 4

IV. A CASE STUDY: CLEGG INTEGRATOR

The Clegg integrator connected to an integrating plant
has been shown to overcome intrinsic limitations of linear
feedback, [3], (see also [16]). More specifically, using the
ε-regularization suggested in [14], we focus on the closed-
loop, considering the hybrid system{

ẋ = AFx, x ∈ C = {x ∈ R2 |x>Qx ≥ 0},
x+ = AJx, x ∈ D = {x ∈ R2 |x>Qx ≤ 0}, (14)

with

AF =

[
0 1
−1 0

]
, AJ =

[
1 0
0 0

]
, Q =

[
1 − 1

2ε
− 1

2ε 0

]
,

and ε > 0 being a small regularization parameter. Following
[22], there does not exist a quadratic Lyapunov function.
In fact, given a symmetric and positive definite matrix

P =

[
p11 p12
p12 p22

]
, and considering points z1 = (−1, 0) and

z2 = (0, 1), we have that z1, z2 ∈ C and the Lyapunov
inequalities z>1 PAF z1 < 0 and z>2 PAF z2 < 0 would imply
p12 < 0 and p12 > 0 respectively and hence, a contradiction.
UGAS of (14) was established with nonconvex numerical
piecewise quadratic constructions in [22], and then via a
nonconvex analytic construction in [14]. We illustrate the use
of Theorem 1 by building three Lyapunov functions, one of
them being convex. In what follows, we fix ε = 0.1, but the
functions that we construct work for any ε such that 0 <
ε ≤ 0.1. We underline that none of these functions satisfies
the “classical” Clarke’s generalized gradient conditions, i.e.
〈v,AFx〉 ≥ 0, for some x ∈ bd(C) and for some v contained
in the generalized gradient of V at x. For further details about
Clarke’s gradient-based conditions we refer to [5] and [21].

A. Max of 2 sign-indefinite quadratics

We first use a max function of two quadratics

VM (x) := max{x>P1x, x
>P2x}, (15)

with P1 =

[
1 −0.1
−0.1 0.5

]
, P2 =

[
2.5 1.4
1.4 0.5

]
,
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(a) In black we plotted the 1-level set of the
max of quadratics Lyapunov function VM

defined in (15).
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(b) The 1-level set of the mid of quadratics
Lyapunov function Vmid defined in (16).
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(c) The 1-level set of the convex Lyapunov
function Vconv defined in (17).

Fig. 2: Level sets of the constructed Lyapunov functions for system (14); in red some particular solutions.

where we illustrate the use of quadratics not necessarily pos-
itive definite (see also [12]). We prove next that (15) satisfies
the hypotheses of Theorem 1. First of all, the function VM
satisfies (4) (positive definiteness): this is straightforward by
noting that P1 > 0. Following Remark 4, we characterize
here the sets X1,X2 writing

X1 := {x |V1(x) ≥ V2(x)} = {x |x>(P1 − P2)x ≥ 0},
X2 := {x |V2(x) ≥ V1(x)} = {x |x>(P2 − P1)x ≥ 0},

and denoting S := (P1 − P2) =

[
−1.5 −1.5
−1.5 0

]
, we can

conclude

X1 = {x |x>Sx ≥ 0}, X2 = {x |x>Sx ≤ 0}.
We also note that S can be decomposed as S = θ1θ

>
2 +θ2θ

>
1 ,

where θ1, θ2 are vectors perpendicular in directions to the
lines where V1 = V2, that is θ1 = (1.5, 0), θ2 = (−1,−2).

For the jump condition (3), we first note that D ⊂
{x | x1x2 ≥ 0} ⊂ X2: given x = (x1, x2) with x1x2 ≥ 0 we
have x>Sx ≤ 0. Thus, for each x = (x1, x2) ∈ D ∪G(D),
V (x) = V2(x) and we may prove the equivalent property in
(5)

V2(x
+)− V2(x) = x>A>J P2AJx− x>P2x

= 2.5x21 − 2.5x21 − 3x1x2 − 0.5x22 < 0,

∀x ∈ D\A, where we used the fact that D\A ⊂ {x | x1x2 ≥
0, x2 6= 0}. In light of Remark 1, we can conclude that (3)
holds. For the flow condition, we will show the condition
(9) of Proposition 1. We split the flow set C = C1 ∪ C2 :=
(X1 ∩ C) ∪ (X2 ∩ C). From the fact that D ⊂ X2, we note
that (X1 ∩ C) = X1. Thus for C1, it suffices to verify that

〈∇V1(x), AFx〉 ≤ −0.1|x|2, if x ∈ X1 = {x |x>Sx ≥ 0}.
This can be done by finding a µ1 ≥ 0 such that the LMI

P1AF +A>FP1 + µ1S + 0.1Id < 0

is satisfied, and this is the case choosing, for example, µ1 =
0.4. Secondly, we note that the region C2 := X2 ∩ C can be

rewritten as C2 = {x | x>Q2x ≥ 0}, where

Q2 := θ2θ
>
3 + θ>3 θ2 =

[
0.2 −0.8
−0.8 −4

]
,

and θ3 = (−0.1, 1) is the perpendicular direction of the line
x2 = εx1 = 0.1x1 that represents the boundary of C that
intersects X2. Thus, for proving

〈∇VM (x), AFx〉 < −0.1|x|2, ∀ x ∈ int(X2) ∩ C,
it suffices to find a µ2 ≥ 0 such that the LMI

P2AF +A>FP2 + µ2Q2 + 0.1Id < 0,

is satisfied. This is the case, for example, with µ2 = 2.
To summarize, all the conditions of Theorem 1 are satisfied
by VM and we can conclude that A = {0} is UpGAS for
system (14). See Fig. 2(a) for a graphical representation of
our construction, where nonconvexity of VM emerges from
the fact that P2 is not sign-definite.

B. Mid of quadratics

Consider the symmetric matrices

P1 =

[
1 0.25

0.25 0.7

]
, P2 =

[
0.55 −0.2
−0.2 0.25

]
, P3 =

[
25
16

49
160

? 0.25

]
and consider the function

Vmid(x) := mid{V1(x), V2(x), V3(x)}
:= max{min{V1, V2},min{V2, V3},min{V1, V3}},

(16)
where Vi(x) := x>Pix. Intuitively, the “mid” operator
selects the function whose value lies between the two others.
Taking I = {1, 2, 3} we introduce the sets in Definition 3 as

Xi : = cl
(
{x ∈ R2 | x>Pjx < x>Pix < x>Pkx}

∪ {x ∈ R2 | x>Pkx < x>Pix < x>Pjx}
)

for every i ∈ I , j 6= k ∈ I \ {i}. It is easy to see that
{Xi}i∈I , Oi ≡ Rn, {Vi}i∈I and Vmid satisfy the hypothesis
of Definition 3. Let us now prove the conditions of Theorem
1. Positive definiteness of Vmid is immediate, noting that
P1, P2 and P3 are all positive definite.



The jump condition on D is trivial, and can be obtained
following the same steps as with function VM .

For the flow condition it can be seen that

X1 ∩ int(C) = {x | x>Q1x > 0},
X2 ∩ int(C) = {x | x>Q2x > 0}, X3 ∩ int(C) = ∅,

where

Q1 = θ1θ
>
2 + θ2θ

>
1 =

[
0.2 −0.9
−0.9 −2

]
,

Q2 = θ2θ
>
3 + θ3θ

>
2 =

[
−2 −1
−1 0

]
.

As in the previous example, θ1 = (−0.1, 1), θ2 = (−1,−1)
and θ3 = (1, 0) are properly chosen vectors perpendicular to
the lines that represent the boundaries of X1∩int(C) and X2∩
int(C), respectively. As before we prove the flow conditions
(9) looking for scalars µ1, µ2 ≥ 0 such that the LMIs

P1AF +A>FP1 + µ1Q1 + 0.1Id < 0,

P2AF +A>FP2 + µ2Q2 + 0.1Id < 0,

are satisfied; this turns out to be true choosing, for example,
µ1 = µ2 = 0.5. We have proved that

〈∇V1(x), AFx〉 ≤ −0.1|x|2, ∀x ∈ C1, and

〈∇V2(x), AFx〉 ≤ −0.1|x|2, ∀x ∈ C2
which imply the flow conditions (9) and thus Proposition 1
holds. All the conditions of Theorem 1 are satisfied and we
conclude that A = {0} is UpGAS for the system (14). See
Fig. 2(b) for a graphical representation of our construction,
which shows again nonconvex level sets of Vmid.

C. Convex Lyapunov Function

The two Lyapunov functions above are both nonconvex.
We construct here a convex one, starting from Vmid. Looking
at the level set LVmid(1), the idea is to connect the points
of intersection of LVmid(1) with the two lines that form the
boundary of D using a straight line. We thus define

Vconv(x) =

{
Vmid(x), if x ∈ C,
〈w, x〉2, if x ∈ D, (17)

where w = (0.9574, 0.7071) is a vector tangent to the line
of interest, suitably scaled to ensure continuity. This function
satisfies the conditions of Theorem 1 from the properties of
Vmid. It is represented in Fig. 2(c).

V. CONCLUSION

In the context of analysis of stability of hybrid systems,
we introduce a class of locally Lipschitz functions for which
the Lyapunov inequality needs to be checked only on a
dense set around each point of the flow set C. In the first
place this result permits us to look at a class of nonsmooth
functions that includes max and min over a finite family of
smooth functions. On the other hand the analysis is carried
out without considering the Clarke’s generalized gradient.
We apply our result to a classical example from the reset
systems literature: the Clegg integrator model. As further

research, the relations between the proposed class of locally
Lipschitz functions and the piecewise C1 functions recently
proposed in the literature remain to be investigated.
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