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nickel
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aCIRIMAT, UMR 5085, CNRS INP UPS, ENSIACET, 4, allée Émile Monso, BP 44362, F-31030 Toulouse Cedex 4, France

Abstract

Solubility and diffusivity of interstitials in Ni is of prime importance to understand and quantify reactivity of Ni-base structural
alloysat high temperature. We thus present a first-principles study of the insertion and diffusivity of interstitial species in nickel.
We put an emphasis on carbon, nitrogen and oxygen atoms and compare our results with those found for hydrogen and in the
literature. The interactions with the metal and the relative stability of sites are discussed in detail in terms of phonon, electronic,
elastic, magnetic properties and charge transfers. As a result, we identified one new stable interstitial position for C and N atoms,
and we also showed that the tetrahedral site can be considered as unstable from an elastic standpoint for carbon. In the light of
these new results, diffusion mechanisms were reviewed and diffusion coefficients were calculated. The effects of temperature on
enthalpy and migration energies were investigated. We thus showed that C and N atoms on one hand, H and O atoms on the other
hand, show the same behavior.
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1. Introduction

Interstitial elements in Ni based alloys play a major role
in many physical phenomena such as environmental embrittle-
ment, cementation, precipitation, phase transitions or changes
in physical properties. Hydrogen is known to be at the origin
of the embrittlement of many metals [1]. C atoms can lead
to carburation and to metal dusting [2], it can be involved in
the formation of carbides with many species [3], thereby induc-
ing mechanical reinforcements of nickel alloys, and segregate
at grain boundaries and interfaces. Oxygen forms oxides and
cause internal and intergranular oxidation [4, 5] which may lead
to stress corrosion cracking [4]. N atoms are a solid solution
strengthening element for steels [6] and form Ti and Al nitrides
in nickel based super-alloys [7]. Understanding the behavior of
interstitial atoms in metallic systems is a key step in the knowl-
edge of micro-structural evolution. The amount and kinetics of
elements insertion and of induced precipitation is controlled by
C, H, N, and O permeability [5]. It is thus crucial to accurately
determine the solubility and diffusivity of species responsible
for the physical phenomena that are being studied.

For interstitial species, the lattice composed of atoms, here
Ni, can be seen as imposing a fixed energy landscape in which
these atoms are inserted and diffuse more or less freely. How-
ever, contrary to what was done in earlier works [8, 9], a stronger
focus should be put on the stability of interstitial sites by study-
ing the full inter-atomic constants when interstitial sites are
filled, as it was recently done in the case of aluminum [10].
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Stable configurations strongly depend on interactions between
the metal and interstitial species, leading to different stable po-
sitions, as found in earlier literature. This information is a
prerequisite for studying diffusion mechanisms at the atomic
scale. Indeed, in the case of interstitial elements, the elemen-
tary mechanisms, which are supposed to be limited, reveal a
complex landscape depending on the specie [10, 11], especially
when atoms interact strongly with the metal.

The aim of this work is thus twofold. First, we show that
interstitial atoms in fcc systems are not necessarily located in
usual interstitial sites and that special attention should be paid
to phonon properties. We also discuss the use of elastic mod-
eling for interstitial species. Secondly, we show that the diffu-
sion coefficient formulas classically used do not always apply.
Hereinafter, the study is limited to “interstitial” positions, the
formation of clusters [12, 13] is not considered in the present
work.

The first step consists in the investigation of stable configu-
rations using first-principles approaches. An accurate analysis
of stable sites was conducted including a new stable position
called M. Previous works (on carbon [8, 9], oxygen [9, 14]
or hydrogen [15]) have shown that octahedral (o) sites are the
most stable positions, that tetrahedral sites (t) are the second
most stable, and that mechanisms of diffusion involve o-t and
o-o paths. We thus take this opportunity to present an overview
of the insertion of single species and of the interactions between
the metal and interstitial species. We try to show how intersti-
tial species interact with nickel at the atomic scale, but also at a
larger scale by computing elastic dipoles and electronic proper-
ties.

Based on these results and structure analyses, we studied
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the escape rate of different paths, i.e. trajectories, barriers en-
ergies and frequencies attempts were investigated. In earlier
literature [8, 9, 15] simple mechanisms were considered, with-
out discussing in detail the stability of sites. We thus attempt
to revisit the diffusion coefficients of C, O and N atoms in
nickel considering the M position (see Ref. [10]) and including
phonon energy by means of full vibrations of the systems. The
effect of temperature on diffusion coefficients were also evalu-
ated within the quasi-harmonic approximation, at several tem-
peratures based on lattice expansion calculations, as explored
by Wimmer [15] for H atoms in nickel.

For this purpose, the article is organized as follows. The
first part (section 2) summarizes the simulation method. In the
section 3, insertion in Ni was investigated: stability of the inter-
stitial, with a particular emphasis on interactions between the
metal and interstitial on the different sites. Finally, in section 4,
we present a study of the diffusion mechanisms at the atomic
scale. The diffusion coefficients based on explicit formulas
is therefore presented and compared to experimental findings.
The effects of temperature are presented and results are com-
pared to those found in the literature.

2. Computational details

First-principles calculations were performed with the den-
sity functional theory (DFT) using the VASP code (Vienna ab
initio simulation package) [16]. The Perdew-Burke-Ernzerhof
[17] generalized gradient approximation of the exchange and
correlation functional was used for all calculations, and the PAW
method [18, 19] was adopted. The magnetism was taken into
account in all calculations (for bulk and references states as
well).

Calculations were performed at zero pressure, lattice pa-
rameters and shapes of super-cells were fully relaxed. Atomic
forces were always lower than 0.01 eV/Å on atoms. The plane-
wave cut-off energy was set to 600 eV. The study of the in-
sertion (in the dilute solution) were carried out on two super-
cells (2×2×2 and 3×3×3 super-cells, i.e. 32 and 108 atoms
per unit-cell, respectively) with full periodic boundary condi-
tions. The first-Brillouin zones were sampled by 10×10×10
and 6×6×6 Monkhorst-Pack k-mesh grids [20]. The precision
reached was about 2-3 meV/atom. The insertion energies of
the largest super-cells were considered sufficiently accurate to
correspond to the energy of isolated species (dilute limit).

The frequencies and inter-atomic force constants (IFC) were
computed using the finite displacements method on 2×2×2 super-
cells, to limit numerical costs, for the interstitial positions and
transitions states. The phonopy package [21] was used to gen-
erate finite displacements according to the symmetry of each
structure. It was then used to analyze, to plot phonon proper-
ties (phonon dispersion curves and density-of-states, not always
shown here) and to compute Helmholtz free energies. A cut-off

energy of 600 eV, an electronic convergence criteria of 10−6 eV
and fine k-mesh grids (10×10×10) were used.

Migration paths were investigated on 2×2×2 and 3×3×3
super-cells. We used the climbing-image nudged elastic band

method (CI-NEB) with the formulation suggested by Henkel-
man group [22], using an optimizer [23] for more efficiency
while searching for the minimum energy path (MEP). The main
advantage of the CI-NEB method is that it is possible to calcu-
late the transition state (TS) and optimize the volume shapes at
the same time. Reaction paths were sampled with five interme-
diate images. MEP identification was performed through two
steps: (i) first, pre-convergence was achieved using a less pre-
cise parameter set (3×3×3 k-mesh grids and a cut-off energy of
400 eV); and (ii) energies were then performed with the same
convergence parameters as for the study of point defects (cut-
off energy of 600 eV and 10×10×10 k-mesh grids, for 2×2×2
super-cells).

Finally, thermal effects were partially incorporated, taking
into account the thermal expansion of the lattice within the
framework of the quasi-harmonic approximation. We assessed
thermal effects on migration and solubility energies. The lat-
tice expansion method was used to include thermal effects. We
assumed in this work that interstitial elements do not induce
specific lattice distortions with temperature: we therefore used
the lattice thermal expansion of the perfect nickel fcc struc-
ture. The lattice parameters were calculated using the expres-
sion proposed by Wimmer et al. [15]:

a(Xi,T ) = ao(Xi) + 2.774 × 10−5T + 2.282 × 10−8T 2

−5.243 × 10−12T 3 + 3.629 × 10−16T 4 (1)

where ao(Xi) (in Å) is the lattice constant of one super-cell con-
taining a fraction of X atom (X=C, N or O) occupying the i
site (o, t or M). 3×3×3 super-cells (108 Ni atoms + 1 X atom)
were used to compute formation energies, whereas Helmholtz
free energies were computed on 2×2×2 super-cells. The lattice
parameters of the intermediate super-cells constituting the NEB
were thus interpolated between initial and final configurations
as is usually done with this method. Calculations were thus
conducted at 600, 1200, 1500 and 1800K.

3. Solubility

3.1. Stability at 0 K
The insertion energy, E s[Xi], is used to quantify the inser-

tion of an atom X in nickel in the site i:

E s[Xi] = Eo[n.Ni + Xi] − Eo[n.Ni] − Ere f [X] (2)

Eo[n.Ni + X] and Eo[n.Ni] are the DFT values of super-cells
(composed of n Ni atoms) with and without an interstitial ele-
ment, respectively. Ere f [X] corresponds to the energy (per X
atom) of the reference state of the X atom (molecule or di-
amond, see Appendix A). A positive (resp. negative) E s[Xi]
value corresponds to the energy gained (resp. lost) when the X
atom occupies an i site. We considered octahedral (in 4b po-
sition in the fcc system, space group 225) and tetrahedral (8c)
sites. Results of simulations are listed in Table 1. Details be-
low show that results obtained using the PBE functional at 0K
are comparable, quantitatively and qualitatively, with previous
works [8, 13, 15, 24–26].
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Table 1: Insertion (Es[X], in eV) and zero-point energies (F0K [X], in eV),
solubility enthalpies (Hs = F0K [X] + Es, in eV). ∆H is the energy difference
between i and o sites.

X E s F0K[X] Hs ∆H

H
o 0.063 0.005 0.068 0
t 0.323 0.084 0.407 0.34

M 0.814 unstable

C
o 0.586 0.089 0.675 0
t 2.277 -0.057 2.220 1.54

M 2.167 0.035 2.201 1.53

N
o 0.702 0.011 0.713 0
t 1.762 0.003 1.765 1.05

M 2.239 -0.032 2.207 1.49

O
o 0.468 -0.019 0.449 0
t 0.646 0.004 0.650 0.20

M 1.265 unstable

First, as found in earlier works [9, 15], all interstitial species
prefer to occupy the octahedral positions (o sites) of the nickel
fcc-lattice. The energy difference, ∆H, (including the zero-
point energy, see section 3.2) between o and t sites is equal
to 0.34, 1.54, 1.05 and 0.20 eV for H, C, N and O, respectively.
Results are in good agreement with earlier theoretical works:
about 0.25 eV in the case of H [13, 15, 24, 25], 1.53 eV for car-
bon [8, 9] and 0.17 eV for O atoms [26]. From these energies,
it is possible to distinguish two groups: on one side, H and O
atoms, where ∆H is low (<0.5 eV), and on the other side, C and
N atoms, where ∆H is high, >1 eV. This classification will be
confirmed considering the following results.

It had been shown in a recent work on aluminum [10] that
there is another possible stable position in fcc systems: the M
site (with the Wyckoff position 24d), see Fig. 1. This con-
figuration, located exactly at the midpoint of two first-nearest-
neighboring Ni atoms, is also located at the midpoint of two o
and two t sites. It had been identified as being a (second-order)
transition state in the o-o path for hydrogen in many fcc-metals
[27], although, as seen in Al, M is a stable position for C and B
atoms. We therefore investigated this additional site and calcu-

Figure 1: Schematic representation of interstitial t, o and M sites.

lated its insertion energy for all species. DFT values are given

in Table 1. Results show that this site is always stable from a
geometrical standpoint. The M site is more stable than the t site
for C atoms, almost 100 meV lower in energy, while in the case
of H, O and N atoms, it is found less stable than t sites (about
0.5 eV). At this level, it is not possible to rule on their stability,
i.e it is not possible to know if it is local minimum or maximum.
Substitution was also considered, but in all cases, it was found
unstable. The atoms move from the ideal position and prefer
to form clusters as shown in the case of H [13, 24, 28] or of O
atoms [26]. In fine, these new results do not change the physics
of H, C, N and O insertion in the nickel, since the most stable
positions are always the o sites.

DFT values can now be compared against experimental ones.
Experimentally, the solubility energy is deduced by fitting the
content of species measured with an Arrhenius law or a Sieverts
law for dilute solutions. The Sieverts law [29] relies the amount
of species (here hydrogen, C[Hy]) dissolved in the system and
the temperature:

C[Hy] ∝
√

pH2

po
exp

[
−

Hs

kBT

]
, (3)

where po is equal to 1atm, pH2 the pressure of the gas, and
Hs the solubility energy. It corresponds to the situation where
there is a thermal equilibrium between a solid solution (H in
insertion) and H2 gas: Ni + 1/2xH2 
 NiHx (x � 1). DFT
values of Hs can thus be directly compared with experimental
values. Taking into account the experimental and simulation
uncertainties, the result for hydrogen in the o site (+0.07 eV) is
in agreement with experimental data (+0.17 eV) [30]. This re-
flects an equilibrium without hydrides or clusters formed in the
metal. It should be noticed that the content of VHn clusters is
always negligible in Ni, for common experimental conditions,
see [31].

About the O atom, Connétable et al. [26] have already
shown that there is a strong disagreement between theoreti-
cal and experimental values: at 0K, calculations give 0.46 eV,
whereas experimental measurements range between [-2.5; -1.8]
eV depending to the experimental conditions [32–34]. This
discrepancy is in part due to the reference state (here the O2
molecule) which is badly described in DFT due to an overes-
timation in the GGA of the O2 molecule binding. Wang et al.
[35] have therefore applied an energy shift of 1.4 eV per O2
molecule to reproduce experimental value of the formation en-
ergy of oxides. This value, associated with temperature effects
on the chemical potential, could partially reconcile experimen-
tal and theoretical values. However, there are other arguments
to explain this disagreement. The formation of VOm clusters
could also explain this difference. As shown in [26], O atoms
strongly interact with nickel to form clusters. A thermodynamic
analysis showed that, even at high temperature, O atoms are
mainly located in these clusters and are not isolated in nickel.
The DFT value was computed in the dilute limit. The Sieverts
law is also used in the case of O atoms to determine Hs [33].
However, measurements were often made under experimental
conditions such that the pressure pO2 is sufficient to form NiO
oxide layers on the surface [32, 33]. The chemical potential of
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the O atom is thus not the gas but the oxide, and the Sieverts’
law should be thus not valid. These arguments let us think that
the link between theory and experimental observations is hard
to reconciliate.

In the case of C atoms, there are few reported values of sol-
ubility in pure nickel. The solubility of C has been determined
by Dunn et al. [36] and values reported are in the magnitude
order of 10−2 atomic fraction near the melting point. Insertion
energies reported are thus in the range of 0.42–0.49 eV (high-
temperature measurements of the carbon solubility). These are
in good agreement with our results obtained at 0K.

Finally, in the case of nitrogen, there are no experimental
data in the nickel crystal. Values found in literature only re-
fer to the solubility of nitrogen in liquid pure nickel and nickel
based alloys [37–40]. In these cases, experimental observations
show a low solubility of N in nickel (as for carbon). This must
translate into high solubility energy, which is consistent with
our result, where the insertion energy in o sites is 0.7 eV.

3.2. Vibrational properties
We now discuss the stability of the sites by computing inter-

atomic force constants. Phonon band structures (pBAND) are
displayed in Fig. 2. Substituted sites were also studied, but, for
simplicity, not represented here. When phonon branches are all
positive, the configuration can be considered as stable, other-
wise the configuration is unstable. When imaginary frequencies
are associated with the interstitial element, with a degeneracy
of one, the configuration should probably be near a first-order
transition state (for the X atom), and when the degeneracy is
double or triple, the configuration does not meet the conditions
for being a first-order transition state and is unstable.

In the case of H and O atoms, t and o sites are stable,
whereas M sites present two imaginary vibrations, associated
with the interstitial elements. It is thus a second-order transi-
tion state, see the discussion in Ref. [27]. Such configuration
plays a negligible effect on the diffusivity, they will be neglected
in the following.

In the case of carbon, while M and o sites are stable, we
observe an anomaly for t sites. Indeed, when the t site is filled
with carbon, pBAND exhibits a small acoustic instability in the
Γ-X direction, see Fig. 2. In order to confirm this result, we
conducted additional tests on 3×3×3 super-cells, as well as con-
vergence tests. Again, we found this acoustic instability every
time. These results suggest that, at least at low temperature,
when a carbon occupies a t site, the structure becomes unsta-
ble. From a mechanical standpoint, acoustic branches are di-
rectly linked to the speed of sound velocity in crystals. They
can thus be used to compute elastic constants, Ci j, see for in-
stance [41]. In cubic systems, C11 and C44 must be positive.
We thus computed them directly with another approach (using
small strains on 3×3×3 super-cells) and found that C44 is nega-
tive. One of the three Born stability criteria (for cubic systems)
is therefore not verified, see Mouhat [42]. Additional simula-
tions were conducted to find other stable position(s) around the
t sites, without success. When the C atom is pushed a little out
the t site, towards either the M site or the o site, it always falls
back in these positions. The t site is thus not a local minimum

for carbon. This result is not in contradiction with the results
on diffusion mechanisms found in the literature [8, 9], where
the transition state for the o-t path was always found to be lo-
cated very close to the t site. It is not excluded that the effect
of temperature could stabilize the t configuration, as it has been
shown by Mei [43] in cubic vanadium nitride. However, tem-
peratures should not change the fact that this site is less stable
than o sites, and that the t site should be located in the vicinity
of a transition state.

In the case of the N atom, the results show that all sites are
stable, M sites as well.

At this stage, for H and O atoms, o and t sites are the stable
positions, for N atoms, there are three configurations, and for C
atoms, only M and o sites are stable positions.

From phonon frequencies, zero-point energies (F0K[X]) were
computed using molecules as reference states for H, N and O
atoms, nd diamond for carbon (see Appendix A) as follows:

F0K[X] = F0K
vib [n.Ni + X] − F0K

vib [n.Ni] − F0K
vib [Xre f ] (4)

Fvib are the phonon Helmholtz free energy computed using IFC
on fine q-mesh grids, here calculated at 0K (labeled 0K).

Fvib(T ) = kBT
3N∑
ν=1

∫
nν(q) ln

[
2 sinh

(~ων,q
2kBT

)]
dq (5)

ων,q are the frequencies in q and ν of the system. F0K[X] values
are given in Table 1. Except H atoms, the F0K[X] is low com-
pared to the solubility energy. This does not change the relative
stability of sites.

Using phonon excitations, we also calculated the mean square
displacements (d̄T ) of X atoms in each site as a function of tem-
perature [44], along the [010] direction for o and t sites and
along the [010] and [101] directions for M sites. This quan-
tity is used to evaluate the displacement/oscillations of X as a
function of temperature:

d̄T =
〈
|uα( jl, t)|2

〉
=

~
2Nm j

∑
q,ν

(1 + 2nν(q,T ))|εαν ( j,q)|2

ων,q
(6)

j is the index of the jth atom in the super-cell l, α corresponds
to a crystallographic direction (here [010] or [101]). m and N
are the atomic mass and the number of super-cells. q is the
wave-vector, ν is the index of the phonon mode. εν( j,q) is the
associated polarization vector. ν(q,T ) is the Boson distribution:

nν(q,T ) =
[
exp(~ων(q)/kBT ) − 1

]−1 (7)

Data at 0 and 1200K are listed in Table 2. d̄T are found
smaller in o sites than in t sites; frequencies of X atoms in t sites
are indeed always higher in energy than those in o sites. The
volumes induced by phonon excitations in o and t sites are thus
small (< 0.1 Å3), even at high temperature, smaller than the vol-
ume of formation for instance (see below). The most interesting
cases are for M sites. Vibrations of N and C atoms at 1200 K in
M induce a large displacement, approximately 0.2-0.3 Å, along
the directions perpendicular to the Ni-Ni bonds (i.e., [010] for
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Figure 2: Phonon band structures for a system with one atom (H, C, N and O atoms) in an interstitial position, either in o, t or M sites. Negative bands correspond
to imaginary frequencies. Energies (frequencies) are expressed in THz.

Table 2: Atomic Bader charge, B, are in electron unit. In parentheses, we give
the electron number of the X atom. d̄T [X] (in Å) is the mean square displace-
ment of the X atom computed at 0 and 1200 K, along the [010] direction for o
and t sites, and along the [010] and [101] directions for M sites.

X d̄0[X] d̄1200[X] B

H
o 0.15 0.26 1.3 (1)
t 0.12 0.21 1.3 (1)

C
o 0.05 0.14 4.9 (4)
t - - 4.6 (4)

M 0.06/0.12 0.18/0.12 4.8 (4)

N
o 0.05 0.13 6.0 (5)
t 0.06 0.19 5.8 (5)

M 0.08/0.09 0.30/0.12 6.0 (5)

O
o 0.06 0.16 7.1 (6)
t 0.05 0.17 6.9 (6)

example). As stated hereinafter, atoms thus move/vibrate be-
yond the position of the transition state in the o-o or t-t paths.
C and N atoms will not stay in M sites at high T. They could be
considered as unstable at high T.

We finally evaluated, from the slopes of the acoustic branches
around the q = Γ point, elastic constants [45]. Three directions
were used to compute them: [100], [111] and [110]. Results are
given in Table 3 for a high concentration in interstitial specie
(here 3% atomic, i.e. one X atom for 32 Ni atoms). From these
results, we can have a qualitative idea of the effect of insertion
on the elastic properties of nickel. Oxygen, and in to a lesser
extent, C and N atoms, lead to a decrease in elastic properties.
However, we can see that the effect of H atoms is negligible (in
the numerical error).

Table 3: Elastic constants (in GPa) deduced from acoustic branches (calculated
on 2×2×2 super-cells): C11, C44, C12 and C′ = (C11 − C12)/2. We used the
same approach as the one presented in the Ref [41]. Results for the bulk are
compared to the experimental [45] and theoretical literature [46]. The accuracy
on the fit is equal to about ± 3GPa. For the bulk, the value of C11 is in excellent
agreement with literature. We strongly underestimate C44 and C12 values.

X C11 C44 C12 C′

bulk (sound velocity) 274 116 106 75
GGA [46] 274 130 160 57
Exp. [45] 261 131 150 55

H 269 117 108 73
C 267 118 100 70
N 266 118 100 70
O 261 111 89 69

3.3. Charge transfers

The effect of insertion on the electronic and magnetic prop-
erties of the metal, as well as charge transfers are now going
to be investigated. The Bader charge [47] is the first parameter
that was examined. Values are listed in Table 2. Except for the
H atom, whose the Bader charge transfer (B − e, where B and
e are respectively the Bader charge and the atomic charge) is
lower and equal to about +0.3e, atoms located in o sites attract
part of the charge of 1NN Ni atoms. The charge transfer for
C, N and O atoms is thus equal to about +0.9, +1.0 and +1.1
e. The charge decrease of 1NN Ni atoms (not given here) is
slightly if carbon atoms are located in o sites rather than in t or
M sites, for which the charge transfer is similar. In the case of
O atoms occupying o or t sites, this charge decrease was found
smaller, and for N atoms occupying o and t sites, it was found
identical.

To illustrate this charge transfer, figure 3 displays contour
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maps associated with charge transfers ∆ρ, when o, t and M sites
are filled with an impurity, i.e.:

∆ρ = ρ [bulk + X] − ρ [bulk] − ρ [X] (8)

where ρ[Y] are the DFT charge densities of the Y system. The
case of H atom is also depicted for comparison purposes.

By comparing the charge density difference between the
species for a given site (o or t), it can be noticed that the shapes
of ∆ρ are similar. The main difference lies in the range of this
charge transfer: stronger and more localized for O atoms than
for N and C atoms, in agreement with the Bader charge analysis
presented above. Nevertheless, the charge transfer is different
for H atoms: it is not only significantly smaller than that of
other species, but also highly isotropic and at low scale. The
shape is close to a sphere for both o and t sites, which is com-
parable to the shape of the s orbitals of the hydrogen atom. For
M sites, the charge accumulation is slightly higher for C atoms
than for N atoms and has the shape of p orbitals. As expected,
in M sites, atoms form strong bonds with 1NN Ni atoms. C, N
and O atoms thus form bonds with the 1NN Ni atoms. These
elements improve the mechanical properties of nickel, as shown
above.

Finally, a slightly negative charge ring (blue zone) can be
observed around the interstitial site. The charge ring of o site
increases with the number of valence electrons from C to O.
This is due to the covalent bond between X atoms and the metal,
especially in the case of oxygen.

3.4. Projected electronic densities-of-states

The electronic density-of-states (eDOS) provides comple-
mentary information regarding the relative stability of sites and
allows to highlight the nature of the bonds between atoms. The
eDOS of the interstitial species projected on s, p and d orbitals
are displayed in Figs. 4 and 5. Spin up and down contributions
were both drawn.

In the case of H atoms, Figs. 4, it can be noted that, (i) there
is little change in the eDOS around the Fermi level, εF , (ii) the
hybridization between the H and Ni states is located [−9;−8]
eV below εF . New peaks of the d, p and s Ni states appear
where the hydrogen s states are present. This result fits well
with charge transfers, Fig. 3. In the case of t sites, we note that
the d states of 1NN Ni atoms are highly modified around εF
(small peak), explaining (Hume-Rothery rule) why the config-
uration is energetically less stable than the o site. For oxygen,
the hybridization between 1NN Ni and O atoms modifies the
magnetism of one electronic spin only. The p states of O atoms
interact with all states of Ni atoms, showing a strong interaction
with the metal.

For carbon and nitrogen in t, o and M sites, whose eDOS
are displayed in Figs. 4 and 5. Their s states (not shown to
lighten the graphs) are located at lower energy, around -12.8
and -17.3eV below εF for C and N atoms, respectively. These
species interact mainly with the metal through their p shells.
Part of the s-states density of the carbon lies on a broad energy
value (between -8.25 and -3eV) that overlays the s- and d-states
of 1NN Ni atoms. Peaks in the p-shells of C and N atoms range

from [−7;−5.5] eV. These are in interaction with Ni states, es-
sentially with the d shells of 1NN Ni atoms. This can explain
the charge transfer between the p and d, and s states.

3.5. Magnetic moment

As seen above, when an atom occupies either a t, a o or a
M site, a small part of the electrons of first- (and, to a lesser ex-
tent, second-) nearest neighbors Ni atoms of the interstitial are
transferred towards the interstitial. We can also presume that
this leads to a (small) modification of the local atomic magnetic
moment (µB) when sites are filled. Qualitative values of µB of
X and 1NN Ni atoms and total magnetism (calculations were
conducted on 3×3×3 super-cells) are reported in Table 4.

Table 4: Atomic magnetic moment (in µB) of the interstitial atom and the
1NN Ni atom of the interstitial. The total magnetic moments of the super-cells,
µtot

B , were reported too. For information, the total magnetic moment of the free
super-cell is equal to 68.15µB.

config. µB [X] µ1NN
B [Ni] µtot

B

H o -0.05 0.47 67.44
t -0.07 0.54 67.36

C
o -0.02 0.18 64.94
t -0.03 0.14 65.14

M -0.02 0.12 65.07

N
o 0.00 0.21 65.02
t -0.02 0.15 65.26

M 0.00 0.14 65.56

O o 0.15 0.57 67.96
t 0.12 0.53 67.90

In the bulk, Ni atoms have a magnetic moment equal to
about 0.62 µB (in excellent agreement with experimental find-
ings). Insertion always leads to a decrease in µB of the first
neighboring Ni atoms around the interstitial, especially when
the system is filled by C and N atoms, whereas the magnetic
moment of the interstitial atoms is always close to zero. Re-
garding the magnetic moment of the 2NN Ni atoms (not given
here), the effect is low. For example, even when M sites are
occupied by C or N atoms, the magnetism of 2NN Ni atoms
remains unchanged. These results reinforce the conclusion that
C and N atoms behave similarly in Ni.

In the case of oxygen, the magnetism on O atoms is low
(negligible), compensating for the decrease in magnetism of Ni
atoms close to O atoms. For H atoms, as seen above through the
charge transfer and eDOS analyses, insertion only has a local
effect on the lattice.

3.6. Effect of relaxation on site stability

Interactions between the add-atom and nickel are now dis-
cussed. The steric and elastic effects due to insertion were quan-
tified by volume analysis, using (i) Ω f , the volume of formation
(Ω f = V[N ·Ni+ X]−V[N ·Ni], where V are the volumes of the
system with and without impurity) which represents to overall
effect of insertion on the lattice, (ii) δVvoro which corresponds to
the difference in Voronoı̈ volume [48] of of the i site when filled
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Figure 3: Plot of contour maps of the charge transfer, ∆ρ (in e/Å3), when sites are filled: for H, C, N and O atoms in their different stable configurations. The same
scale was used for all plots.
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Figure 4: eDOS of H and C in o, t and M sites. The blue lines correspond to the eDOS of the interstitial species, the yellow lines of the 1NN Ni atoms of the X
atom, and the black lines are the densities of the others Ni atoms. The DOS of the electrons are respectively projected on the s orbitals (plot on the left side), p
orbitals (plot in the center) and d orbitals (plot on the right side). The positive (resp. negative) part of the eDOS corresponds to spin up (resp. down).

or when free (local distortion), and (iii) ∆V, which is the dif-
ference between Ω f and δVvoro. Data are summarized in Table
5.

The volumes of formation (Ω f ) are equal to 0.93, 2.24, 4.87
and 7.31 Å3 for H, C, N and O atoms in o sites, respectively.
As expected, Ω f increases with the size of the interstitial atom.
The same effect can also be observed for t and M sites. Ω f is
almost twice as large for t sites than for o sites, which illustrates
a higher lattice distortion when t sites are filled as compared to
o sites. In first-order approximation, it can be explained by the
fact that o sites are larger than t sites, the insertion is thus eas-
ier. The analysis of steric effects shows that, from C to O, the
distortion becomes more and more severe, that which is likely

to reduce the stability of the system. We also found that when
C or N atoms are in M sites, the volume of formation is smaller
than in t sites. This shows that these species strongly inter-
act with the first-nearest-neighboring nickel, to minimize their
elastic energy.

The evolution of the volume of Voronoı̈, V, which illus-
trates the local distortion, follows the same trend. To analyze it,
we defined δV, the difference in Voronoı̈ volume when the site
is filled and when it is free. The volumes of Voronoı̈ of free o,
t and M sites are respectively equal to 5.44, 5.76 and 5.72 Å3.
Special attention must be paid to the value of V. Indeed, the
largest volume of Voronoı̈ does not correspond to o sites but to
t sites: the volumes of Voronoı̈, which are computed taking into

8



Figure 5: eDOS of O and N atoms in o, t and M sites.

account distances between the nearest atoms, are conducted on
anisotropic configurations. δV for o sites is thus found equal
to 0.4, 0.9, 0.9 and 1.5 Å3 for H, C, N and O atoms, respec-
tively. The increase of δV with the size of the interstitial agrees
with the fact that the local distortion increases with the size of
the interstitial. The same comment can be made for t and M
sites. Again, there is only a small difference between C and
N atoms regarding volumes, this justifies that they have similar
behaviors in nickel.

The difference, ∆V, between the volume of formation Ω f

and of Voronoı̈ δV, see Table 6, which corresponds to the non-
local deformation, or the deformation beyond the 1NN nickel
atoms, is of 60, 60, 82 and 79 % of Ω f for H, C, N and O atoms
in o sites, respectively. Since this increase can not be explained
only by the increase in atomic size, electronic interactions are

therefore responsible for this effect.

3.7. Elastic dipole
Finally, we discuss the effect of insertion in a continuous

elasticity context. As explained by Clouet et al. [49] the in-
sertion of an atom (or a point defect) into a lattice in a con-
tinuum description of elasticity can be modeled by a dipole
tensor, Pi j. This makes it possible to characterize elastic in-
teractions between interstitial elements and other lattice defects
(vacancies, grain-boundaries, etc.). To compute them, we fol-
lowed the same approach as described in [50], but due to the
excessive numerical cost (magnetism and many electrons in the
pseudo-potential of nickel), the convergence tests of Pi j ver-
sus the super-cell size were limited to 216 atoms (see figure 6).
Converged values are given in Table 6.
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Table 5: Calculated valuers of the volume of formation (Ω f in Å3) and of
Voronoı̈ (Vvoro in Å3), and difference between the volume of formation and of
Voronoı̈ ∆V (in Å3). The free o, t and M volumes of Voronoı̈ are equal to 5.44,
5.76 and 5.72 Å3, respectively.

conf. Ω f δVvoro ∆V

H o 0.93 0.37 0.56
t 2.43 0.91 1.52

C
o 2.24 0.90 1.34
t 6.34 2.21 4.13

M 6.11 1.28 4.83

N
o 4.87 0.87 4.00
t 7.55 2.15 5.40

M 6.31 1.28 5.03

O o 7.31 1.54 5.77
t 14.08 2.70 11.38

Figure 6: Evolution of the elastic tensor P11 (in eV) as a function of super-cell
size.

In the case of t and o sites, and by symmetry, the tensor is
diagonal, and all components are equal (P11, for instance). As
for the analysis of volumes, we note a significant increase in
the components between o and t sites. These results can thus
be correlated to the formation energies, o sites are always more
stable than the others. From C to O atoms, Pi j increases with
the electro-negativity of guest atoms. One notes that, in the
case of the H atom, the elastic distortion on Ni lattice is very
low. Not surprisingly, H atoms induce a very low and local
distortion of the lattice, which is likely to have little effect on
the elastic properties of fcc-Ni. The interaction is short ranged.
By comparing hydrogen to other interstitials, we can see that
the effect of H insertion is small. The elastic components of the
other elements are of higher value, which implies strong long-
range steric effects on the lattice. These results are consistent
with the fact that C, N and O atoms have a low solubility limit
compared to H atoms: this can be explained by evolution of Ω f ,
as stated above.

On the other hand, interstitials located in M sites induce
strong anisotropic elastic strains (especially P11). The small
value of P33 for M sites, as compared to o and t sites, can ex-

plain why, in the case of C atoms, this configuration is energet-
ically more stable than t sites. It can be expected that, due to
the important difference between in P11 values in o and t sites,
diffusion mechanisms will induce high migration energies.

From these values, the effect of interstitial on lattice param-
eters can be evaluated using [50]:

a (C[X]) = ao · (1 + δ ·C[X]) (9)

where
δ =

4
a3

o

P11

3B
= u · P11 (10)

B is the bulk modulus, approximately equal to 198 GPa [46]
and ao the lattice parameter of the bulk, 3.52 Å. This gives u =

0.075 eV−1, P11 is thus expressed in eV.
By following the work of Varvenne et al. [51], the relax-

ation volumes (as well as the tensors Vi j) and the interaction
energies with periodic images were computed for 3×3×3 super-
cells (which are generally used to study the insertion). We used
the (theoretical) elastic constants of nickel, i.e. 274, 160 and
130 GPa [46] for C11, C12 and C44, respectively. Results are
given in Table 6. Qualitatively and quantitatively, the relaxation
volumes are in agreement with the volume of formation calcu-
lated on 3×3×3 super-cells. These results confirm the effect of
relaxation can be captured by elastic theory. The results also
show that the interaction energies due to periodic images are
low, especially in the case of the H atom (< 3 meV). The elas-
tic effects are greatest when C and N occupy M sites (about 80
meV). As shown by Varvenne et al. [51], DFT calculations at
fixed volume therefore lead to accurate insertion energies tak-
ing into account correctly elasticity.

3.8. Effect of temperature
We conclude this part by discussing the effect of tempera-

ture on formation energies and configuration stability within the
quasi-harmonic approximation. So as to take into account the
effect of temperature, we considered that insertion does not af-
fect the coefficient of thermal expansion of nickel (dilute limit).
Eq. (1) was first used to set lattice parameters through lattice ex-
pansion of each configuration at different specific temperatures.
It corresponds to a homogeneous dilatation of the shape of the
super-cells (optimized at 0K) including (or not) an interstitial
specie: values are 1.0067, 1.0164, 1.0218 and 1.0276 ao for the
temperature of 600, 1200, 1500 and 1800 K, respectively. En-
ergies and frequencies were then calculated using these param-
eters. Table 7 shows DFT energies (E s) and vibrational Gibbs
energies (which is equal to the Helmholtz free energy). Simula-
tions were conducted at ambient pressure, p = 0 GPa. Gs

vib was
calculated for different temperatures (0, 300, 600, 1200, 1500
and 1800 K):

Gs
vib[X](T ) = Fvib[n · Ni + X](T ) − Fvib[n · Ni](T )

−0.5Fre f [X](T ) − 0.5Fre f
0K

(11)

This equation includes (i) the effect of T on the free energy of
reference states (gas or diamond), Fre f [X](T ) (see details sum-
marized in Appendix A), and (ii) the difference in phonon free
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Table 6: Calculated values of the elastic dipole tensor, Pi j (in eV), the relaxation volume tensor, Vi j (in Å3), and the insertion energy at fixed lattice, Ei (in eV),
and its relaxation volume, Vr (in Å3), for 3×3×3 super-cells. In parentheses, we give the interaction energy (in meV). I is the matrix identity.

site H C N O
Elastic dipole tensor, Pi j

o 2.8 I 9.2 I 9.7 I 12.9 I

t 4.0 I 12.6 I 13.1 I 15.2 I

M -

15.0 10.3 0
10.3 15.0 0

0 0 5.6


16.4 9.8 0

9.8 16.4 0
0 0 5.2

 -

Relaxation volume tensor,Vi j

o 0.7 I 2.6 I 2.7 I 3.6 I

t 1.1 I 3.5 I 3.7 I 4.2 I

M -

4.1 2.8 0
2.8 4.1 0
0 0 1.6


4.4 2.6 0
2.6 4.4 0
0 0 1.6

 -

Ei Vr Ei Vr Ei Vr Ei Vr

o 0.071 (2) 2.2 0.609 (19) 7.7 0.732 (20) 8.0 0.514 (36) 10.7
t 0.334 (3) 3.3 2.304 (35) 10.6 1.806 (38) 10.9 0.712 (51) 12.7

M - - 2.296 (81) 9.9 2.360 (82) 10.5 - -

energies of the super-cell with and without an X atom, calcu-
lated at temperature T with the value of lattice parameter for the
same T. The Gibbs energy of insertion, Gs

tot, is thus the sum of
E s and Gs

vib.
Up to the melting point, there is no specific change in phonon

properties. Octahedral sites are always the most stable sites and
M sites still remain stable for C and N atoms. From a quan-
titative stand-point, we note that internal energy (E s) slightly
increases with T in most cases. Qualitatively, we note that the
evolution of Gs

tot is mainly due to the vibrational component of
the Gibbs energy. Gs

tot varies significantly with temperature due
to the translational part of the partition function of the gas (p =

1atm was chosen), see Appendix A.
It can also be noted that, between simulations performed

at 0 and 1800K, the main change is associated with E s (about
0.5 eV). The lattice expansion does not significantly change the
value of Gs

vib.
As explained, our approach was inspired by Wimmer’s work.

We can thus compare our results on H atoms with those of
Wimmer [15]. He performed two calculations at two temper-
atures (0 and 1500K). We only notice differences in energies
for the calculations at 1500K. When T increases, he sees that
the formation energies decrease, unlike us. In his simulations
“the lattice parameters of the super-cells (without and with H
atoms) were kept at the computed value of a pure nickel crys-
tal”. Therefore, they did not include the specific relaxation of
the cell when inserting H atoms in o or t sites, before to expand
the lattice, contrary to our approach, as explained above. The
energies of systems with interstitials are thus smaller in their
cases than ours, especially in the case of t site (additional cal-
culations were done with exactly the same approach to confirm
it). The change in energy with lattice parameters is thus large,
about 200meV, in agreement with the difference observed.

4. Diffusion

4.1. Mechanisms

We will now discuss the diffusion of interstitials in dilute
solution; traps (vacancies, precipitates, dislocations, etc.) were
neglected in this approach. We took into consideration all pos-
sible stable positions and thus all possible paths.

As shown for Al [10], complex paths could exist in fcc sys-
tems, even in the case of interstitials, we must therefore take
into account the full energy landscape of the network. The vi-
brations of the transition states (and the network) were also in-
cluded in the study. Based on our preliminary results, some
direct jumps were ruled out from the description of the diffu-
sion. As shown previously, M is unstable with two imaginary
frequencies for H and O atoms, whereas in the case of C and
N atoms, M is an additional stable position. The existence of
a stable M site thus modified the diffusion paths that should be
considered.

To eliminate additional paths, tests were conducted with M-
M direct jumps. They were unsuccessful: due to the small dis-
tance (

√
2ao/4), equivalent to the o-M distance, NEB simula-

tions indicate that, in all cases, the interstitial falls into an adja-
cent o site. Hence, there is no direct path between M sites. In
the case of carbon, the NEB along the o-t path does not show a
transition state, in agreement with literature data [8, 52].

In conclusion, for H and O atoms, only one path is nec-
essary to describe atomic diffusion (the one along t-o). In the
case of nitrogen, there are three diffusion paths: o-t, o-M and
t-M (see Fig. 8) and in the case of C atoms, only one jump has
to be considered (along o-M path). As specified in the section
2, CI-NEB calculations were conducted to compute migration
energies and the finite displacement method was used to com-
pute inter-atomic forces. NEB simulations are plotted in Fig. 9.
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Table 7: Internal energies (Es, in eV) and vibrational enthalpies (Gs
vib, in eV) for different temperatures: 0, 600, 1200, 1500 and 1800 K.

atom site 0 K 600 K 1200 K 1500 K 1800 K
E s Gs

vib E s Gs
vib E s Gs

vib E s Gs
vib E s Gs

vib
H o 0.06 0.01 0.08 0.31 0.11 0.61 0.14 0.89 0.17 1.05

t 0.32 0.08 0.35 0.41 0.39 0.70 0.43 0.97 0.46 1.16
C o 0.59 0.09 0.59 -0.05 0.59 -0.31 0.61 -0.38 0.63 -0.52

M 2.17 0.03 2.28 -0.30 2.44 -0.80 2.54 -1.06 2.62 -1.32
N o 0.70 0.01 0.81 0.46 0.95 0.91 1.04 1.22 1.13 1.46

t 1.76 0.00 1.88 0.35 2.02 0.67 2.12 0.86 2.20 1.02
M 2.24 -0.03 2.25 0.23 2.27 0.52 2.30 0.55 2.32 0.67

O o 0.47 -0.02 0.58 0.30 0.73 0.55 0.82 0.78 0.91 0.90
t 0.65 0.00 0.75 0.30 0.88 0.55 0.97 0.75 1.05 0.87

Figure 7: Evolution of the Gibbs energies with temperature, for different values of lattice parameters corresponding to five temperatures, see text.

From NEB calculations, migration energies and position of
transition states were obtained. Inter-atomic forces of transi-
tion states were then calculated in order to compute frequency
attempts, Γxy (see details in Appendix Appendix B). Migration
energies are listed in Table 8.

The migration energies (Em) of the diffusion along o-t for
H and O atoms are equal to 0.41/0.15 and 0.75/0.53 eV, re-
spectively. These values are relatively low. For hydrogen, the
transition state is located in the triangle formed by the three Ni
atoms that composed one of the faces of the tetrahedron, which

is two-thirds of the distance between o and t sites. The small
migration energy value of H atom can be explained by its small
size and its weak electronic interaction with nickel atoms (lo-
calized charge density, Fig. 3). For oxygen, despite its strong
interaction with the metal, Em values are low. Its transition state
is located at the midpoint of the o and t sites.

Concerning the migration of C and N atoms along the o-M
path, barriers are similar, they are equal to the energy difference
between o and M sites: the energy needed to leave the M site
is low, less than 10 meV. For N atoms, Em is about the same
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Figure 8: Schematic representation of possible jumps when t and o sites are
stable (a) and when there are t, o and M sites (b).
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Figure 9: NEB calculations for a) H along the path o-t, b) C along the path
o-M, c) N along the path M-o-t-M and d) O along the path o-t. Continuous
lines are interpolations drawn using a spline function of third degree applied by
segment on the data points.

Table 8: Migration energies (in eV) for paths.

H C N O
o⇒ t 0.41 - 1.34 0.75
t ⇒ o 0.15 - 0.32 0.53

o⇒ M - 1.42 1.31 -
M ⇒ o - 0.02 0.02 -
t ⇒ M - - 0.29 -
M ⇒ t - - 0.02 -

along o-t and o-M paths. Therefore, all paths should be taken
into account in order to calculate diffusion coefficients. The po-
sition of the saddle points along the o-o path are smaller than
the mean-square displacement of atoms, d̄T , presented above.
Oscillations due to temperature lead to rule out M sites as they
are unstable. We choose to neglect them hereinafter for simpli-
fication purposes. We will further compare our results against
experimental data, basing our discussion on the calculation of
the diffusion coefficient.

These results are consistent with theoretical literature. For
H atoms, Wimmer [15] and Wang [12] found 0.47 and 0.44 eV,
respectively; 0.53/0.70 eV [9] for oxygen; and 0.28/1.31 eV [9]
for N atoms. The difference with Fang’s results [14] are prob-

ably due to the functional they used (LDA), which reproduces
with less precision properties of metallic systems. Regarding
the o-o path for carbon, Siegel and Hamilton [8] and Connétable
et al. [9] found a value equivalent to ours, i.e. 1.62 and 1.65 eV,
respectively.

4.2. Effects of temperature

As was done for solubility, we evaluated the effect of tem-
perature on migration energies. Two additional temperatures
were considered: 600 and 1200 K. NEB simulations were then
performed at fixed shapes, imposed by lattice thermal expan-
sion on 2×2×2 super-cells. Plots of the migration energies for
paths of all species at 0, 600 and 1200 K are displayed in Fig.
10 to show the tendency.
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Figure 10: Migration energy evolution as a function of T for interstitial atoms.

Results show that the effect on migration energies of the di-
latation induced by the temperature is low. From a numerical
standpoint, migration energies slightly evolve, the maximum is
about 20 meV. Moreover, the positions of transition states are
unchanged with T. At this stage of approximation, this effect
can be neglected, and we considered that values at 0 K are suf-
ficient to capture the physics qualitatively and quantitatively

4.3. Diffusion coefficients

We finally computed diffusion coefficients using DFT val-
ues reported previously. Explicit expressions of coefficients,
taking into account only first-order transition states, are given
in Appendix B. To compute jump rates, Γ, frequencies were
fully computed, using the initial states and the transition states.
D(T ) were then computed and plotted, see Fig. 11. We also fit
it with an Arrhenius law,

D(T ) = Do exp (−Ea/kBT ) , (12)

to obtain Do and activation energies (Ea). These parameters are
summarized in Table 9.

We see that, apart from oxygen, theoretical and experimen-
tal values of D are in excellent agreement. Activation energies
and Do agree well with the literature (see Table 9). Theory is
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Table 9: Activation energies (Ea, in eV) and diffusion coefficient (Do, in m2/s) obtained from an Arrhenius fit: theoretical-experimental data comparison.

H C N O
Ea (in eV)

This Work 0.42 1.40 1.28 0.94
Theo. 0.47 [15], 0.41 [9] 1.72 [8], 1.68 [9] 1.33 [9] 0.71 [9]
Exp. 0.42 [58] 1.54-1.71 [59–61] 1.30 [62]

Do (in m2/s)
This work 9.5 10−7 2.0 10−5 2.1 10−5 2.5 10−6

Theo. 38.4 10−7 [15], 13.1 10−7[9] 0.63 10−5 [9] 0.18 10−5 [9] 1.15 10−6 [9]
Exp. 1.8-6.9 10−7[58, 63] - 4.6 10−5 [62]

able to capture atomic scale diffusion mechanisms. The dis-
agreement observed for O atoms is then attributed to the fact
that oxygen interacts strongly with nickel and is not in intersti-
tial form in nickel but in the form of clusters. Its diffusion mech-
anism is therefore highly dependent on the experimental condi-
tions under which diffusivity measurements are performed (see
discussion in [27]).

5. Conclusion

In this manuscript, we presented a complete study of the in-
sertion and diffusion of interstitial species: carbon, nitrogen and
oxygen. Results were compared to those of hydrogen. We first
confirmed that all interstitial elements in nickel prefer to sit in
octahedral sites. We also identified that, as in aluminum [10],
C and N atoms admit one additional stable configuration that
must be taken into consideration: the M site. However, the exis-
tence of M sites does not change the fact that o sites remain the
most stable interstitial sites. We also showed that for C atoms,
t sites are (elastically) unstable. Based on electronic proper-
ties, magnetic properties, charge transfers and elastic dipoles,
we explained why o sites are more stable than the others.

We were able to quantify the local distortion effects (vol-
umes of Voronoı̈) of those with long ranges (volumes of forma-
tion and elastic dipoles). Competition between elastic and elec-
tronic effects show a strong interaction between interstitials and
nickel, especially for C and O atoms. We also showed that O
and H atoms on one hand, and C and N atoms on the other hand
have similar behaviors. The effects of temperature on migra-
tion energies was show to be is relatively limited, as compared
to other processes that can take place in the material (cluster
formation, interactions with traps, etc.).

When studying the diffusion of interstitial species, we metic-
ulously took into account all different paths and analyzed each
possibility. We gave here new explicit expressions of diffusion
that takes into account the different configurations. Finally, we
showed that DFT simulations and multi-state model reproduce
experimental diffusion coefficients with accuracy, except for O
atoms.
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Appendix A. Statistical model and parameter of the Helmholtz
energy of the gas

The Helmholtz energy of a X2 gas (without the ZPE contri-
bution) can be expressed by [64]:

Fre f [X](T, p) = −kBT
[
3
2

ln
(

T
At

)
+ ln

(
kBT

p

)
+ 1

− ln
(
1 − e−Θv/T

)
+ ln

(
T
σΘr

)
+ ln(qe)

] (A.1)

where At = h2/2πmkB, Θv = hνgas/kB and Θr = ~2/2IrkB.
The first terms correspond to the translational components of
the partition function of the molecule X2, ln

(
1 − e−Θv/T

)
corre-

sponds to the vibrational component, ln
(

T
σΘr

)
to the rotational

one and the last to the electronic one. Parameters used in the
present work are listed in Table A.10, where m = 2M (M
atomic mass), Ir = Md2/2 the moment of inertia. qe is the
electronic partition function considered here as constant (see
Helrich [64]). Values are computed for the current work. In all
calculations, the gas pressure, p, is set to 1 atm.

Appendix B. Diffusion coefficients

We indicate here different expressions of the diffusion coef-
ficient regardless of stable positions and possible paths. These
expressions cover all configurations. For H and O atoms, we
used the eq. (B.1), for C atom, we used eq. (B.6) and for N
atoms eq. (B.4).

In the case where there are two stable positions (t and o)
and only one path (for H and O atoms), the diffusion coefficient
is thus expressed by:

D =
a2

o

2
ΓotΓto

Γto + 2Γot
(B.1)
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Table A.10: Θv and Θr (in K) are the vibrational and rotational temperatures defined in the equipartition approach of the partition function. At is in K·m2. We also
give values of different quantities used in the formula: Ir , the moment of inertia (in kg.m2), d, the inter-atomic distance (in Å), σ and qe. ω is the frequency (in
meV) of the molecule and Fre f

0K is the zero-point energy of the molecule (in meV).

ω At Θv Θr Ir d σ qe Fre f
0K

(meV) (10−20 K·m2) (K) (K) (10−46 kg·m2) (Å) (meV)
H2 540 151.2 6266/6331 [64] 85.5/87.57 [64] 0.047 0.75 2 1 135
N2 300 10.9 3481/3393 [64] 2.81/2.87 [64] 1.432 1.11 2 4 75
O2 194 9.5 2249/2274 [64] 2.00/2.08 [64] 2.009 1.23 2 5 49

Γxy is the jump rate from x to y computed by using the following
equation [65]:

Γxy =
kBT

h
ZTS

ZEI
exp

[
−

∆Exy
m

kBT

]
(B.2)

where ∆Em corresponds to the transition migration energy. ZTS

is the (vibrational) partition function for the transition state and
ZEI is the same quantity for the initial position. Z is expressed
by:

F = −kBT lnZ = kBT
∑
qν

ln
(
2 sinh

[ ~ωqν

2kBT

])
(B.3)

where ωqν are the frequencies of the ν mode in q point. Eq.
(B.2) is valid regardless of the configuration of the transition
state.

With the M position, there are three paths, t-o, t-M and o-
M, as described in [10], and the formula becomes:

Dtom =
a2

o

4
[6 ΓmoΓomΓtm + 3 ΓmtΓomΓtm + 6 ΓmoΓotΓtm

+2 ΓmtΓotΓtm + 4 ΓmoΓomΓto + 6 ΓmtΓomΓto+

4 ΓmoΓotΓto + 4 ΓmtΓotΓto]/[6 ΓmtΓom

+4 ΓmoΓot + 4 ΓmtΓot + 3 ΓmoΓtm + 18 ΓomΓtm

+12 ΓotΓtm + 2 ΓmoΓto + 2 ΓmtΓto + 12 ΓomΓto]

(B.4)

If we now consider three stable sites (t, o and M) but only
t-M and o-M jumps, D is thus expressed as:

D =
a2

o

4
(2 Γmo + Γmt) ΓomΓtm

(2 ΓmtΓom + ΓmoΓtm + 6 ΓomΓtm)
(B.5)

Finally, the diffusion coefficient becomes:

D =
a2

o

2
ΓmoΓom

Γmo + 6 Γom
(B.6)

if we do not consider t sites as stable, but only o and M sites.
Formula were derived as described in [10].
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[3] D. Connétable, First-principles study of transition metal car-
bides, Materials Research Express 3 (12) (2016) 126502.
doi:10.1088/2053-1591/3/12/126502.
URL https://doi.org/10.1088%2F2053-1591%2F3%2F12%

2F126502

[4] R. Molins, G. Hochstetter, J. Chassaigne, E. Andrieu, Oxida-
tion effects on the fatigue crack growth behaviour of alloy 718
at high temperature, Acta Materialia 45 (2) (1997) 663 – 674.
doi:https://doi.org/10.1016/S1359-6454(96)00192-9.
URL http://www.sciencedirect.com/science/article/pii/

S1359645496001929

[5] D. Young, High temperature oxidation and corrosion of metals, Elsevier
Corrosion series, 2008.

[6] L. Iorio, M. Cortie, R. Jones, Technical Note: Solubility of nitrogen in
experimental Iow-nickel austenitic stainless steels, The Journal of South
African Institute of Mining and Metallurgy (July) (1994) 173.

[7] B. Nabavi, M. Goodarzi, V. Amani, Nitrogen Effect on the Microstructure
and Mechanical Properties of Nickel Alloys, Welding Jounal 94 (Febru-
ary) (2015) 53.

[8] D. Siegel, J. Hamilton, First principles study of solubility diffusion and
clustering ofc in ni, Phys. Rev. B 68 (2003) 094105.
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