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Abstract—Internet of Things systems can not successfully
realise the notion of ubiquitous connectivity of everything if
they are not capable to truly include multimedia things. In this
paper, we investigate the feasibility of video streaming using
RPL (Routing Protocol for Low Power and Lossy Networks)
by focusing on the impact of radio duty cycling on the quality
of received video and the energy footprint of the network. To do
so, we adopt a low complexity compression technique and use
Cooja simulator to carry out our experiments. We use quality
of service (QoS) as well as quality of experience (QoE) metrics
to evaluate the quality of the received video. We mainly show
that RPL along with ContikiMAC, the Contiki default radio duty
cycling do not allow to handle real time video transmission in
the context of constrained networks. However low rates up to 35
frames per minute are still possible with an acceptable quality.

Index Terms—Internet of Multimedia Things (IoMT) ; RPL ;
Radio Duty Cycling (RDC) ; QoE ; QoS ; Contiki OS.

I. INTRODUCTION

Technology advances foster the development of low-power
and low-cost visual modules [1] that allow the emergence of
Wireless Visual Sensor Networks (WVSN), a key building
block of the Internet of Multimedia Things (IoMT). Visual
data provide an added value to numerous applications espe-
cially those related to surveillance and monitoring. RPL [2] is
the IETF standardised IPv6 Routing Protocol for low-power
and lossy networks (LLNs) where directed-oriented acyclic
graphs (DODAG) rooted at the sink are built. An objective
function is used by each node to select its preferred parent
toward the root node. Two objective functions namely, ETX
[3] (default) and OF0 (hops number) are predefined.

Despite the fact that RPL almost meets the requirements of
LLNs to handle scalar data routing, it still far from being able
to allow real time streaming of video flows. Visual sensors
with limited resources have to deal with large amount of data
to capture, encode and transmit. These tasks result in signif-
icant power consumption while sensor nodes are equipped
with limited batteries capacity. Authors of [4] considered
video traffic routing using RPL and proposed a new objective
function called Green-RPL in an attempt to minimise energy
consumption while assuring a required quality of service
(QoS). Simulation results show that Green-RPL outperforms
ETX and OF0 in terms of consumed energy, number of deliv-
ered packets and delay. However, the performance evaluation

does not consider a real video traffic and as a result the user
quality of experience (QoE) is not evaluated either. More
recently, the work in [5] defined another objective function
based on the remaining energy. Results show that energy
consumption is better distributed among nodes. Simulations
are made using H. 264 multimedia trace [6]. However, the
user QoE is not considered. Moreover, H. 264 compression is
not adapted to low-power video sensors [7].

Network lifetime can be maximised by minimising the radio
activity characterised by its high power consumption in the
transmit, receive as well as idle listening periods. In order to
save energy, radio duty cycling (RDC) protocols are suggested
to switch off the radio as much as possible. With respect to
visual data, compression is also required before transmission
to limit the amount of data to route and hence limit power
consumption. In this paper, we investigate the feasibility of
real video streaming using RPL. We mainly address radio
duty cycling impact on the transmission of low complexity
compressed images. As opposed to [4] and [5], we consider
a compression technique that is more adapted to LLNs.
Moreover, we do not restrict our evaluation to traditional QoS
metrics such as packet delivery ratio. Rather, we assess the
quality of received video using QoE metrics namely PSNR
(Peak Signal to Noise Ratio) and SSIM (Structural SIMilarity).

To the best of our knowledge, this is the first work that
evaluates video transmission using RPL where both QoS and
QoE metrics are considered along with a low compression
technique suitable to LLNs. The followed compression method
is presented in Section II along with the used QoE metrics. The
simulation scenario is detailed in Section III and the obtained
results are discussed in Section IV before concluding.

II. LOW COMPLEXITY COMPRESSION AND QOE METRICS

In order to suite the constrained nature of processing re-
sources of low-power motes, we made use of a low com-
plexity image compression provided by SenseVid [8], a video
transmission and evaluation tool that considers WVSN specific
characteristics. First, each captured image is decomposed into
blocks of 8 × 8. Then, a fast pruned DCT (binDCT-C [9])
is applied on each block with a triangular pattern [10]. Only
coefficients located at the upper left triangle of side length
ρ ≤ 8 are considered. The resulting DCT block coefficients are
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Fig. 1: SenseVid Architecture (redrawn from [8])

quantised using the JPEG standard quantisation matrix. Trade-
off between quality level and compression rate can be obtained
by selecting a proper quality factor (QF) that allows adjusting
the quantisation matrix values. An image visual quality ranges
from the poorest (QF = 1) to the best quality (QF = 100).
We set QF = 8 in our experiments allowing for a compression
of about 1 bpp when ρ = 8 (default value). The obtained block
is then linearised using the traditional zigzag scan. Finally,
exponential-Golomb code [11] is applied as a lossless entropy
encoding.

SenseVid, as shown in Figure 1, follows the main principle
of EvalVid [12] where the interface with the experiment is
insured by the use of traffic trace files. According to the user
parameters, two trace files are generated. The frame trace
file that includes information on the encoded images and the
sender trace file gives the list of data packets to be sent by the
source. The sink records the received data packets in a receiver
trace file. Based on the trace files, SenseVid reconstructs the
video received images allowing their subjective assessment by
the user. Moreover, it generates QoE video related metrics.
PSNR and SSIM metrics allow to assess the quality of both the
encoded video before transmission (reference PSNR or SSIM)
and the received video with respect to the initial lossless
encoded video. The PSNR between the sent and the received,
possibly distorted video frame is computed using :

PSNR = 20 log
Vpeak
MSE

where MSE is the mean square error and Vpeak is the
maximum possible pixel value. The SSIM metric is computed
as follows :

SSIM =
2µxµy + C1

µ2
x + µ2

y + C1
× 2σxσy + C2

σ2
x + σ2

y + C2
× σxy + C2/2

σxσy + C2/2

where x and y are two non negative image signals, µx, σx
and µy , σy are the mean and standard deviation of x and y
respectively. σxy is the sample cross-covariance between x and
y. C1 and C2 are set respectively to 6.5025 and 58.5225.

III. PERFORMANCE EVALUATION SCENARIO

In order to carry out our performance evaluation of visual
data transmission in a constrained network, we made use
of Cooja [13], the Contiki network simulator. As a routing
protocol, we used RPL implementation provided in the Contiki
IPv6 network stack. We chose ContikiMAC [14] as the radio
duty cycling protocol. When a sender has to transmit a unicast
packet, it repeatedly sends that packet during a predefined
period or till an acknowledgement (ACK) is received. For
each of its neighbours, the sender stores the timing of received
ACKs. This allows the sender to start transmitting a unicast
packet just before the destination wakes up. Duty cycling
can be tuned using Channel Check Rate (CCR) parameter
defined as the frequency a node will listen to the medium
to eventually receive data from its neighbours. When some
activity is detected the node stays awake to receive data ;
otherwise the node goes back to sleep mode for another duty
cycling period.

We considered a square sensor field of size 90 × 90 m2

where 16 static sensor nodes (Tmote Sky) are deployed in a
grid topology. The sink is located at the upper left corner and
the video source is located the lower right corner. Transmission
range is set to 50 meters resulting in 8 as a maximum node de-
gree (neighbours) and 3 as the minimum number of hops from
source to the sink. Tmote Sky motes [15] are equipped with
chipcon CC2420 radio (IEEE 802.15.4 compliant) for wireless
communications. The radio power dissipation is 75.6 mW,
82.8 mW and 4.32 mW for respectively active, listen, and
idle states. The Contiki provided powertrace tool is used to
estimate power consumption. Performance evaluation metrics
are averaged over at least 10 simulations. Main experiments
parameters are summarised in Table I.

We modified the Contiki RPL-UDP server and client code to
allow the use of trace files generated by SenseVid. The sender
transmits data packets with a maximum payload of 112 Bytes
following the sender trace file. The sink records the list of
received packets in the receiver trace file. The sender trace
file results from the encoding of gray scale captured images
from the hall monitor video clip [16] down-sampled to half
QCIF resolution. Instead of 25 frames per second, the frame
frequency capture (FFC) is set to values ranging from 10 to 60
frames per minute. Sending video sequences in a 25 frames
per second is simply unfeasible due to the limited resources
of the considered Tmote Sky sensor motes in our topology.

IV. SIMULATION RESULTS

We first study the impact of varying the channel check
rate of sensor nodes on packets delivery ratio, the quality



TABLE I: Simulation Parameters

Area dimensions 90× 90
Number of sensors 16 - grid 4× 4
Sensors type Tmote Sky
Packet maximum payload 112 Bytes
Transport protocol UDP
Routing protocol RPL (IPv6)
RPL DiO min/max interval 4 s / 17.5 min
RPL objective function ETX
MAC CSMA / link-layer bursts
Radio Duty Cycling ContikiMAC, NullRDC
Channel check rates (Hz) 8, 16, 32, 64, 128
Physical IEEE 802.15.4
Radio active power 75.6 mW
Radio idle power 4.32 mW
Radio listening power 82.8 mW
Video duration 12 seconds
Frame resolution 88x72
Frame frequency capture (FFC) 10, 15 . . . 55, 60 frames/mn
Number of captured Images 2, 3, . . . 11, 12
GOP Coef. 0 - all images are intra-coded
Quality Factor 8
DCT Triangular BIN DCT
DCT triangle side length ρ 3, 6, 8
Entropy coder Exponential-Golomb (EG)
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Fig. 2: Success ratio.

of reconstructed images by the sink as well as the amount
of consumed energy. The frequency of images capture is
increased in order to estimate the highest FFC for which
an acceptable images quality is obtained. Afterwards, in an
attempt to further decrease the amount of data to transmit, we
diminish the DCT triangular side length (ρ).

A. Impact of Duty Cycling

Figure 2 plots the obtained ratio of successfully delivered
packets to the sink when increasing the FFC from 10 to 60
images per minute for different duty cycling settings. We can
see that the higher the CCR, the higher the packets delivery
ratio. This ratio decreases when increasing the number of
captured frames. Almost all packets are received when CCR
is set to 128 for 10 and 15 frames sent per minute. However,
when the CCR is lowered to 8, the success ratio falls down
to, for instance, less than 20% for 15 frames per minute.

Figure 3 shows the average PSNR and SSIM of received
images. In general, an acceptable quality is achieved with at
least a PSNR of 20 dB. With the highest CCR, we are only
able to obtain a fair image quality for a maximum rate of 35
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Fig. 3: Quality of received images.
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Fig. 4: Power consumption.

frames per minute. Lower CCR values exhibit very poor image
quality even with only 10 frames sent per minute.

In order to get more insight on the observed delivery ratio,
we plot the mean consumed power based on averages over
time and individual power consumption records of the different
nodes in the network. Figure 4a plots the overall depleted
power as the number of sent frames per minute is increased.
The case CCR = 128 where more than 21 mW of overall
power is measured, is omitted for clarity. Figure 4b plots the
depleted power due to radio transmission activities. The main
observation is that power consumption does not depend on
the transmission rate (FFC). Figure 4a shows that the more
the CCR, the more consumed energy except for CCR = 8.
In fact, a CCR set to 16 triggers less energy consumption
compared to a CCR of 8. This is due to the fact that in the later
case, the number of retransmissions is higher as confirmed
by Figure 4b. We note that the highest depleted transmission
power corresponds to a CCR set to 8 which attests the highest
experienced transmission attempts.

Figure 5 plots the depleted power due to radio transmission
activities as time evolves for an FFC of 10 and 40 frames
per minute. Recall that the video lasts 12 seconds and the
frames are captured as required by the FFC parameter within
this duration. Frames transmission is started approximately
around 8 seconds. We can observe that the higher the CCR,
the lower the interval where power consumption is maximised
and the lower the consumed power. We can see that for the
lowest CCR, transmissions last longer and power consump-
tion achieves much higher values, more than 1.8 mW for
FFC = 40.

B. Impact of Reducing the Bit Rate

The high losses experienced in the previous section are
mainly due to the amount of data that the source has to
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Fig. 6: Impact of reducing the bit rate

transmit in a limited time window. In order to reduce the
number of lost packets, we performed simulations where only
a subset of the upper triangle of each block are compressed
and transmitted. This is done by setting the triangle side length
(ρ) to 3 instead of 8 which allows to reduce the bit rate from
0.99 to 0.52 bpp. The reference PSNR however decreases from
about 29 dB to about 22 dB. It is worth to mention that power
consumed by the radio module is not influenced by decreasing
the bit rate. The source, however, can gain some energy due
to less computing tasks related to the compression of captured
images. We note according to Figure 6a that the delivery ratio
is increased when ρ is set to 3 since the amount of data to
send per time unit is reduced. We, for instance, observe up to
61% success ratio improvement for a capture rate of 50 frames
per minute when CCR = 128.

Although packets delivery ratio is improved when decreas-
ing the triangle length side, we observe that the quality of
received video is not enhanced as shown by Figure 6b. This
is due to the fact that the reference PSNR is lowered when the
number of considered coefficients in each block is reduced. We
also can note that images quality becomes almost equivalent
when the transmission rate achieves a given threshold. This
rate corresponds to 40 and 25 frames per minute for a CCR
of 128 and 64 respectively.

V. CONCLUSION

In this paper, we investigated the feasibility of visual
data transmission using RPL. We adopted a low complexity
compression to cope with limited resources at the source node.
We mainly proceed by varying the duty cycling in order to
assess its effect on power consumption as well as the overall
performances of the visual data transmission. In addition to
traditional QOS metrics, we used QoE metrics such as PSNR
and SSIM to evaluate the quality of received images.

We showed that RPL allows to transmit images at low rates
up to 35 frames per minute when images are encoded using
our low power technique. As a result, RPL is far from being
able to handle real time video transmission. Substantial effort
will be required on at least two fronts. On the one hand,
low power compression techniques with limited bit rate have
to be developed. On the other hand, much effort has to be
undertaken to adapt RPL as well as the MAC/RDC layer to
the high data rate required by visual data. In fact, our results
proved that the radio duty cycle has a significant effect in the
quality of received images. However, maximising the radio
activity affects the network lifetime as more energy is depleted.
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