N

N
N

HAL

open science

Measuring stress field without constitutive equation

Marie Dalémat, Michel Coret, Adrien Leygue, Erwan Verron

» To cite this version:

Marie Dalémat, Michel Coret, Adrien Leygue, Erwan Verron. Measuring stress field without con-
stitutive equation. Mechanics of Materials, 2019, 136, pp.103087.

hal-02415371

HAL Id: hal-02415371
https://hal.science/hal-02415371
Submitted on 17 Dec 2019

HAL is a multi-disciplinary open access
archive for the deposit and dissemination of sci-
entific research documents, whether they are pub-
lished or not. The documents may come from
teaching and research institutions in France or
abroad, or from public or private research centers.

L’archive ouverte pluridisciplinaire HAL, est
destinée au dépot et a la diffusion de documents
scientifiques de niveau recherche, publiés ou non,
émanant des établissements d’enseignement et de
recherche francais ou étrangers, des laboratoires
publics ou privés.

10.1016/j.mechmat.2019.103087 .


https://hal.science/hal-02415371
https://hal.archives-ouvertes.fr

Measuring stress field without constitutive equation

Marie Dalémat, Michel Coret, Adrien Leygue & Erwan Verron

June 14, 2019

Abstract

The present paper proposes a coupled experimental-numerical protocol to
measure heterogeneous stress fields in a model-free framework. This work
contributes to developing the emerging realm of mechanics without constitu-
tive equation. In fact, until now these types of simulations have been missing
database of real and rich material behaviour. The technique consists in cou-
pling Digital Image Correlation (DIC) measurements and the Data Driven
Identification (DDI) algorithm, recently developed by Leygue et al.(Data-
based derivation of material response. Computer Methods in Applied Me-
chanics and Engineering 331, 184-196 (2018)). This algorithm identifies the
mechanical response of a material, i.e. stress-strain data, without postulating
any constitutive equation, but with the help of a large database of displace-
ment fields and loading conditions. The only governing equation used in
this algorithm is the mechanical equilibrium. The bias induced by the choice
and the calibration of a constitutive model is thus removed. In the above-
mentioned paper, the relevance of the method has been demonstrated with
synthetic data issued from finite element computations. Here, its efficiency
is assessed with “real” experimental data.

A multi-perforated elastomer membrane is uniaxially stretched in large
strain. Practical challenges are addressed when using the DDI algorithm, es-
pecially those due to unmeasured data during experiments. Easy-to-implement
solutions are proposed and the DDI technique is successfully applied: hetero-
geneous stress fields are computed from real data. Considering that the ma-
terial is elastic, its strain energy density is then measured. Good agreement
with standard uniaxial tensile experimental results validates the approach on
real data.

Highlights
- Data Driven Identification technique is applied to measured displacements

and forces

- Experimental stress field is determined without presupposing constitutive
equation

- Practical solutions to use Digital Image Correlation raw data are provided

- The technique is applied to a perforated elastomer sheet under large strain
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1 Introduction

The formulation of deformable mechanical problems involve two types of govern-
ing equations. On the one side, the equilibrium (or motion) equations and compat-
ibility conditions (displacement-strain relationships) are uncertainty free; on the
other side the constitutive equations which reflect the material response are to use
with caution. First, the choice of a constitutive model is rendered difficult by the
large number of available models (see for example [1]] for hyperelasticity). Sec-
ond, the model parameters must be determined thanks to experimental data, which
are by nature restricted to specific deformation states. Practically, a constitutive
equation can be seen as the way (i) to produce an unnoisy continuous response
of a given material from simple mechanical tests, (ii) to interpolate the response
between measured data points, but more importantly (iii) to extrapolate to other
deformation states, larger strain and/or dimensions (from 1D to 2D or 3D). Ob-
viously such extrapolation is difficult to validate experimentally and may lead to
inaccurate numerical results.

The continuous improvement of full-field measurement techniques such as
Digital Image Correlation (DIC), presented for example in [2], allows the identifi-
cation of model parameters considering non-standard tests, e.g. experiments with
complex geometry and/or loading conditions that involves inhomogeneous fields.
Among others, we can mention the Virtual Field Method, the Equilibrium Gap
Method, the Constitutive Equation Gap Method, the Reciprocity Gap Method and
Finite Element Model Updating; for overviews on theses approaches, the interested
reader can refer to [3]] and [4].

Plus, thanks to the development of “Data Driven” techniques (also referred to
as Machine Learning or data mining in various fields, e.g. science, marketing...
[Sl]), new techniques are proposed for materials response in order to assist engi-
neers in both identification and simulation processes. It is to note that unlike Data
mining techniques in other fields, physical considerations on material response,
e.g. isotropy or other invariances, can greatly help the dedicated solvers [6]. Neu-
ral networks are used to determine the material parameters of hyperelastic models
[7] and of viscoplastic ones [§]]; but also to improve finite element procedures [9].
Manifold learning approaches are considered as well: for example to identify ma-
terial response using the imprint shapes of indentation tests [[10] and to improve
elastodynamic simulations [11]]. Eventually, the robust identification of the model
parameters remains a complex task. Finally, it is sometimes argued that the consti-
tutive equation paradigm has reached a limit; this is the reason why some authors
propose to overcome the difficult choice of a constitutive equation by replacing it
by the identification of the material response without any underlying constitutive
equations. In this different way of thinking, the cornerstone is to develop strain-
stress databases filled with sufficiently “rich” and “smart” information for simu-
lation tools. Thus, material response must be gathered for a large set of different
loading conditions, for which stress is usually difficult to measure. For example,
for small strain elastoplasticity, Réthoré et al. measure stress and strain fields from
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equilibrium equations and DIC measurements by introducing a specific decompo-
sition of the measured strain field and computing the stress fields [12]. Also, Seghir
and Pierron demonstrate that stress fields can be computed considering DIC mea-
surements during dynamic experiments [[13]]: for samples submitted to ultrasonic
vibrations, they measure both displacement and acceleration fields with an ultra-
high speed camera; then the stress field is calculated by considering the motion
equation without any force measurement neither constitutive equation. Finally,
for hyperelasticity, Latorre ef al. propose the concept of What-You-Prescribed-
is-What-You-Get (WYPiWYG) that consists in replacing the standard strain energy
density function with model-free splines [[14]]. This technique is used with real data;
nevertheless it is produced by basic tests where stress fields are easily measured.

In the present paper, a novel method of identification is considered: the “Data-
Driven Identification” (DDI) algorithm [[15]]. It is based on the recent “Data Driven
Computational Mechanics” (DDCM) paradigm: bypassing the constitutive equa-
tions in mechanical problem formulation [16]. Its originality lies in the absence of
an explicit constitutive equation in the governing equations: during finite element
computations, the classical constitutive equation is replaced by a large stress-strain
database. This theory was first introduced by Ortiz et al. [16] and completed for
noise dealing [[17], large strain [18]] and dynamic problems [19]. Roughly speak-
ing, in the DDCM framework the mechanical response of a structure is directly
computed considering a large database of “material states”, these material states
being strain-stress couples that sample the material response. The corresponding
algorithm consists in the minimization of the distance between the “mechanical
states”, i.e. the strain-stress couples to calculate (in each finite element of the mesh
for instance) and the material states database, under the constraints of satisfying
both equilibrium equations and compatibility conditions. Slightly different formu-
lations of this solver have been proposed [20, [21].

The Data Driven Identification method modifies the DDCM technique for iden-
tification of stress fields: for complex experiments, the heterogeneous stress fields
are computed without constitutive equation. The success of the method is closely
related to the availability of a large database of mechanical problems, i.e. sam-
ple geometry and loading conditions and their corresponding displacement fields.
This approach has been validated only with synthetic data for truss structures and
for small-strain (non linear) elasticity [[15]. Here, we aim at validating the DDI
approach with real experimental data. Practically, it consists in computing stress
fields from displacement fields measured by DIC during the uniaxial extension of
a perforated elastomer sheet. In the following, the DDI algorithm is first briefly re-
called. Then, the experimental procedure is described; the emphasis is laid on the
practical challenges induced by real data as compared to synthetic data: the me-
chanical problem has to be reformulated at the boundaries due to the unavailability
of a few data (close to the grips or holes and in noise affected areas). Once these
difficulties overcome, results consists in “measured” heterogeneous stress fields on
the membrane surface. The relevance of these results is validated by comparison
with standard uniaxial tensile experiments and the experimental derivation of the
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strain energy density of the material is discussed.

2 Brief recall of the Data-Driven Identification method

The DDI method consists in computing heterogeneous stress fields without consti-
tutive equation, using a large database of measured displacement fields. In [15],
the derivation is proposed for small strain (non linear) elasticity. In the following,
only the basics of the method are recalled.

2.1 Inputs and outputs

We consider a set of mechanical problems defined by its geometry through a meshed
2D-structure and a given set of loading conditions (denoted by the superscript -¥).
Once the corresponding experiment being conducted, the following quantities are
assumed to be available:

e (I-1) the nodal displacements u}/, Jj being the node number,

o (I-2) the matrix ng that encodes both geometry and connectivity, e being the
quadrature point number. Then, the strain field at point e is defined by (for
small strain):

g, =) By uj, (1)
J

e (I-3) the nodal forces f¥, which are null in the bulk (interior of the mesh) and
known on the boundaries;

These quantities are the inputs of the DDI algorithm. The following two are
the intrinsic parameters of the methods:

o (In-1) the size N* of the (stress-strain) database that samples the material
response,

e (In-2) the norm C that defines the distance between two points in the stress-
strain space.

After convergence, the DDI algorithm computes the following outputs:

e (O-1) for each problem Y, the stress field GZ that satisfies the equilibrium
equations at each integration point e:

YRY <Y _ g :
ZweBej’Ge :fj VY, J, ()
e
where w is the integration weight of point e. The pair composed by the
strain and stress at a given point of the mesh (£!,67Y) is referred to as a

mechanical state because it is mechanically admissible, i.e. it fulfills both
compatibility and equilibrium equations,

4



e (O-2) the database of material states (€},07) that maps the mechanical re-
sponse of the material. The total number of material states is N*; the distance
to mechanical states is evaluated thanks to the “ norm C”, which is cho-
sen in an energetic manner, C being a fourth-order positive definite pseudo-
stiffness tensor:

||(£,G)||%C:%(S:C:£+G:C‘l:G). 3)

2.2  Some details on the DDI method

For a given number of mechanical problems, the algorithm aims at finding the
material states that are the closest to the mechanical states, the latest being half
known (strain) and half unknown (stress) but constrained by equilibrium equations.
Mathematically, it reduces to the following constrained minimization problem:

solution=arg min &(o?,€,0%) “4)
ol &%y .0
where
Flodemo) =L e ller —e 00~ 0u)liE, )

under the constraints

{of respecting equilibrium equations (2,

that the material state (€7, ,07,) associated to the element ' belong to the database (€], 07 )|

Practically,

115 e The initial step computes the material states by the k-means algorithm [22]]
over the measured mechanical strain and the stresses are set to zero.

e Then, the procedure iteratively
1. computes the material stress to “recenter” them in the cloud formed by

the mechanical states (according to the norm C),

120 2. updates the mechanical stresses to be at equilibrium and as close as
possible to the material stress,

3. computes the mapping between mechanical and materials states,

4. updates the material strain,
until convergence.

125 In [15]], the validity of the DDI scheme has been assessed thanks to synthetic
data.
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Figure 1: Silicone membrane, with bulges and holes. Thickness is about 3.7 mm.

3 Application of the DDI method to real data

In the present work, the relevance of the DDI algorithm is demonstrated with real
experimental data. For this first “real-life” application, we consider the general
context of large strain quasi-static elasticity thanks to the deformation of planar
elastomer membranes. First, the experimental procedure is presented; then it is
shown that the extension of the previous algorithm to large strain is straightfor-
ward. Finally, the main challenges of the application to real data are detailed:
they concern the practical difficulties encountered, especially the incompleteness
of measurements.

3.1 Experimental procedure

Material and samples The elastomer is an unfilled silicone elastomer Bluesil ™MRTV

141; it has been chosen because it does not exhibit any Mullins effect and then it
can be considered purely elastic [23]]. The strain at break, measured with standard
uniaxial tensile test, is about 100%. Moreover, the material is assumed homoge-
neous, isotropic and incompressible.

Samples consist in thin rectangular sheets with bulges to fit the grips of the
tensile machine; they are cured in an oven accordingly to the technical prescrip-
tions. Once vulcanized, the membrane is perforated with hollow punches. The
geometry of the sample is shown in Figure[I] Curing being performed in an open
mould, sheets thickness is not prescribed but simply measured afterwards: 3.7 mm
4 0.7mm.

The plane stress assumption is adopted. Coupling it with the incompressibility
hypothesis allows the reduction of measurements to planar components: if one
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Figure 2: Experimental set-up: displacements are gathered with camera and DIC
and force measurements with the load cell.

denotes 3 the thickness direction, the stress components (0;3),_, , 5 and the strain
components (€;3),_; , are null; and £33 can be computed from in-plane quantities.

Experimental apparatus: loading conditions and measurements The experi-
mental set-up is presented in Figure [2] The uniaxial tensile experiments are con-
ducted with an Instron 3369 electromechanical tensile machine. A specific grip
system holds the membrane by clamping the bulges. The loading speed is set to
12 mm/min which corresponds to an overall strain rate of about 1.5-1073 s~! such
that experiments can be considered as quasi-static.

The loading force is measured with a force cell. Kinematics are measured
thanks to the DIC technique:

e a speckle pattern is applied (by spraying) on the surface of samples (that
gives an approximate feature size of 10px),

e a 29 Mpx camera with a 100 mm-focal length lens (the camera is a AlliedVi-
sion GT 6600, with an image resolution of 6576 x 4384; the lens is a Zeiss
makro-planar T* 2/100), is positionned at a stand-off distance Z ~ 1 m,

e and an appropriate lighting system is used.

Images are recorded and the displacement field is computed with the commer-
cial software VIC-2D™(Correlated Solutions). The estimated out-of-plane motion
(due to sample thinning) is about AZ = 0.3 mm in average over the sample at the
last increment, which gives an in-plane strain error of AZ/Z ~ 0.03% according to
[24]. The use of 2D-DIC rather than stereo-DIC is justified.
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Figure 3: Example of a displacement field obtained with DIC at the last increment
of the loading path.

Pictures are recorded every 1.5 s which corresponds to a reasonable engineer-
ing strain increment between 2 pictures. The acquisition time of the camera is
chosen accordingly to satisfy both correct lighting and no significant change of
grey level for one pixel (due to sample motion) during the acquisition. The equiv-
alent pixel size is about 65 um. The DIC experiments are carried out following
the guidelines proposed in [25]. An example of recorded a displacement field is
presented in Figure 3]

Concerning the order of magnitude of strain, the last loading increment corre-
sponds to about 35% in terms of average engineering strain globally and 100% in
terms of local engineering strain. Finally, in order to relate the measurements to the
theoretical derivation of Section[2] the different mechanical problems denoted by
the superscript Y correspond to the deformation of the samples subjected to differ-
ent stretching increments. For each of them, the displacement field u? is measured
with respect to the undeformed configuration.



1es 3.2 Extension of the DDI algorithm to large strain

In order to adapt the DDI method to elastomer, Eqs (I)-(3) must be extended to
large strain. For the sake of simplicity, the continuous formulation is chosen in this
section, even though the discretised (Finite Element) form of the equations is used
in the rest of the paper. Concerning the stress, we adopt an Eulerian description of
the problem such that the Cauchy (true) stress ¢ can be retained. Nevertheless, the
corresponding strain tensor must be adapted, the linearized strain tensor € being not
relevant to large strain. Following [26], we adopt the Hencky (true) strain tensor
as the natural extension of € to Eulerian large strain formulation. Considering
the deformation gradient F and the left Cauchy-Green strain tensor b = FF”, the
Hencky strain tensor is defined by:

1
Inv = 3 Inb, (6)

where v is the (left) pure stretch tensor issued from the polar decomposition of
the deformation gradient F = vR. Then, the DDI algorithm is straightforwardly
extended to large strain by replacing the linearized strain tensor by the Hencky
strain tensor in all the previous equations. As an example, the norm in the stress-
strain space Eq. (3) becomes:
2 1 ~1

||(1nv,6)||C:E(lnv:@:lnv+6:@ :0). 7

The original method uses (€, 0) and here is introduced the large strain exten-

sion. To deal with path-dependency (e.g. plasticity) problems, it might be possible
to choose a richer phase space as in [27] or [28].

3.3 Practical challenges when applying the DDI method to “real’” data

100 Application of DDI to real data faces two challenges that are closely related with
the discrepancy between the real problem and the theoretical one. It is not possible
to obtain mechanical states (strain and stress) at each element because of (i) the
incompleteness of measured kinematic fields and (ii) the unavailability of nodal
forces but of a unique net force measured through the load cell. In the following,

105 we propose methods to handle these challenges by completing (wisely) the missing
mechanical knowledge. These methods are not unique, but our proposals are easily
implementable and they are validated on synthetic data in [29]].

First, the theoretical boundary conditions of the problem must be recalled; they
are sketched in Figure . Let us denote Q the bulk of matter where equilibrium

200 Eq. (2) applies simply with f; = 0 (no volume force). The different boundaries are:

e the top boundary I't where the load cell gives information. In a perfect
(synthetic) case, the equilibrium equation is applied to each node (with nodal
forces f),
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Figure 4: Fig. a) Theorethical boundaries of the mechanical problem of a perfo-
rated membrane under traction. Fig. b) Real boundaries after DIC (incompleteness
is due to inaccurate edge selection and clusters of missing data).

e the bottom boundary I'g where no information is gathered, except displace-
ments,

o the lateral sides of the membrane I's. In the perfect case, they correspond to
free edges where the mechanical equilibrium is easily assessed,

o the hole edges ['y for which free edge conditions apply.

3.3.1 Challenge (i): incompleteness of measured kinematic fields

Reasons of incompleteness The incomplete nature of the measured kinemati-
cal fields is a classical issue when using DIC [30]. This full-field measurement
technique is based on a local optimization method that consists in computing the
displacement vector u which maximizes the correlation between an initial f and a
deformed picture g (in grey level), in every subsets defined by few pixels. These
subsets are forming the so-called Region Of Interest (ROI) and the correlation is
evaluated at each pixel p to find u, such that:

u=argmin Y [f(x,)—g(x,+u(x,))]’, (8)
pEROIL

where x,, is the position of the pixel p in the initial picture. Numerically, u can
be approximated thanks to shape functions as in the Finite Element Method (for
example see [31]]) but non-parametrical approaches are also developed as in VIC-
2D™(the software considered here). In this software, each subset (of le pixels)
furnishes one displacement vector; but an overlap of the subsets is possible (N is
the number of pixels between two subsets). In our case, it leads to one displacement
vector u every N; = 7 pixels, based on the computation in a N,% = 27%-pixel subset
(chosen according to both noise and resolution). This naturally forms a structured

10
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meshed in which nodal displacements are known every 7 pixels. Using a standard
Finite Element approximation, the matrix BZJ- that encodes both geometry and con-
nectivity for the mechanical problem Y, i.e. one deformed image, can be easily
computed.

In VIC-2D™, the accuracy of measurements is controlled by choosing some
threshold values above which data are removed. In particular, the “consistency
error’” checks the back-prediction between neighbour images. It consists in recom-
puting the supposed initial image from one deformed state image with the inverse
displacement fields computed and in checking if the reconstructed initial image
and the true initial image are close or not. Moreover, due to measurement noise
and/or to large displacement between two successive images, there are some ar-
eas in which no displacement is given by the software. Therefore, some data are
missing from the measured displacement field.

Definition of new boundaries When comparing with the theoritical problem
shown in Figure [, it can be noticed that new boundaries have to be defined for
the real problem. They are shown in Fig. @p :

o First, due to inaccurate edge selection during the definition of the ROI (that
is manually selected and constrained through Nj), there are some missing
zones (and thus nodes) in the neighbourhood of the “true” boundaries: near
free surfaces such as holes and sample borders and close to the grips. Thus,
it leads to the definition of new boundaries that are close to the theoretical
ones and denoted I'y for hole edges, ['s for the sides and I'r for top and I'p
for bottom clamped lines.

e Second, after the DIC process, some data are removed if the consistency
error is too large. The corresponding areas are small if displacements of sur-
rounding nodes are well-measured (isolated missing data) or they can spread
over few pixels (cluster of missing data). In the first case, the missing dis-
placement value is interpolated from surrounding nodes. In the latter case,
the mechanical states cannot be defined because the strain cannot be mea-
sured. This leads to the creation of new boundaries denoted I'c for each
cluster of missing data.

3.3.2 Challenge (ii): unavailability of all nodal forces

Practically, it is not possible to access nodal forces that apply on the top clamped
line I't (or I'r): only the total net force Fclgn is measured by the load cell. Therefore,
evaluating directly Eq. (2)) is only possible in the bulk and at free edges where the
force is respectively null and null along the normal direction. In our problem, the
true free edges are not exactly known as explained in Section Nevertheless,
the side boundaries I's can be reasonnably considered as free edges. This is not the

case for the hole edges, for which this hypothesis would imply a large error; it has

11
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been proven with synthetic data in [29] and not recalled here. A practical solution
is proposed in the next section.

3.3.3 Completion with mechanical considerations

To summarize, the real problem has been deteriorated compared to the theoretical
one, due to the incompleteness of measured kinematic fields (inaccurate edge se-
lection and clusters of missing data) combined with the unavailability of a complete
force information. This implies some missing strain or stress and thus impacts the
whole mechanical state concerned.
Until then, it has been shown that getting the full mechanical state of the bulk
Q and of the sides I's is possible through the measured strain and the computed
stress with:
ZWYBY =0 forjelrpuUQ. ©9)

Note that the free edges assumption is a particular case of the general equilibrium
equation: equation o -n = 0, with the normal vector n, is deductible from the
specific geometry of an edge.

Therefore, some completion of the mechanical state is proposed thanks to some
mechanical considerations:

o The load cell information has no contribution in the algorithm yet. Thus, our
belief is that the only way to properly introduce it in the equilibrium equation
is to consider that the net force is the sum of non-zero nodal forces f? which
exerts on L't in the loading direction n.gj, Or so:

Y e = Fly. (10)

jelr

Thus, the balance equation on the top boundary is replaced by the force
balance in the nj direction:

Y Y wiBl ol nai=Fpy VY. (1)

jelr e

Note that we directly consider 't instead of T'p. This approach is less con-
straining than evenly distributing the net force on the boundary.

o A cluster of missing data, denoted Q¢, cannot be considered in the mechan-
ical problem because no information has been gathered with DIC. We con-
sider the surrounding nodes in which the displacements hava been measured
and we denote I'¢ the boundary they form. The domain Q¢ is not considered
in the problem but should be: in Q¢, the matter is mechanically balanced.
The equilibrium equations over Q¢ |J'c are written and summed. Their col-
lapse in Q¢ gives a residual expression of the equilibrium onIc:

Y Y w/Bl -0l =0. (12)

jel'c e

12
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Figure 5: Practical challenges when using the DDI algorithm and our proposals to
add mechanical considerations.

This condition represents the overall mechanical balance of the cluster. It
can be seen as a zero net force over the boundary I'c.

e Edges close to the hole cannot be considered as free edges as argued in Sec-
275 tion[3.3.2] Yet, the missing matter should be balanced and this case can be
treated as previously: a zero net force over the boundary I’y can be written,

similarly than in Eq. (I2).

In the case of ['s, there is no need to evaluate the stress at these nodes. Indeed,
the global balance brings the stress response with the neighbour nodes in the bulk.
20 A similar way to deal with the boundary consists in treating it as I'r.

3.3.4 Graphical summary of the practical challenges

Figure [5| summarizes our solutions to the practical challenges.
Finally, the minimisation process consists in finding the stress closest to the
material states under the constraints of mechanical equilibrium (as described in
285 [2.2} step 2 of the algorithm). The constraints are enforced in the algorithm at each
nodes for the bulk (Eq. (9)) and as a net force over all nodes of the concerned
boundary I': }jcr f; = Fr- (with f; the mechanical stress contribution at the node
Jj, i.e. the nodal force). The force input F' over I is the net force over the top
boundary (in the sensor direction) (Eq. (TT])), and is null over the cluster or holes

200 boundaries (Eq. (12))).

13
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4 Results and discussion

For the experiments described in Section [3.1] the above-mentionned methods of
correction are applied to data issued from DIC; then the DDI algorithm is applied.

4.1 Parameters and computation
For the DDI algorithm, the following intrinsic parameters are adopted.

e The number of images, which is here the number of loading increments,
is Ny = 165. Thanks to this sufficiently large number of images, the dis-
placement fields measured by DIC do not exhibit too much missing data.
Considering that the DIC process yields meshes with about 8 - 103 nodes and
Nelem =~ 1.6 - 10° linear triangular elements, the total number of computed
mechanical states is Npecha = Nelem X Ny ~ 2.7 -107.

e The number of material states, which sample the material response, is cho-
sen accordingly to the total number of computed mechanical states: N* =
% ~2.7-10°. From a practical point of view, initial values of the ma-
terial states are computed thanks to the k-means method. The choice of the
number of material states N* is also of importance as it changes the map-
ping between mechanical and material states and so the convergence of the
method. A too small number of material states allows the mechanical states
(stress in particular) to be far from their associated material state, it adds
freedom when solving the algorithm but implies large error. Conversely, a
too large number constrains the mechanical stresses to be close to their ma-
terial data point and the algorithm can stop on local minima. Our previous
works on synthetic data suggest one material states every 100 mechanical
states.

e The tensor C of the norm Eq. (7) is chosen as:
C=cC-1 (13)
where C = 10'° Pa and I the fourth-order identity tensor.

Computations are carried out with Matlab on a single machine with 24 cores.
Computation time is about 40 h. No particular care has been taken to explicitly
parallelize the algorithm. We recall here that the outputs are twofold: all the me-
chanical states and a database of material states, respectively referred to as (O-1)
and (O-2) in Section 2.1}

4.2 Measurement of heterogeneous stress fields

First, we focus on the first output (O-1) of the DDI algorithm: the stress field 6
for each mechanical problem. Figure [6] presents the three in-plane components of
the stress field for a given mechanical problem Y.

14
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Both spatial distribution and order of magnitude of the stress field are relevant.
As example, the stress component in the tensile direction oy, is maximum close
to holes highlighting stress concentration and reveals compressive states at top and
bottom of these holes. The transversal stress oy, is noisier: displacements in the
x-direction are very small and they lead to insufficiently rich inputs for the DDI
algorithm (input (I-1) in Section[2.1)) . Moreover, only one mechanical problem is
shown; on others, we could observe some white spots in stress distributions: they
correspond to clusters of missing data.

4.3 Relevance of the results

Discussing the validity of the present approach is not an easy task. Indeed, the
naive approach would consist in fitting a hyperelastic constitutive equation, e.g.
Mooney-Rivlin or Ogden models, thanks to uniaxial tensile experimental data and
comparing stress fields issued from the DDI method with those obtained with Finite
Element computations. Nevertheless, such an approach presupposes that numeri-
cal results issued from a chosen constitutive model are more valid than the ones
measured here.

This is not our point of view: we prefer to discuss the results by examining if
measured stress fields respect some features of the material response. More pre-
cisely, the following questions are investigated: is the isotropy of the material re-
covered? is its uniaxial tensile response retrieved? In the following, material states
(output (0O-2)) are used to answer the former question and all measured mechani-
cal states (output (O-1)) to answer the latter one by considering the strain energy
density.

4.3.1 Isotropy of the material

The material itself and the moulding process employed for the sample ensure that
its mechanical response is isotropic. In the DDI method, material states, i.e. stress-
strain couples, are computed with no reference to material symmetry. To verify
if measured material states recover isotropy, the misalignment angle between the
eigenvectors of strain and stress tensors corresponding to their respective largest
principal value is computed for all N* material states. The corresponding results
are shown in Figure [7] For more than 90%, respectively 60%, this misalignment
is less than +10.8°, respectively +4.6°. So, using real data, the isotropy of the
material is retrieved by the DDI algorithm.

4.3.2 Strain energy density

We consider the uniaxial deformation from the undeformed initial state to a given
final mechanical problem Y. This process is parametrized by the time 7 such that
T = 0 initially and © = ¢ for the problem Y. For a given quadrature point defined
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Figure 7: Histogram of misalignment angle between principal stress and strain of
the material database.

by its initial position X (in the case of linear triangles, it is the centre of the corre-
sponding finite element) at time T = 0 and its spatial position x(X, 7) in one of the
state in [0,7] the stress power density piy is defined by [26]:

Pint(X,7T) = 0(x,7) : d(X,7) (14)

where o (x, T) is the stress tensor measured by DDI and d(x, 7) is the rate of defor-
mation tensor that can be derived from DIC measurements.

Considering now the whole tensile test from O to ¢, the corresponding strain
energy density for a given point X is:

Ww(x(X,1),1) = /0  pu(x(X,7),7)dT. (15)

By definition, this strain energy is defined per unit of deformed volume. In order
to recover the standard strain energy density W (X, 7) defined per unit undeformed
volume, we simply invoke the incompressibility of the material such that

W(X,t) =w(x(X,t),1). (16)

In the classical isotropic incompressible hyperelasticity theory, the strain energy
density is revealed to be a function of the two first strain invariants defined by:

I =tr(b) and Izzé[tr(b)z—tr(bz)}, 17)

the third strain invariant det(b) being equal to 1 due to incompressibility. These
two invariants are computed for each point X and time ¢. Figure [§] presents the
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Figure 8: Strain energy density measured by DDI for inhomogeneous experiments
with respect to the two first strain invariants.

strain energy density W (X,¢) of all mechanical states, i.e. all elements defined by
X for all mechanical problems, obtained using DDI, as a function of these strain
invariants.

Finally, the ability to compute the strain energy density can be considered to fit
classical hyperelastic models or to use model-free methods such as the What-You-
Prescribed-is-What-You-Get (WYPiWYG) method [[14].

Remark. In the incompressible framework, the stress field consists in a “ma-
terial” contribution ¢ and a “structural” one defined by a hydrostatic pressure p
which acts as a Lagrange multiplier of the incompressibility condition:

c=0-pl, (18)

I being the 3 x 3 identity tensor. As p depends on the mechanical problem, the
stress field o shown in Fig. [6] does not represent completely the mechanical re-
sponse of the material. This limitation has been overcome thanks to the strain en-
ergy density. Indeed, as the incompressibility constraint can be written as tr(d) =0,
the stress power density Eq. reduces to

Pint=0 :d. (19)

Thus, the strain energy density issued from Eqs ((I5)-(16)) describes only the ma-
terial response.

In order to further discuss our results, we plot the Uniaxial Tensile (UT) strain
energy obtained with classical uniaxial tensile tests in Figure[9] At small strain, the
accordance is good, but at larger strain, one can observe a mismatch. It is believed
that the discrepancy between strain energies from DDI and UT is mainly due to
the error on thickness measurement eq [32]. For both experiments, the thickness
is supposed to be given at +=Aeg = £ 0.7mm. This uncertainty is also plotted on
the Figure and for graphical clarity both are reported on the uniaxial curve with
2Aeq = 1.4 mm.
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test, with respect to the two first strain invariants, with uncertainty of thickness
measurement.
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5 Conclusion

In this paper, an original coupled experimental-numerical method has been pro-
posed to measure heterogeneous stress fields. Indeed, mixing DIC measurements
with the recent Data Driven Identification algorithm allows one to determine the
stress field in a complex sample without prescribing any constitutive equation. As
a proof of concept, the method has been applied to a multi-perforated elastomer
membrane under uniaxial loading conditions. Practical challenges regarding miss-
ing data in measured displacement fields and nodal forces have been addressed.
DDI algorithm outputs are twofold. First, the mechanical states consisting in het-
erogeneous stress and strain fields that exactly satisfy equilibrium equations and
boundary conditions are derived. Then, the method is revealed able to determine
the heterogeneous stress distribution on a planar complex sample using the kine-
matic DIC measurements. Second, the database of material states that samples the
material response is build. Such database is actually the missing piece to the work
of Ortiz et al. [16] or Ibafiez [33]] to perform mechanical simulation without con-
stitutive equation. Mechanical and material states are relevant, both qualitatively
and quantitatively, when compared to classical uniaxial testing data of the material.
Further work is in progress to challenge the method with more complex problems:
larger strain, heterogeneous materials, multiaxial loading conditions and inelastic-

ity.
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