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We investigate the dynamic fracture of a single particle impacting a flat surface using 3D DEM simula- tions based on a fragmentation model 

involving both a stress threshold and a fracture energy. The particle is assumed to be perfectly rigid and discretized into polyhedral Voronoï cells 

with cohesive interfaces. A cell-cell interface loses its cohesion when it is at a normal or tangential stress threshold and an amount of work equal to 

the fracture energy is absorbed as a result of the relative cell-cell displacements. Upon impact, the kinetic energy of the particle is partially consumed 

to fracture cell-cell contacts but also restituted to the fragments or dissipated by inelastic collisions. We analyze the damage and fragmenta- tion 

efficiency as a function of the impact energy and stress thresholds and their scaling with fracture energy and impact force. In particular, we find that 

the fragmentation efficiency, defined as the ratio of the consumed fracture energy to the impact energy, is unmonotonic as a function of the impact 
energy, the highest efficiency occurring for a specific value of the impact energy.
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. Introduction

Particle breakage takes place in numerous natural and industrial

rocesses, and it has been addressed in multiple research fields

nd applications such as powder technology, construction engi-

eering, mining, food industry and metallurgy ( Tarasiewicz and

adziszewski, 1990; Vogel and Peukert, 2003; Leite et al., 2011;

u et al., 2017 ). The processes that involve particle breakage range

rom rock fracture in landslide events to the grinding of miner-

ls in various applications ( Varnes, 1958; Touil et al., 2006; Bailon-

oujol et al., 2011 ). The initiation and evolution of particle frag-

entation are governed by fracture mechanics at the material level

nd by granular dynamics at the particle packing scale. For this

eason, it is necessary to enhance our understanding of the ef-

ects of various parameters that control fracture-induced phenom-

na independently of the specific crushing or grinding machines

mployed in different applications. For example, it is well known

hat the comminution is an energy-intensive transformation and

he size distribution of reduced particles is crucially dependent

n various factors related to the material and loading conditions

 Tavares and King, 1998; Fuerstenau and Abouzeid, 2002; Stambo-

iadis, 2007; Govender, 2016; Mayer-Laigle et al., 2018 ). But most of

he present knowledge on the energy consumption and its depen-
∗ Corresponding author.
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ence on the material properties is empirical in nature. Different

oading modes such as compression, distortion, shear, and impact

an cause particle fracture, and their combination leads to a mul-

itude of local mechanisms such as damage and abrasion that take

lace simultaneously during a comminution process ( Tarasiewicz

nd Radziszewski, 1990; Govender, 2016; Kim and Santamarina,

016 ). 

Studying the fracture of a single particle is the first step to-

ards a quantitative description of the complex multi-particle frac-

ure dynamics. Experimentally, the previous work on the fragmen-

ation of one particle has been largely focused on compression

ests under quasi-static conditions ( Chau et al., 20 0 0; Brzesowsky

t al., 2011 ). Dynamic fracture tests have been performed by means

f drop weight impact ( Tavares and King, 1998; Wu et al., 2004;

e et al., 2017 ) or air gun ( Salman et al., 2002 ). Large-scale ex-

eriments were also performed on the fragmentation of rocks

alling on a hard surface ( Giacomini et al., 2009 ). The common

oal of single-particle tests has been to investigate the fragment

ize distribution, crack patterns, particle breakage probability, and

ailure modes ( Potapov and Campbell, 1994; Kun and Herrmann,

998; Tsoungui et al., 1999; Subero et al., 1999; Chau et al., 20 0 0;

alman et al., 2002; Wittel et al., 2008; Casini et al., 2013; Huang

t al., 2014 ). Several authors have also considered the fracture en-

rgy consumed per unit mass ( Stamboliadis, 2007; Tavares and

ing, 1998; Fuerstenau and Abouzeid, 2002; Casini et al., 2013 ).

his is the energy consumed in producing new fractured sur-

aces inside the particle. Other sources of energy dissipation in the
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fragmentation process are the plastic deformations and frictional

or inelastic collisions. Part of the total impact energy is also taken

away by the kinetic energy of the fragments, for which we found

no reported measurements in the available literature. Most mea-

surements were carried out at the end of the tests because of the

difficulty of measuring in real time the stress distributions and par-

ticle motions ( Wittel et al., 2008 ). 

On the numerical modeling side, the simulation of parti-

cle fragmentation began with Finite Element Method (FEM) ap-

proaches wherein the dynamic meshes make it possible to incor-

porate cracks and their evolution in time ( Hillerborg et al., 1976;

Zubelewicz and Bažant, 1987 ). Later, the discrete element method

(DEM) was used as the privileged tool for the simulation of gran-

ular materials with the advantage of incorporating various particle

interactions such as friction, cohesion and damage, and providing

access to the forces and velocities at the particle scale ( Cundall and

Strack, 1979; Moreau and Solids, 1994; Radjai and Richefeu, 2009;

Delenne et al., 2004; Taboada et al., 2006; Luding, 2008; Herrmann

and Luding, 1998 ). Within the framework of the DEM, particle

fragmentation has often been modeled using the Bonded Particle

Method (BPM), in which the particles are modelled as agglomer-

ates of glued disks ( Thornton et al., 1996 ) or spheres ( Subero et al.,

1999; Mishra and Thornton, 2001; McDowell and Harireche, 2002;

Moreno-Atanasio and Ghadiri, 2006 ). An issue with this method

is that the total volume of the material is not conserved during

the fragmentation process. Another method consists in replacing

parent particles by smaller ones once a local failure criterion is

achieved. It has been applied to packings of disks ( Tsoungui et al.,

1999; Lobo-Guerrero et al., 2006 ), spheres ( Ciantia et al., 2015;

Bruchmüller et al., 2011 ) and polyhedral particles ( Eliáš, 2014 ). A

variant of the first method consists in replacing spherical primary

particles by multiple polygonal cells in 2D ( Potapov and Campbell,

1994; Kun and Herrmann, 1996; Nguyen et al., 2015 ) or polyhe-

dral cells in 3D ( Galindo-Torres et al., 2012; Cantor et al., 2017 ), a

method that was coined Bonded Cell Method (BCM). 

In most discrete models of particle fracture using the BPM,

the cohesive behavior at the inter-cell contacts is of brittle type

and governed by a force or stress threshold. A pre-failure plas-

tic force model was proposed by Luding (2008) by introducing

two independent stiffness parameters for loading and unload-

ing force-displacement relations, respectively. This plastic contact

model, however, concerns only the normal compressive part of the

displacement, the failure in tension being simply governed by a

force threshold. Another plastic contact model was proposed by

Timár et al. (2010) who introduced a healing time so that when-

ever two particles remain in contact for a time longer than this

time, a new cohesive link is inserted between them. This process

gradually modifies the reference elastic configuration of the par-

ticles and leads to plastic dissipation and permanent deformation.

The power-law distribution of fragment masses found by using this

approach was found to be in good agreement with fracture exper-

iments performed with polymeric particles. 

In this paper, we introduce a fracture law within a discrete ele-

ment approach that involves both a stress threshold and a fracture

energy in normal and tangential directions. This model is imple-

mented at the inter-cell interfaces inside the particle in a three-

dimensional BCM approach. The introduction of an energy criterion

allows for the simulation of dynamic fracture in impact tests. A

cell-cell interface breaks only if the stress threshold is reached and

the work absorbed by the interface due to relative displacements

along the normal and tangential directions is above the fracture

energy. Using this method, we investigate the breakage of a single

particle impacting a rigid plane by means of extensive simulations.

We analyze the total fracture energy, i.e. the energy consumed due

to debonding of cell-cell contacts, as a function of the impact ve-

locity. In particular, we show that the fragmentation efficiency, de-
ned as the ratio of the total fracture energy to the impact energy

as a maximum value for a specific value of the impact energy.

e introduce a fitting form that captures the observed behavior

ver the whole range of investigated energies. We also consider

he effects of the normal strength as well as the ratio of normal to

angential thresholds. 

In the following, we first introduce in Section 2 the numerical

pproach, with focus on the fracture model, and general conditions

f the impact test. Then, in Section 3 , we analyze particle damage

nd fragmentation efficiency as a function of the impact velocity

nd fracture energy. In Section 4 , we consider the effective restitu-

ion coefficient and energy dissipation by impact. In Section 5 , we

ocus on the effect of the stress thresholds and friction coefficient.

inally, in Section 6 , we briefly present the salient results of this

ork and its possible extensions. 

. Numerical method and procedures

In this section, we present different ingredients of our numer-

cal approach for the simulation of particle fragmentation under

mpact. We use the Bonded Cell Method (BCM) based on the di-

ision of the particle into polyhedral cells interacting with their

eighboring cells via an interface characterized by a debonding

tress threshold and a fracture energy ( Nguyen et al., 2015; Can-

or et al., 2017 ). We describe the interface behavior, followed by

he tessellation method and our DEM algorithm for dynamic sim-

lation of the particle. 

.1. Bonded-cell method 

In BCM, the polyhedral cells of a particle interact only through

heir interface areas and they are assumed to behave as indepen-

ent rigid particles so that their dynamic behavior can be sim-

lated by the DEM. During the fragmentation process, a subset

f cell-cell interfaces break and the parent particle gives rise to

ragments, each composed of several bonded cells. We used the

oronoï tessellation method for the division of the particle into

andom cells by means of the software NEPER ( Quey et al., 2011 ).

he cells are always convex and present adjacent faces. For the

ake of geometrical consistency between a particle and its consti-

utive polyhedral cells, we use particles of icosahedral shape in the

imulations. The number of Voronoï mesh elements determines

he maximum number of potential fragments that can be gener-

ted as a result of the fragmentation of a particle. Cantor et al.

nd Nguyen et al. used the BCM for quasi-static diametrical com-

ression of particles ( Nguyen et al., 2015; Cantor et al., 2017 ). They

ound that the particle strength depends on the ordering of the

ellular structure of particles. For this reason, we generate fully

andom cells both in their sizes and shapes. Fig. 1 displays several

xamples of particles with increasing numbers of cells. 

The cell-meshed particles in BCM are similar to aggregates of

rimary particles or particulate compounds in the Bonded Parti-

le Method (BPM). There are, however, fundamental differences be-

ween a particulate compound and a particle in BCM. In the first

lace, a particle in BCM has zero porosity, so that the total volume

f the particle is conserved during its fracture whereas the total

olume of a particulate compound of spherical particles of nearly

he same size is reduced by 40% when fully broken into its pri-

ary particles. Furthermore, the interfaces between cells in BCM

re well-defined surface areas whereas in BPM they are pointwise

ontacts between primary spherical particles. Hence, the debond-

ng stress threshold of the cell-cell interfaces can be directly set

qual to the tensile strength of the particle and the debonding

orce is given by tensile strength multiplied by the cell-cell inter-

ace area. 



Fig. 1. Particles generated with different numbers of cells which are represented by

different colors.
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.2. Internal cohesion and fracture 

In BCM, the cells should interact through an interface mechan-

cal behavior pertaining to the nature of the material. In its most

eneral form, this interface behavior is characterized by a relation-

hip between the normal and tangential components of the cell-

ell stress, on one hand, and the relative cell displacement or ve-

ocity, on the other hand. We also need a criterion for debonding,

.e. the loss of internal cohesion and thus creation of a cohesionless

rictional interface between two cells.

In most discrete-element models applied to particulate com-

ounds, the material parameters are the elastic moduli, and

ebonding is governed by a normal and/or tangential force thresh-

ld. Hence, in these models the creation of cohesionless surface

nd its propagation do not explicitly obey the thermodynamic Grif-

th criterion in which the propagation of a crack requires that an

mount of work per unit area equal to or larger than the fracture

nergy G f to be supplied by the action of external forces or from

he variation of the elastic energy ( Hillerborg et al., 1976; Rice,

978 ). The original Griffith formulation is based on a differential

riterion, assuming that the crack growth is continuous. Hence, it

an not be applied as such to a cell-cell interface in BCM, which

n the sprit of DEM must fail as a whole by releasing a finite area

 . In other words, it is not desirable and computationally efficient

o consider sub-cell scales and the time process of crack propaga-

ion inside the interface. For this reason, an incremental form of

he energy criterion should be applied ( Leguillon, 2002 ): 

�W p 

s 
≥ G f , (1) 

here �W p is the variation of the potential energy. 

In order to use Eq. (1) in DEM, we also need to express the vari-

tion �W p of the potential energy in terms of cell displacements

s the cells are considered to be rigid so that all interface variables

eflect those of cells. We also need to separate tensile and shear

omponents u n and u t , respectively, of the relative displacement of

he cells at the interface. For an interface at tensile or shear stress

hreshold, the work G n or G t performed by the stress from the time

hen the stress threshold is reached t 0 to the time t is given by 

 n (t) = 

∫ t

t 0

C n u n dt = C n �n (t) , (2) 

 t (t) = 

∫ t

t 0

C t u t dt = C t �t (t) , (3) 

here C n and C t are the tensile and shear stress thresholds, respec-

ively. Either G n or G t (depending on whether the normal stress or
he shear stress is at its threshold), is the work absorbed by the

nterface, and assuming that �W p is fully consumed in this work,

ccording to (1) the interface fails at time t 1 when either 

 n (t 1 ) = G f n = C n � n , (4)

r 

 t (t 1 ) = G f t = C t � t , (5)

here G fn and G ft are fracture energies for normal and tangential

upture, respectively, � n = �n (t 1 ) and � t = �t (t 1 ) . In this way, a

ell-cell interface fails when the stress threshold is reached and

he cumulative work absorbed by the interface due to the relative

isplacements along the normal or tangential direction is equal to

he corresponding fracture energy. 

Note that the formulation of the energy criterion in terms of

nite increments is consistent with the Finite Fracture Mechan-

cs based on the assumption that crack propagation always occurs

ver a minimal length � n ≈ G fn / C n or � t ≈ G ft / C t ( Leguillon, 2002 ).

 similar length scale is also introduced in Cohesive Zone models

n which it is assumed that the material is micro-cracked and can

till transmit stresses in a region of finite length behind the crack

ip ( Hillerborg et al., 1976 ). In our formulation of the work calcu-

ated from cell displacements in equations (2) and (3) , the length

cales � n and � t represent the orders of magnitude of the relative

ormal and tangential displacements before failure. Hence, the ra-

ios � n / d c and � t / d c , where d c is the mean cell diameter, are the

nelastic deformations of a particle before fragmentation. As large

nelastic deformations must be avoided in DEM simulations (as we

ant the cells to keep their close neighbors as long as the fracture

as not occurred), it is important to make sure that the cell size d c 
s large compared to the ratios G fn / C n and G ft / C t . 

In practice, when a stress threshold is reached at an interface,

he two connected cells are allowed to separate or slide along their

nterface. But, even if the corresponding relative cell velocities u n 
nd u t are different from 0, the interface is allowed to carry a nor-

al force sC n or a tangential force sC t . In other words, the inter-

ace remains active and stress-transmitting although the two cells

an move with respect to each other. Let f n and f t be the normal

nd tangential interface forces, respectively, and μ the coefficient

f friction. For the implementation, our interface model can be ex-

ressed by the following relations: 

 

 

 

 

 

 

G n ≤ G f n ∧ 

{
�n = 0 ⇒ f n ≥ −C n s

�n > 0 ⇒ f n = −C n s

G n > G f n ∧ 

{
�n = 0 ⇒ f n ≥ 0

�n > 0 ⇒ f n = 0

(6) 

 

 

 

 

 

 

 

 

G t ≤ G f t ∧ 

⎧ ⎨ 

⎩ 

�t > 0 ⇒ f t = −C t s

�t = 0 ⇒ −C t s ≤ f t ≤ C t s
�t < 0 ⇒ f t = C t s

G t > G f t ∧ 

⎧ ⎨ 

⎩ 

�t > 0 ⇒ f t = −μ f n

�t = 0 ⇒ −μ f n ≤ f t ≤ μ f n
�t < 0 ⇒ f t = μ f n

(7) 

ig. 2 shows a graphical representation of these relations. Note

hat, the interface becomes noncohesive only in the cases where

f n = 0 or | f t | = μ f n .

Once an interface loses its cohesion, it turns into a purely fric-

ional contact. If the gap created as a result of interface deforma-

ion is nonzero ( �n > 0), the normal and tangential forces are both

ero and the created contact is open. Otherwise ( �n = 0 ), the con-

act remains active and the relation between the normal force f n 
nd the relative normal velocity u n is governed by the Signorini



Fig. 2. Interface behavior along (a) normal direction and (b) tangential direction.

The solution for each pair ( �n , f n ) and ( �t , f t ) lies on the thick line. See the text for

the definition of the variables.

Fig. 3. Frictional contact law defined at the contact framework in the (a) normal

direction (b) tangential direction.
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inequalities: ⎧ ⎨ 

⎩ 

�n = 0 ∧ 

{
u n = 0 ⇒ f n ≥ 0

u n > 0 ⇒ f n = 0
�n > 0 ⇒ f n = 0

(8)

These inequalities are shown in Fig. 3 as a graph ( Jean et al., 2001 ).

In the same way, the frictional component is governed by the

Coulomb dry friction inequalities between the friction force f t and

the relative tangential velocity u t : ⎧ ⎪⎨
⎪⎩

�n = 0 ∧ 

⎧ ⎨ 

⎩ 

u t > 0 ⇒ f t = −μ f n

u t = 0 ⇒ −μ f n ≤ f t ≤ μ f n
u t < 0 ⇒ f t = μ f n

�n > 0 ⇒ f t = 0

(9)

shown in Fig. 3 (b). The rigid-plastic contact model intro-

duced in this work is similar in spirit to that introduced by

Timár et al. (2010) in which the elastic beams connecting the parti-

cles are re-established after a healing time, allowing thus for plas-

tic (irreversible) deformation. In our model, the particle does not

break as long as the work is below the fracture energy. This means

that the particle can deform as a whole without failure. 

2.3. Contact dynamics 

For the simulation of the dynamics of undeformable particles

(including rigid cells in this work), we employed the Contact Dy-

namics (CD) method ( Moreau, 1993; Jean et al., 2001; Radjai and

Richefeu, 2009 ). As in molecular dynamics (MD) or similar DEM al-

gorithms, the equations of motion are integrated in time by means

of a time-stepping scheme. However, in contrast to MD, the Sig-

norini and Coulomb inequalities are implemented in CD as con-

straints that are taken into account for the calculation of contact

forces and velocities in an implicit scheme. An iterative algorithm

is used to calculate simultaneously at all contacts and interfaces
he relative velocities and forces at the end of each time step. It

hould be noted that, as in the CD method the interface and con-

act behaviors are not based on an elastic force law involving the

verlap between particles (or cells), the time step can be large, and

he calculated force represents a time-averaged force during a time

tep. 

The implicit nature of the CD method can be described as fol-

ows: 

1. A network of potential contacts (or interfaces) is defined from

the particle positions.

2. The contact forces and velocities are calculated by an iterative

process accounting for equations of motion together with the

Coulomb and Signorini relations.

3. The particle positions and rotations are updated.

The second step ensures that, when the particles are moved ac-

ording to their computed velocities, they will not overlap at the

nd of the time step. Because of this implicit nature of the method,

he time-stepping scheme is unconditionally stable, so that large

ime steps can be used. 

It is also important to mention here the meaning of the resti-

ution coefficient in the framework of the CD method. For a colli-

ion between two particles, the normal and tangential restitution

oefficients, e n and e t respectively, are classically defined from the

elative normal and tangential velocities after and before the colli-

ion. This concept can not be used in a dense granular material in

hich the particle momentum involves a network of particles so

hat the momenta propagate through the whole contact network

nd may leave the system through the boundary conditions. In the

D method, a conceptually different approach is used. In fact, the

ignorini and Coulomb relations (8) and (9) involve the velocities

 n and u t , which represent the relative velocities at the end of a

ime step because of the implicit formulation of the time-stepping

cheme. But a more general approach consists in replacing these

elocities by weighted means ( Moreau, 1993; Radjai and Richefeu,

009 ): 

 n = 

u n 
+ + e n u n 

−

1 + e n 
, (10)

 t = 

u t 
+ + e t u t 

−

1 + | e t | , (11)

here u −n and u −t are the velocities at the beginning of the time

tep and u + n and u + t are the velocities at the end of the time step.

ccording to (10) , a contact occurs between two particles when

 n = 0 , implying u +n = −e n u 
−
n , which corresponds to the common

nterpretation of e n . But, in contrast to this classical definition of

 n , the condition u −n = 0 (i.e. a persistent contact) does not nec-

ssarily lead to u + n = 0 . The latter can only arise as a solution of

lobal determination of forces and velocities through an iterative

rocess together with relation (10) in which u −n = 0 . For the tan-

ential restitution coefficient, the condition u −t = 0 means that a

ontact is in the rolling state (no sliding but one particle rolling

n the other or simply no relative motion). The above discussion

egarding the normal velocities applies also to the tangential ve-

ocities. 

For the interface between cells, as long as the cohesion is effec-

ive, the relative velocity of the cells should be interpreted as in-

lastic deformations localized inside the interface. This means that

he coefficient of restitution should be consistently set to zero. This

s also true for cohesionless contacts between cells since their con-

guration inside the particle is too dense (with zero porosity) for a

ormal restitution coefficient to be effective. For these reasons, in

ll simulation results reported in this paper we set e n = e t = 0 . 

In application to cells of polyhedral shape, the CD method

hould resolve also the types of contacts between the cells at



Fig. 4. Generic contact types between polyhedra.
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Fig. 5. Snapshots of a particle impacting a rigid plane, and the evolution of particle

breakage. This test was performed with an impact velocity of 6 m/s.

Fig. 6. Effect of the number of cells on the number of generated fragments for

three different values of the impact velocity.
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ach time step before the iterative determination of dynamic vari-

bles. There can be several types of contacts between two polyhe-

ra: face-face, face-edge, edge-edge, vertex-face,.... Geometrically, 

 face-face contact is a plane and it can be represented by three

oints (termed ‘triple contact’). A face-edge contact is a line and

an be characterized by two points (termed ‘double contact’); see

ig. 4 . A vertex-face contact is a point termed ‘single contact’. The

dge-edge contacts are generally of single type whereas vertex-

ertex and parallel edge-edge contacts are statistically rare and

heir occurrence sensitively depends on the geometrical precision

f the detection procedure. To determine the contact types, we

se the Cundall Common Plan method ( Cundall, 1988 ) and we at-

ribute three points to a triple contact, two points to a double con-

act and one point to a single contact. All points are treated as

ndependent point contacts to which the iterative procedure de-

cribed previously is applied. The contact force of a triple or dou-

le contact is the resultant force of the three or two forces acting

t the corresponding points with its application point determined

s their centroid. 

The initial Voronoï tessellation of a particle leads to a config-

ration of polyhedral cells that, by construction, have face-face,

ertex-vertex and parallel edge-edge contacts. We only consider

he face-face contacts that define the cohesive interfaces. The

dge-edge and vertex-vertex contacts in the cell configuration are

mitted as the internal cohesion of the particle is carried by the in-

erfaces. However, as the cells move or fracture at their interfaces,

ontacts of other types may occur, and the consequent evolution

eeds to detect periodically the contacts. Because of its treatment

f contacts as geometrical constraints, the CD method provides in

his way a general framework for the simulation of particles of ar-

itrary shape. For the simulations, we used the CD method as im-

lemented in the software LMGC90 ( Dubois et al., 2011 ). 

.4. Impact test 

To investigate the fragmentation of particles, we perform im-

act tests, which consist in releasing a particle from a height equal

o 2 times its radius, measured from the lowest point of the par-

icle, onto a rigid plane. In order to study the effect of the impact

nergy W 

−
k

(kinetic energy of the particle before collision), the im-

act velocity was varied by applying an initial velocity to the par-

icle with the gravity set to g = 9 . 81 m/s 2 . The impact energy is

iven by W 

−
k

= m v 2 / 2 , where v is the particle velocity at impact

ime with the plane and m is the particle mass. We used a par-

icle diameter equal to 1 mm in all tests. The friction coefficient

etween the particle and the plane was set to 0.4. Each impact
est was repeated 10 times, each with a different tessellation of

he particle into cells. The data points presented in the following

re average values over the 10 tests with an error bar representing

heir standard deviation. It should also be noted that the point of

mpact with the plane is random, so that the particle, which has

 polyhedral external shape, can fall on a face, edge or vertex. To

void systematic errors due to this effect, we rotate the particle in

n arbitrary direction before each impact test. A sequence of snap-

hots of a particle during an impact test is shown in Fig. 5 . 

In all the simulations described in this paper, we set G f n =
 f t ≡ G f with several values in the range [0.2,2] J/m 

2 , correspond-

ng to typical measured values of the fracture energy for glass

eads. We performed a parametric study by changing the impact

elocity up to 10 m/s, the interface stress thresholds C n and C t up

o 15 MPa, and the friction coefficient μ between fragments from

.2 to 0.6. 

The objectivity of a fracture model requires the fracture process

o be independent of numerical parameters. In our BCM model, the

umerical parameters are related to the Voronoï tessellation and

he number of cells N cells . For the tessellation, we use the most

andom distribution of cells but their number may influence the

racture process. Fig. 6 shows the number of fragments N f as a

unction of N cells for three different values of the impact velocity.

e see that the number of fragments declines as N cells increases,

ut asymptotically tends to a constant value independent of N cells .

ypically, we need at least 100 cells in each particle in order to
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Fig. 7. Particle damage D w as a function of impact velocity v for different values

of fracture energy G f and C n = C t = 1 MPa. For each test, the error bar represents 

standard deviation over 10 independent tests.

Fig. 8. Fragmentation efficiency η as a function of impact velocity v for several val- 

ues of fracture energy, C n and C t were kept constant at 1 MPa.
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reduce the finite size effects that influence the number of frag-

ments for lower numbers of cells. For this reason, in all simula-

tions of impact test we used 100 cells to tessellate the particles.

We analyze in detail below the effects of various parameters on

the particle fracture. 

3. Damage and fragmentation efficiency

During an impact, part of the initial kinetic energy W 

−
k

of the

particle is transmitted to the fragments. Let W 

+ 
k 

be the total en-

ergy of the fragments. The difference W d = W 

−
k 

− W 

+ 
k

is consumed

in fracture and possibly dissipative interactions, including friction

and inelastic collisions, between fragments. If s is the total cohe-

sionless surface area created during fracture, the total fracture en-

ergy is given by 

 f = sG f . (12)

In the framework of the BCM, this energy may be compared with

the total fracture energy W 

T 
f 

= s T G f required to break all cell-cell

interfaces of total area s T . Hence, the particle damage can be de-

fined as 

D w 

= 

W f 

W 

T 
f 

= 

s

s T 
. (13)

Obviously, the value of s T depends on the size or number of

cells. The physical meaning of this limit in materials can be related

to the scale of heterogeneities. For example, in a porous material

of porosity φ with a distribution of pores of typical volume V p ,

the mean-free path � = (V p /φ) 1 / 3 may be considered as the typi-

cal size of elementary cells ( Laubie et al., 2017 ). In such materials,

as a result of stress concentration, the value of fracture energy is

far below the theoretical threshold of the same material without

pores. For this reason, the fracture energy of fragments of size �

is much higher than the initial porous samples. In the same way,

in materials with a granular texture, the grains are usually much

harder than their assembly, and thus the grains play the role of

building blocks as the cells in our model material. 

A crucial aspect of comminution is its energetic efficiency, i.e.

the amount of energy consumed for fracture as a function of im-

pact energy. We define the fragmentation efficiency η as the ratio

of the total fracture energy to the impact energy: 

η = 

W f 

W 

−
k 

. (14)

The comminution is generally not an efficient process in the sense

that most of the supplied energy is not consumed in fracture. It

is thus interesting to see how the value of η for a single particle

depends on the impact parameters. This information can then be

used to understand and predict the fragmentation efficiency for an

assembly of particles in a rotating drum or any other crushing de-

vice. 

Fig. 7 shows particle damage D w 

as a function of the impact

velocity v for several values of the fracture energy G f . The data fol-

low an S-shaped curve in which the damage first increases rapidly

with v and then slowly tends to 1. As expected, particle damage

for a given value of v declines as G f increases. The asymptotic

value D w 

= 1 corresponds to the limit case where the particle fully

breaks into its building cells. We also see that the error bars are

small, indicating that the variability of fracture as a result of the

variations of impact position is not an influential factor. 

Fig. 8 shows the fragmentation efficiency η as a function of v

for different values of G f . We see that η is unmonotonic: it in-

creases rapidly with v up to a value of the order of 0.3 and then

slowly declines towards zero. The velocity at which η takes its

peak value increases with G f . Such an optimum value for energy

utilization as a function of the supplied energy per unit mass was
lso observed in impact experiments of quartz beads of different

izes ( Rumpf, 1973 ). This unmonotonic behavior means that there

s a characteristic velocity at which the conversion of kinetic en-

rgy to fracture energy is optimal. Below and above the character-

stic velocity the supplied energy is mostly either dissipated by in-

lastic collisions or taken away by the fragments. The energy con-

umed by fragment motions and inelastic collisions at the charac-

eristic velocity is almost two times larger than the fracture energy.

Since the different plots of D w 

and η differ according to the

alue of the fracture energy G f , we expect that they can be col-

apsed on the same plot when considered as a function of the sup-

lied energy W 

−
k

(rather than the impact velocity) normalized by

 

T 
f 

= s T G f . Up to statistical fluctuations, this is indeed what we

bserve in Figs. 9 and 10 , displaying D w 

and η as a function of the

ormalized impact energy defined by 

 = 

W 

−
k 

W 

T 
f 

. (15)

he fitting form shown in Fig. 10 is given by 

(ω ) = 

aω /ω 

∗

1 + (ω /ω 

∗) 2 
, (16)

ith a = 0 . 55 and ω 

∗ = 1 . 81 . In this approximation of the col-

apsed data, the peak value of η is � 0.27 and it occurs for ω = ω 

∗.

his value means that the amount of impact energy required to

racture the particle into its building blocks (cells) is almost two



Fig. 9. Particle damage D w as a function of the normalized impact energy ω. The

dotted line is the fitting form (21) . The error bars represent standard deviation for

10 independent events. The inset shows the same plot in the range ω < 1.5 together

with a quadratic fit.

Fig. 10. Fragmentation efficiency η as a function of the normalized impact energy

ω. The dotted line is the fitting form (20) . The error bars represent standard devia- 

tion for 10 independent events.
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imes the total fracture energy of the particle, and the fragmenta-

ion efficiency is only 27% for this amount of the supplied energy. 

The fitting form (16) can be understood by first noting that

qs. (13) –(15) yield the relation 

= 

D w

ω 

. (17) 

t low values of ω i.e. ( ω < 1.8), the data points in Fig. 9 sug-

est that D w 

in this regime increases quadratically with ω; see

he inset to Fig. 9 . Hence, according to (17) , η increases linearly

ith ω. On the other hand, at large values of ω, D w 

tends to 1

o that η asymptotically declines as 1/ ω. The fitting form (16) is

he simplest interpolation between these two asymptotic behav-

ors. Eqs. (16) and (17) , yield the following fitting form for D w 

as a

unction of ω: 

 w 

(ω) = ωη = aω 

∗ (ω/ω 

∗) 2 

1 + (ω/ω 

∗) 2 
, (18)

ince D w 

tends by definition to 1 as ω → ∞ , we have 

 = 

1

ω 

∗ . (19) 

his relation is consistent with our numerical data and it reduces

he number of parameters in Eq. (16) to a single parameter, so that
e have 

(ω ) = 

1

ω 

∗
ω /ω 

∗

1 + (ω /ω 

∗) 2 
, (20) 

 w 

(ω) = 

(ω /ω 

∗) 2 

1 + (ω /ω 

∗) 2 
. (21) 

oth functions are in good agreement with the data shown in

igs. 9 and 10 . 

. Restitution coefficient

We now consider two more dimensionless variables that char-

cterize the transfer of kinetic energy from the impacting particle

o the fragments. We define an effective restitution coefficient e k 
rom the ratio of the pre-impact and post-impact kinetic energies:

 

2 
k = 

W 

+ 
k 

W 

−
k 

. (22) 

his coefficient can take a nonzero value even when the restitu-

ion coefficient e between the particle and the impacted plane or

etween the fragments is zero. Another variable of interest is the

atio of the post-impact kinetic energy to the fracture energy: 

= 

W 

+ 
k 

W f 

. (23) 

his variable simply reflects the relative importance of the energy

ransported by the fragments with respect to that consumed in

article fragmentation. 

Fig. 12 shows χ as a function of ω on the log-log and linear

cales. We see that χ is nearly constant and quite small ( � 0.3)

n the range ω < ω 

∗ � 1.8 and then increases approximately as a

ower-law function: 

(ω) = c 

(
ω

ω 

∗

)α

for ω > ω 

∗, (24) 

ith α � 1.12 and c slightly increasing with G f . For G f varying from

.2 J/m 

2 to 2 J/m 

2 , c varies from 0.3 to 0.5, as observed in inset

o Fig. 12 . The kinetic energy of the fragments being negligibly

mall as compared to the energy consumed for fracture in the

ow-energy regime, all the supplied kinetic energy is either used

or fracture or dissipated by inelastic collisions and friction. The

mount of dissipation by collisions and friction is given by 

 c = W 

−
k 

− W 

+ 
k 

− W f ≡
(

1 

η
− χ − 1 

)
W f . (25)

t has its lowest value W c / W f � 2.2 at ω 

∗ where η � 0.27.

Fig. 11 shows e 2 
k 

as a function of ω. It is nearly constant and

mall in the low-energy regime ( ω < ω 

∗) and then grows with ω.

t is easy to see that 

 

2 
k = χη (26) 

n the low-energy regime, we have e k � 0 as χ is negligible. At

igher energies, we have 

 

2 
k = χη = 

c

ω 

∗
(ω /ω 

∗) α+1 

1 + (ω /ω 

∗) 2 
. for ω > ω 

∗ (27) 

his form fits well the data as shown in Fig. 11 . We see that as

 → ∞ , e 2 
k 

varies asymptotically as ω 

1/2 . 

. Influence of stress thresholds on the fracture process

In the last section, we extensively analyzed the effect of im-

act energy and fracture energy on the particle fragmentation for

 constant value of the stress thresholds C n and C t as well as the



Fig. 11. Squared restitution coefficient e 2 
k 

as a function of ω. The dotted lines rep- 

resent the fitting form (27) with the corresponding values of c (see inset to Fig. 12 ).

The error bars represent standard deviation for 10 independent events.

Fig. 12. Variable χ as a function of ω. The dashed line represents a power-law

function ∝ ω 

α with α � 1.12. The inset shows the same data on the linear scale. 

The dotted lines are different fits with the same value of α but different values

of the prefactor c ; see Eq. (24) . The error bars represent standard deviation for 10

independent events.

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Fig. 13. Particle damage D w as a function of the normal stress threshold C n for

three values of impact velocity v for G f = 1 J/m 

2 . The inset shows the same data 

for the values of C n normalized by the impulsion mv /( s T δt ), where mv is the change 

of momentum during collision and δt is collision time. The error bars represent

standard deviation for 10 independent events.

Fig. 14. Particle damage D w as a function of ω for different values of ψ = C t /C n . 

The dotted line is the fitting form (21) . The error bars represent standard deviation

for 10 independent events.

Fig. 15. Particle damage D w as a function of friction coefficient μ between cohe- 

sionless cells. The dotted line is the fitting form (21) . The error bars represent stan- 

dard deviation for 10 independent events.
friction coefficient between fragments. In this section, we consider

the effect of stress thresholds. 

Fig. 13 shows particle damage D w 

as a function of C n for three

values of the impact velocity v . As expected for small values of C n ,

the particle is fully damaged ( D w 

= 1) but as C n increases, D w 

de-

clines and tends to a constant value close to 0. For a given value

of C n , particle damage is higher for larger velocity. Actually, the

values of C n can be compared to the mean stress generated dur-

ing the collision of the particle with the plane. The mean stress is

given by the momentum exchange mv , where m is particle mass,

divided by collision duration, which is equal to the time step δt

in our CD simulations, and by the total cell-cell interface s T . The

same data are shown in the inset of Fig. 13 as a function of the

normalized stress C n s 
T δt /( mv ). We see that within statistical fluc-

tuations the data for the three values of v collapse on the same

curve. It is important to remark here that the collision duration is

an important parameter for this scaling. For a compliant particle,

the collision duration depends on the elastic moduli of the particle

and mv / δt should be replaced by the largest force achieved during

collision. 

Another parameter that may influence particle fracture is the

ratio ψ = C t /C n . Fig. 14 shows D w 

as a function of ω for differ-

ent values of ψ . Within statistical fluctuations, all the data coin-
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ide. Interestingly, even for C t = 0 , we observe the same behavior,

eaning that the fracture basically occurs in tensile mode. Relative

angential displacements between cells are obviously incompatible

ith the kinematic constraints. But this does not exclude the ac-

ivation of the shear mode in the case of an oblique collision be-

ween the particle and the impacted surface. We also observe that

he friction coefficient μ, activated only at cell-cell interfaces hav-

ng lost their cohesion, has no influence on the fracture as shown

n Fig. 15 . 

. Conclusions and perspectives

In this paper, we used 3D DEM numerical simulations to an-

lyze the fragmentation of a single particle impacting a rigid

lane. The particle is discretized by means of Voronoï tessellation

nto polyhedral cells representing potential fragments. The cell-

ell interfaces are governed by a fracture law combining material

trength and fracture energy as necessary and sufficient criteria for

ebonding. In this model, the ratio of the fracture energy to ma-

erial strength corresponds to the minimum inelastic deformation

efore particle fracture. 

We showed that particle damage, i.e. the proportion of frac-

ured interfaces, and the amount of energy consumed for fragmen-

ation scale with the initial kinetic energy of the impacting par-

icle normalized by fracture energy. The fragmentation efficiency,

efined as fragmentation energy normalized by the impact energy,

s unmonotonic as a function of impact energy with optimal ef-

ciency occurring for a well defined value of the impact velocity.

e introduced a functional form that fits the collapsed data with a

ingle free parameter. Similar fitting forms were proposed for the

amage and effective restitution coefficient. We also showed that

article damage scales with the normal stress threshold normal-

zed by the mean impact stress. 

All the results presented in this numerical investigation show

onsistently the ability of our numerical approach to handle dy-

amic fragmentation of single particles. It can be applied to sim-

late the compaction and shear of an assembly of crushable par-

icles in which the behavior of a single particle can provide in-

ights into the collective evolution of particles and their fragments.

he most basic limitation of this approach, as in all DEM simula-

ions, is the number of potential fragments that can be produced

n the comminution process. Nevertheless, it is a powerful tool for

 detailed analysis of the local events and re-distribution of en-

rgy inside the granular material. For example, in this paper we

ound that the fragmentation efficiency is at most 30% in the sin-

le particle impact tests. The query here is whether such a level of

fficiency can be reached in a collective fragmentation process of

articles. 

Finally, in the case of a single particle, we did not analyze in

his paper the crack growth, fragment shapes and sizes for differ-

nt levels of fracture energy, and fracture modes of the particle.

hese features will be presented elsewhere. 
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