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In a companion paper1 we have proposed a general approach for interpreting relax-

ation properties of a macromolecule in solution, derived from an atomistic description.

A simple model (the semi-flexible Brownian, SFB, approach) has been defined, for

the case of limited internal flexibility, but retaining full coupling with external de-

grees of freedom, inclusion of all of the momenta, and dissipation. Here we discuss

the application of the SFB model to the practical evaluation of orientation spectral

densities, based on two complementary computational treatments.

a)Electronic mail: antonino.polimeno@unipd.it
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I. INTRODUCTION

We discuss in this paper the numerical solution of the semi-flexible Brownian (SFB)

model, introduced in the previous paper1 (henceforth referred to as I). The model is the

simplest outcome of the general derivation presented in I, since it is limited to the case of

a molecular system of reduced flexibility assuming the absence of internal motions of large

amplitude. This choice implies neglecting activated torsional kinetics and/or crankshaft

motions,2,3 as well as second order precession effects. Internal motions are described as a

harmonic or boson bath. The model retains full coupling with external degrees of freedom

and momenta, and includes dissipative/stochastic effects. The SFB model has been derived

and discussed in I as an example of description of molecular relaxation processes based

on an ab-initio derivation, and takes the form of a multidimensional Fokker-Planck (FP)4

equation. Although some of the approximations introduced in I are drastic, the resulting

formal appearance of the model remains rather complex. We believe it is relevant to show

that computationally efficient methods of solution are available and relatively easy to apply

even to systems of large dimensions. The model can then be considered as an effective tool for

the interpretation of relaxation processes in several spectroscopic techniques in solution.5–13

Moreover, we think it is useful to establish consistent and clear computational methods for

this relatively simple model in order to build effective approaches to deal with more advanced

descriptions, recoverable within the theoretical framework discussed in I, by lifting some of

the approximations introduced to get the SFB model.

The SFB approach is at least comparable to most phenomenological methods of interpre-

tation available in the literature (see I and references quoted therein), and can be used as a

first coarse-grained description. In practice, one can use some of the semi-analytical expres-

sions and results obtained in this work as tools to gather quick information of the dynamical

behavior of molecular systems. Also, in this work we validate our computational approach,

and the obtained results and conclusions compare well with data obtained directly from

molecular dynamics simulations. Finally , this approach stands per se and can be used as a

purely interpretative tool. We further discuss this point in the last section of the paper.

This work is organized as follows. In Section II we summarize the basic features of the

model, and present the general form of the FP operator. We then discuss in Section III

an analytical approximate solution for the case of fast internal relaxation. In Section IV a
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semi-quantitative solution is presented based on a moment expansion, which allows for the

quick evaluation of correlation function and spectral densities.14,15 Results are summarized

and discussed in Section V.

II. THE MODEL

The SFB model1 is based on the FP equation for the probability density ρ(Q, t) (eq. 52

of I):

∂ρ(Q, t)
∂t

= −Γ̂ρ(Q, t)

Γ̂ = Γ̂0 + Γ̂int = −
N∑

i,j=1

ωio
ij

∂

∂xi
p(x)

∂

∂xj
p(x)−1 +

N∑
i=1

3∑
p=1

ωint
ip xiM̂p (1)

In this equation, Q = (Ω,x), where Ω denotes the set of Euler angles describing the

orientation of a molecular frame (MF, see I for details) with respect to a fixed frame,

x = (x1, . . . , xi, . . . , xN) is a set of dimensionless harmonic degrees of freedom, obtained as

linear combinations of internal coordinates, their conjugate momenta, and external (angular)

momentum components. M̂p, p = 1, 2, 3, are the components of the infinitesimal rotation

operator in the MF.16 The model describes the semi-rigid macromolecule of n atoms (or

extended atoms, when a coarse grained representation of the molecule is used) as a rotator

coupled to N = 6n − 9 (i.e. 3n − 6 internal coordinates, 3n − 6 internal momenta and 3

components of the angular momentum L vector) harmonic degrees of freedom, in a fashion

quite similar to standard spin-boson quantum mechanical approaches. Notice however the

additional complexity with respect to quantum spin-boson systems,17–22 since we deal with

non-Hermitian operators. Here p(x) = exp(−x2/2)/(2π)N/2 is the equilibrium distribution

of the N modes (a multidimensional Gaussian function) and the equilibrium distribution is

ρ(Q) = p(x)/8π2; ωio
ij is a (non-symmetric) matrix describing the relaxation of the inter-

nal coordinates, while ωint
ip dictates the coupling between rotation and internal coordinates.

Both ωio
ij and ωint

ip can be derived from the molecular geometry.1

We want to evaluate the spectral densities associated to orientation correlation functions

G(t) = 〈f(Ω)| exp(−Γ̂t)|g(Ω)ρ(Q)〉Q relative to a given molecular frame (cfr. I) and defined

by a set of Euler angles Ω.16 Here and in the following, integration with respect to x, Ω and

both sets of coordinates will be respectively denoted with 〈. . .〉 =
∫
dx, 〈. . .〉Ω =

∫
dΩ and
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〈. . .〉Q = 〈〈. . .〉Ω〉. The most common choice for the functions f and g, in the case of nuclear

magnetic resonance experiments, is given by second rank Wigner matrix functions, D2
0,l(Ω),

weighted by suitable normalization coefficients.1 In practice we shall focus on correlation

functions and spectral densities defined as:

Gll̄(t) = 5〈D2
0,l(Ω)∗| exp(−Γ̂t)|D2

0,l̄
(Ω)ρ〉Q (2)

Jll̄(ω) =

∫ ∞
0

dt exp(−iωt)Gll̄(t) = 5〈D2
0,l(Ω)∗|(iω + Γ̂)−1|D2

0,l̄
(Ω)ρ〉Q (3)

with l, l̄ = 0,±1,±2, which arise naturally in nuclear magnetic resonance relaxation

experiments.1,5–7 For the sake of convenience in further derivations, we shall evaluate the

Jl,l̄(ω) as linear combinations of spectral densities of elements of the orthonormal set of real

functions:

Sl(Ω) =

√
5

8π2
×


1√
2

[
D2

0,l(Ω) + (−1)lD2
0,−l(Ω)

]
0 < l ≤ 2

D2
0,0(Ω) l = 0

i√
2

[
D2

0,l(Ω)− (−1)lD2
0,−l(Ω)

]
−2 ≤ l < 0

(4)

Due to the form of the time evolution operator Γ̂ these functions (or their original complex

counterparts D2
0,l(Ω)) form a closed set (since M̂p couples only the index l). Notice that for

generic observables of rank L, the previous expressions can be generalized without difficulty

to a 2L+ 1 subspace. In practice we define the normalized correlation functions:

gll̄(t) = 8π2〈Sl| exp(−Γ̂t)|Sl̄ρ〉Q (5)

where gll̄(0) = δll̄, with l, l̄ = −2, . . . , 2; the related spectral densities are:

jll̄(ω) = 8π2〈Sl|(iω + Γ̂)−1|Sl̄ρ〉Q (6)

The Jll̄’s are obtained as linear combinations of the jll̄’s, listed in Appendix D.
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III. ASYMPTOTIC REGIME: PROJECTION OF INTERNAL

COORDINATES

In the limit of fast relaxing internal coordinates, we can resort conveniently to projection

techniques. A detailed review of the Nakajima-Zwanzig14,15 approach for the projection

of fast coordinates in the time evolution Fokker-Planck operators is given in I. Here we

specialize the procedure in the frequency domain, and propose an advanced perturbation

scheme for the direct evaluation of spectral densities. Let us first consider the derivation of

a general equation for the reduced density:

ρ(Ω, t) = 〈ρ(Q, t)〉 (7)

We define the projection operator P̂ . . . = p(x)〈. . .〉. In line with other similar treatments,14,15

we assume that Ω and x are initially statistically uncorrelated, so that the initial phase den-

sity is ρ(Q, 0) = ρ(Ω, 0)p(x). This is also in agreement with the requirements for the

calculation of correlation functions of the type shown in Eq. 6. Defining Q̂ = 1 − P̂ , the

well-known formal solution is obtained (see I):

∂P̂ρ(Q, t)
∂t

= −P̂ Γ̂P̂ ρ(Q, t)

+

∫ t

0

dτP̂ Γ̂ exp(−Q̂Γ̂τ)Q̂Γ̂P̂ ρ(Q, t− τ) + P̂ Γ̂ exp(−Q̂Γ̂t)Q̂ρ(Q, 0) (8)

The first term is the zero-order averaged operator, the second term is defined as a functional

of a general kernel operator that is a function of time, and the third term depends on the

initial conditions. Since P̂ ρ(Q, 0) = ρ(Q, 0) the last term goes to zero. Rearranging,1 one

finds:

∂ρ(Ω, t)

∂t
= −〈Γ̂0p(x)〉ρ(Ω, t) +

∫ t

0

〈Γ̂int exp
(
−Q̂Γ̂τ

)
Q̂Γ̂intp(x)〉ρ(Ω, t− τ)dτ (9)

where the equation P̂ Γ̂ = Γ̂int is used. Although it is not essential, it is useful to introduce

symmetrized forms of the original and projected operators. We define the symmetrized

probability ρ̃(Q, t) = ρ(Q, t)ρ(Q)−1/2 and operators Γ̃ = ρ(Q)−1/2Γ̂ρ(Q)1/2 = Γ̃0 + Γ̃int,

Γ̃0 = p(x)−1/2Γ̂0p(x)1/2, Γ̃int = Γ̂int. We can introduce a convenient Dirac notation |0〉 =

p(x)1/2 and Γ̃0|0〉 = 0, i.e. |0〉 is the eigenvector with null eigenvalue of Γ̃0. In fact Γ̃0 and
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its adjoint Γ̃†0 define a bi-orthonormal set of states

Γ̃0|n〉 = Λn|n〉

Γ̃†0|n̄〉 = Λ∗n|n̄〉 (10)

〈n̄|n′〉 = δn,n′

with |0〉 = |0̄〉, <Λn > 0 for n 6= 0. In Appendix A the general properties of Γ̃0 are

summarized. The symmetrized projection operator takes the form P̃ = |0〉〈0̄| and Q̃ = 1−P̃ .

The reduced symmetrized density is ρ̃(Ω, t) = ρ(Ω, t)(8π2)1/2, and the reduced equilibrium

density is ρ̃(Ω) = (8π2)−1/2. The symmetrized counterpart of Eqs. 9 for the time evolution

of ρ̃(Ω, t) is:

∂ρ̃(Ω, t)

∂t
= −〈0̄|Γ̃0|0〉ρ̃(Ω, t) +

∫ t

0

〈0̄|Γ̃int exp
(
−Q̃Γ̃τ

)
Q̃Γ̃int|0〉ρ̃(Ω, t− τ)dτ (11)

The symmetrized form of a generic correlation function is:

G(t) = 〈f(Ω)ρ1/2(Q)| exp
(
−Γ̃t

)
|g(Ω)ρ1/2(Q)〉Q = 〈f(Ω)ρ1/2(Q)|ρ̃(Q, t)〉Q (12)

where ρ̃(Q, t) is the symmetrized density evolved from the initial condition ρ(Ω, 0) =

g(Ω)ρ̃(Ω). Using 11 and taking a Fourier-Laplace transform, we can obtain the spectral

density associated to G(t) directly as

J(ω) = 〈f(Ω)|
[
iω + Ĝ(ω)

]−1

|g(Ω)〉Ω/8π2 (13)

where the external average is taken on the orientation variables only, and the reduced evo-

lution operator is:

Ĝ(ω) = 〈0̄|Γ̃int|0〉 − 〈0̄|Γ̃int

(
iω + Q̃Γ̃

)−1

Q̃Γ̃int|0〉 (14)

Eq. 13 is exact, but deceptively simple. As it is often the case with projection procedures,

additional effort is required to make it usable in practical applications. Following several

authors,17–22 we propose here a possible route, based on a well established procedure for

quantum Liouville equations,23 which is here extended to non-Hermitian multidimensional
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FP operators. We start with the Dyson identity, valid for any two generic operators Â, B̂:

(
Â+ B̂

)−1

= Â
−1
[
1− B̂

(
Â+ B̂

)−1
]

(15)

which can be easily proved by inspection. We apply now the identity to
(
iω + Q̃Γ̃

)−1

(
iω + Q̃Γ̃

)−1

=
(
iω + Γ̃0 + Q̃Γ̃int

)−1

=
(
iω + Γ̃0

)−1
[
1− Q̃Γ̃int

(
iω + Γ̃0 + Q̃Γ̃int

)−1
]

(16)

where the identity P̃ Γ̃0 = 0 has been used. The previous expression can be used to recast(
iω + Q̃Γ̃

)−1

in a more convenient form

(
iω + Q̃Γ̃

)−1

=

[
1 +

(
iω + Γ̃0

)−1

Q̃Γ̃int

]−1 (
iω + Γ̃0

)−1

=
∞∑
k=0

(−1)k
[(
iω + Γ̃0

)−1

Q̃Γ̃int

]k (
iω + Γ̃0

)−1

(17)

Substituting in Eq. 13 and rearranging terms one gets

Ĝ(ω) =
∞∑
k=0

(−1)k〈0̄|Γ̃int

[(
iω + Γ̃0

)−1

Q̃Γ̃int

]k
|0〉I =

∞∑
k=0

ĝk(ω) (18)

this is essentially a perturbation expansion where the k-th term Ĝk(ω) is of order k + 1

in Γ̃int. Formally, this expression is equivalent to a total time ordered cumulant (TTOC)

expansion.24

It is possible (see Appendix B) to write Eq. 18 as an effective sum over operators acting

only on the orientation variables. The main result is that for l ≥ 0, ĝ2l = 0 and

ĝ2l+1(ω) = −
∑

p1,...,p2(l+1)

[2(l+1)]Dp1...p2(l+1)
(ω)M̂p1 . . . M̂p2(l+1)

(19)

where M̂pi is the pi-th Cartesian component in the MF of the vector operator M̂ and the

elements [2l]Dp1...p2l
(ω) of the generalized ω-dependent ’diffusion’ Cartesian tensor of rank 2l

are obtained as explicit functions of parameters ωio
ij , ωint

ip . Therefore Ĝ(ω) is obtained in the
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form

Ĝ(ω) = −
∑
p1p2

[2]Dp1p2(ω)M̂p1M̂p2 −
∑

p1p2p3p4

[4]Dp1p2p3p4(ω)M̂p1M̂p2M̂p3M̂p4 − . . . (20)

In practice, one can show (cfr. Appendix B) that the second order tensor [2]Dp1p2(ω) can be

obtained directly from ωio
ij , ωint

ip , which writes, in matrix form:

[2]D(ω) = (ωint)tr(iω1 + ωio)−1ωint (21)

For ω → 0, [2]D(ω) tends to the real tensor (ωint)trωio−1
ωint.

From Eq. 20 one can obtain a numerical estimate of Eq. 6 in matrix form:

J(ω) = [iω1 + G(ω)]−1 (22)

where Jll̄(ω) is the (l, l̄) element of the 5 × 5 matrix [iω1 + G(ω)]−1. In the following we

discuss results obtained truncating the expansion of Ĝ at k = 1 (l = 0) and k = 3 (l = 1),

since the evaluation of higher terms is complicate. In the case k = 3, Eq. 6 can be written

in matrix form as:

G(ω) = −
∑
p1p2

[2]Dp1p2(ω)Mp1Mp2 −
∑

p1p2p3p4

[4]Dp1p2p3p4(ω)Mp1Mp2Mp3Mp4 (23)

where the (l, l̄) matrix element of the rotational operator Mp are Mp,ll̄ = 〈Sl|M̂p|Sl̄〉Ω,

and are found immediately from well-known properties of the Wigner matrix functions (see

Appendix D).16

IV. MOMENTS

The approximate expression 22 obtained in the previous Section is valid in a limited

dynamical range, from fast (k = 1) to moderately fast (k = 3) relaxation of x. More

general solutions would require the evaluation of higher orders terms of Eq. 19, but the ex-

pressions, although manageable using symbolic algebra software, are quite cumbersome. An

exact evaluation of J(ω) via direct numerical solution via traditional approaches (variational
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methods, finite elements or difference approaches) is already quite demanding for relatively

small molecules: already in the case of the smaller system treated in I, an alanine dimer, the

number of internal modes N is equal to 209 (see Section V). As an alternative, we propose a

quantitative treatment based on a moment expansion. Although still an approximation, this

approach has several merits: it does not depend upon the hypothesis of different orienta-

tion and internal time-scales and it allows a computationally cheap evaluation of correlation

functions and spectral densities without resorting to a complex perturbation expansion. To

proceed, we start from the non-symmetrized definition of the correlation function, Eq. 5.

To evaluate it we need to solve the original time evolution Eq. 1 for ρ(Q, t) with initial

condition ρ(Q, 0) = 8π2Sl̄(Ω)ρ = Sl̄(Ω)p(x); we can write

ρ(Q, t) =
∑
l

Sl(Ω)ρl(x, t) (24)

with initial conditions

ρl(x, 0) = δll̄ (25)

The time evolution equation for the 2L+ 1 unknown functions ρl are obtained simply mul-

tiplying for a generic Sl and integrating upon Ω

∂

∂t
ρl(x, t) =

∑
ij

ωio
ij

∂

∂xi
p(x)

∂

∂xj
p(x)−1ρl(x, t)−

∑
i,l̄

ω̄int
i,ll̄xiρl̄(x, t) (26)

where ω̄int
i,ll̄

=
∑

p
SMp,ll̄ω

int
ip . We find now closed expressions for the zeroth, first, second

moments of functions ρl(x, t)

M
(0)
l = 〈ρl(x, t)〉

M
(1)
l = 〈xρl(x, t)〉 (27)

M
(2)
l = 〈xxtrρl(x, t)〉

i.e. the averages with respect to internal variables of functions ρl(x, t), xmρl(x, t), xmxnρl(x, t).

A system of first order linear differential equations for the time evolution of the moments is
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found by direct evaluation of their time derivatives. One gets

Ṁ
(0)
l = −

∑
l̄

ωint
ll̄ M

(1)

l̄

Ṁ
(1)
l = −ωioM

(1)
l −

∑
l̄

M
(2)

l̄
ωint
ll̄ (28)

Ṁ
(2)
l = (ωio + ωiotr

)M
(0)
l −

(
ωioM

(2)
l + M

(2)
l ω

iotr
)

+ higher order moments

with ḟ = df/dt. We choose to close approximately the system by neglecting 3rd and higher

order moments. We are left with a set of 5(1 + N + N2) linear differential equations -

actually 5[1 +N +N(N + 1)/2] taking into account the symmetric nature of M
(2)
l (t). Initial

conditions, based on Eq. 25, are

M
(0)
l (0) = δll̄

M
(1)
l (0) = 0 (29)

M
(2)
l (0) = 1δll̄

Notice that in terms of moments the correlation functions defined in Eq. 5 are simplyGll̄(t) =

M
(0)
l and likewise, spectral densities defined in Eq. 6 are found as Fourier-Laplace transforms

of the zero-th order moments. The solution of Eqs. 29 can be found straightforwardly

by vectorizing the unknown X = (M
(0)
−2 , . . . ,M

(0)
2 ,M

(1)
1,−2, . . . ,M

(1)
N,2,M

(2)
1,1,−2, . . . ,M

(2)
N,N,2) and

recasting Eqs. 29 as

Ẋ = AX (30)

where A is a constant 5(1 +N +N2)× 5(1 +N +N2) block-sparse matrix (see below and

Appendix D). Alternatively, and much more conveniently, if one is interested directly in the

spectral densities, we can deflate the rather large dimension of the problem. In Appendix C

we give the details of the derivation. The final result is

J(ω) = [iω1− β(ω)]−1[1 + γ(ω)] (31)

10



where the elements of 5× 5 matrices β, γ are

βll′ =
∑
l′′ij

ei,ll′′
Sij(λi + λj)

(iω + λi)(iω + λi + λj)
ej,l′′l′

γll′ =
∑
l′′ij

ei,ll′′
Sij

(iω + λi)(iω + λi + λj)
ej,l′′l′ (32)

where λi, Sij, ei,ll′ are obtained from ωio, ωint (cfr. Appendices A, C).

V. RESULTS AND DISCUSSION

We present some selected results on two model molecular systems, already considered in

I, namely the poly-alanines 2 (2-alanine) and 8 (8-alanine), cfr. Fig. 1. The two molecular

structures are chosen to respectively illustrate the cases of a small, relatively rigid molecule

(2) and a more flexible, larger one (8). A complete validation of our approach as an al-

ternative to other existing methods for describing and rationalizing relaxation processes in

macromolecules (see the Introduction section in I) requires extensive comparisons and anal-

yses, which is beyond the goal of the present study, and will be the subject of further work,

where the extension of the SFB approach will also be discussed. Here, we focus on methods

of solutions that are not conventional and that will serve as the basis for further explo-

rations, and we discuss the theoretical framework described in I. In particular, a discussion

concerning the validation of the approach is provided at the end of this Section.

A. Parametrization

Parametrization of a stochastic model like SFB can be set up at different levels. In I

we compared the internal coordinates free energy surface obtained via covariance-variance

matrix computed from short MD simulations versus the one obtained directly from a single

Hessian calculated with respect to a reference structure. We also defined a hydrodynamic

approach to estimate the friction tensor. Other, more computationally costly, choices, are

possible, and likely necessary, in order to achieve quantitative comparison with experimental

relaxation data performed on large flexible macromolecules. For instance, short biased MD

simulations may become necessary to parameterize the free energy of the system when

large amplitude and/or activated processes are included. Here, we consider the case of 2
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and 8 molecules, mainly fluctuating around a global energy minimum. Therefore, we shall

dispense completely from MD-derived parameters, and instead make use of the Hessian

matrix computed around the global energy minimum to estimate the free energy.1 Thus,

the following parameterization protocol have been employed: i) the molecular system has

been energy minimized in vacuo using the Amber99 force field25 and the MMTK software;26

ii) the Hessian of the energy has been computed in internal coordinates;27 iii) the friction

matrix has been obtained via a simplified hydrodynamic approach;1 iv) ωio and ωint have

been calculated following Section IV.A of Paper I. Further technical details are summarized

in Appendix E.

B. Evaluation

Numerical evaluation of the spectral densities, even for the larger system (N = 489)

requires roughly half an hour on a serial desktop CPU via the moments methods, and a

hour via the perturbation method (at k = 3 order); optimization of the C++ code employed

(parallelization of multiple sums in the perturbation method mainly) and additional approx-

imations (e.g. cutting off some of the internal modes) could reduce the time of at least one

order of magnitude.

In Fig. 2, the spectral density J00(ω) calculated by both the perturbation and the moment

methods are shown. The real (positive curves) and imaginary (negative curves) parts of

J00(ω) are depicted in (a) and (b) for 2 and 8, respectively. Results from both perturbation

orders are shown. The lower order asymptotic expression of Eq. 22 (dotted lines) describes,

in essence, the spectral density resulting from a rigid body with a ’dressed’ diffusion tensor

as in Eq. 21, while the fourth-order expression (dashed lines) is based on Eq. 23. The

moment-based expression of Eq. 31 (solid lines) confirms that faster components are barely

present in the smaller rigid system 2, but become relevant for the larger polypeptide 8.

This fact is illustrated in Fig. 3, where the Cole-Cole plots of J00(ω) for 2 (a) and 8 (b) are

shown. The picture emerging from this first analysis is a (relatively) familiar one: the overall

tumbling is a slow relaxing process accompanied by faster motions; this causes a decrease

of the value of J00(0) = τcorr with respect to the value predicted by rigid tumbling alone.

To verify quantitatively this statement, we can look first at the components of the dressed

diffusion tensor at ω = 0, i.e. [2]Dij(0), in Table I; notice that [2]Dij(0) is symmetric in

12



TABLE I. Dressed diffusion tensor components [2]Dij(0)

i j [2]Dij(0)/ps−1

2 8
1 1 4.244× 10−3 6.170× 10−4

1 2 1.123× 10−3 1.374× 10−4

1 3 7.287× 10−4 4.217× 10−5

2 2 7.562× 10−3 4.392× 10−4

2 3 2.047× 10−3 7.313× 10−6

3 3 5.602× 10−3 3.454× 10−4

practice, although ω is not. The principal values of [2]Dij(0) can be obtained, Table II,

and they can be compared with the predicted values of the model used in the first place to

evaluate the hydrodynamic friction tensor, as a test of the self-consistency of the methods.

TABLE II. Principal values Di obtained after diagonalization of the dressed diffusion tensor
[2]Dij(0), and values Dhydro

i obtained diagonalizing the diffusion tensor evaluated from the hy-
drodynamic approach

i Di/ps−1 Dhydro
i /ps−1

2 8 2 8
1 3.883× 10−3 3.334× 10−4 3.965× 10−3 3.112× 10−4

2 4.313× 10−3 3.706× 10−4 4.331× 10−3 3.988× 10−4

3 9.212× 10−3 6.965× 10−4 9.646× 10−3 6.921× 10−4

For a rigid rotator characterized by the diffusion tensor [2]D(0), one can also calculate

the exact decay frequencies di simply by diagonalizing the 5× 5 matrix G(0) obtained from

Eq. 23 setting ω = 0. The frequencies are reported in Table III.

TABLE III. Eigenvalues di of G(0)

i di/ps−1

2 8
1 2.456× 10−2 2.112× 10−3

2 2.905× 10−2 2.405× 10−3

3 3.034× 10−2 2.513× 10−3

4 4.504× 10−2 3.491× 10−3

5 4.507× 10−2 3.494× 10−3

The presence of multi-scale relaxation can be analyzed in more detail by looking at the

eigenvalues of matrix A, which constitute the spectrum of decay frequencies of the spectral

densities. The spectrum of A is characterized by the presence of clusters of real eigenvalues,
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increasing in magnitude from values comparable to di up to much higher values that are

directly related to internal fast relaxation modes. Complex eigenvalues are also numerous,

due to the libration inertial motions of the internal coordinates (cfr. I). In Fig. 4 the first 50

real eigenvalues are plotted for 2 (a) and 8 (b); the horizontal lines indicate the corresponding

values of di. These observations are confirmed by the analysis of other spectral densities. In

Figs. 5 and 6 we show the initial trend of real and imaginary parts of Jll̄(ω) with l, l̄ = 0,±2

for structure 2.

TABLE IV. Values of Jl,l(0) / ps for the three diagonal spectral densities with l = 0,±2, obtained
using different strategies of solution: the method of moments, Eqs. 28-32), and the perturbation
method, Eq. 22, truncated at k = 1 and k = 3 order. In parentheses, in the k = 3 column, the
relative error with respect to the solution based on the moments is reported.

l Moments k = 1 k = 3

molecule 2
-2 28.94 30.59 27.48 (-5%)
0 27.60 29.59 25.79 (-7%)
2 29.46 31.10 28.01 (-5%)

molecule 8
-2 213.1 423.6 206.0 (-3%)
0 216.5 329.4 191.2 (-12%)
2 211.7 416.3 205.4 (-3%)

C. Comparison with MD

We compare here some results of the SFB approach, for the model systems described,

with the same quantities obtained directly from all-atom MD simulations. We would like

to stress that direct evaluation of orientational correlation functions and, above all, spectral

densities for semi-flexible and flexible molecular systems, is not, even with existing powerful

computational resources, a trivial task, especially if a good accuracy is requested on both

short and long timescales. Spectral densities obtained by a stochastic model like SFB or

others account for long times dynamics and fast relaxation processes in an approximated,

but complete way. In order to compute the same information from an all-atom MD sim-

ulation, one needs to produce long trajectories sampled very frequently. For the case of 2

and 8, we calculated correlation functions from MD simulations trajectories using the same
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force field and setup as reported in Paper I. The two major differences were: i) sampling

of the trajectories was performed at each integration time step, i.e. every 2 fs, and ii) 3

trajectories of the length of 400 ns each were produced for a total of 1.2 µs, for each of the

two poly-alanines. The trajectories were then collected in parts of length of 5 ns each, which

have been used to calculate the auto- and cross-relaxation functions of the S2(Ω) functions

defined in Eq. 4.

Figs. 9 and 10 compare the calculated rank-2 correlations functions for 2 and 8, respectively,

evaluated via the perturbation treatment described above and superimposed with the same

functions obtained from molecular dynamics trajectories. SFB model correlation functions

are obtained as the inverse Fourier transforms of the spectral densities (which is the direct

output of the model). The correlation functions obtained from the MD trajectories have

been corrected to account for the lower viscosity of TIP3P water, which is 2.79 times smaller

than the viscosity of real water at 298 K.28 The comparison is, in our opinion, reasonably

good, considering the absence of any fitting procedure or attempt to adjust any parameter

of the SFB model, even if some are roughly estimated. For instance no hydrodynamic inter-

actions were employed when calculating the initial free-bead diffusion tensor (see Appendix

B of Paper I), and a single effective radius has been assumed for all beads. Quantitative

interpretation of relaxation observables (as obtained e.g. from a NMR experiment) based on

the SFB approach or augmented versions of the same,1 will likely require such improvements.

VI. SUMMARY AND CONCLUSIONS

In this paper we have discussed a first application of the semi-flexible Brownian (SFB)

approach, previously introduced in the companion paper I,1 from a thorough statistical me-

chanical description, to treat joint internal and global motion of a molecule, with a focus

on the approximate evaluation of spectral densities of orientation correlation functions. The

model describes internal motions in the harmonic limit, but accounts for mutual coupling

of dynamic units, explicit momenta, and dissipation, all of which are described by a boson

bath operator. In particular, we have presented an extended perturbation treatment based

on a direct expansion of the kernel operator obtained from a Nakajima-Zwanzig projection,

using the properties of the bi-orthonormal eigenfunctions of the (non-Hermitian) bath op-
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erator. This study has been complemented with an alternative efficient approach based on

a moment expansion. Two model systems (2 and 8-alanine) have been considered to discuss

the computational treatment of the model.

Two goals were set at the beginning of this investigation.1 Firstly, we aimed to provide a

full systematic description, starting from an atomistic point of view, of the internal/global

motion of flexible molecules in solution, based on a direct derivation from the classic Liouville

equation of motion, within a clear, general framework. In the process, approximations have

been employed to reduce the system complexity and allow for a direct or indirect evaluation

of energy and dissipation parameters, but always based on clear physical arguments. The

second goal was to provide, at least for a first level of description (SFB model), a fast,

efficient way of evaluating spectral densities of interest for the interpretation of nuclear

magnetic resonance relaxation experiments. Several developments may be planned for future

investigation. The first obvious extension is the evaluation of relaxation times and NOEs

observables in solution and in solid state,29 which can be accomplished straightforwardly

given the availability of spectral densities, at least as obtained from the SFB approach. The

latter may be further extended by including large amplitude and concerted motions (e.g.

crank-shaft conformational changes): this will require the explicit treatments of a small

number of non harmonic internal degrees of freedom, at a modest additional computational

cost. Extension to other classes of spectroscopic observables would be also natural, e.g.

Site-Directed-Spin-Labeled Electron Spin Resonance,10,11 Förster Fluorescence Resonance

Energy Transfer.12

The importance of rooting a coarse-grained description of macromolecular motions on

first principles, cannot, in our opinion, be underestimated. One can learn in the process

that a significantly realistic modeling approach can be obtained which retains the main

physical aspects, without implying a prohibitive computational cost. For instance, most

models usually employed for the interpretation of NMR relaxation data of macromolecules

are based on a decoupled internal description of the local dynamics of the probe, e.g. the

N-H bond in NMR relaxation, thus neglecting possible short, or even, long-range coupling

effects. Such an approach, while still providing good agreement with experimental data,

may lose important information hidden into fitting parameters. Collective dynamics, that

can be for example responsible of allosteric motions in proteins, may not be properly caught

by such local models. In our description, on the other hand, it is possible to treat exactly
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even long-range (through bonds and/or through space) couplings, that can originate both

from the free energy landscape in internal coordinates or from the hydrodynamic coupling

among all the degrees of freedom. To illustrate such a feature of the model introduced in

the companion Paper I and here applied to calculate spectral densities of 2-alanine and

8-alanine peptides, we propose in conclusion a very qualitative analysis of the extension and

pattern of the couplings of the internal degrees of freedom of 8-alanine. In particular, we

focus on the coupling among torsion angles, and as limiting cases two torsion angles are

considered as reference to explore the network of couplings. One torsion angle is selected as

the first ψ backbone angle, probing the terminal part of the molecule. The second angle is

again a ψ angle, located in the middle of the peptidic sequence, between residues 4 and 5.

The effect of coupling due to the energetics of the system is depicted in Figures 11a and

11b for the terminal and central ψ angles, respectively. In the figures, the torsion angle

taken as reference is colored in cyan. The bonds that are the axes about which a rotation

is carried out due to a change in the corresponding torsion angle, are colored with a color

map morphing from green to red. The color is related to the magnitude of the elements

ai,j = log|(ωK)i,j 6=i|, where i is the index corresponding to the reference torsion angle, while

j is the index corresponding to one of the other torsion angles. The color map is defined so

that the pure green color corresponds to the smallest ai,j, while red to the largest one. Thus,

in Figure 11, green indicates small coupling relative to the set of out-of-diagonal elements

of ωK pertinent to the reference torsion angle, dark yellow means medium coupling, while

red means high coupling. For the 8-alanine molecule, it is evident a pattern of coupling of

this type: a high coupling with ψ torsion angles, medium-low coupling with φ angles, weak

coupling with ω and lateral chain torsion angles. The pattern shows some larger coupling

in the proximity (by bonds or by space) of the reference torsion angle.

Figure 12 shows the same analysis done on the ωξ matrix. The way the color map is

constructed is the same as described above, with the difference that the quantities used are

bi,j = log|(ωξ)i,j 6=i|. The figure highlights the entity of the hydrodynamic coupling between

the reference torsion angle and all the other torsion angles. For both the terminal and center

torsion angles, the highest coupling is observed with the central body of the molecule, while

it tends to be reduced while approaching the terminal residues. Inspecting Figure 12 it

appears that high hydrodynamic coupling is observed mainly with backbone torsion angles,

while medium to low coupling is observed with the side chain torsion angles.
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As a final consideration, we would like to point out that the real merit of any modeling

approach lies in the capability of rationalizing complex behaviors, which are only appar-

ently caught up by brute force simulations. Among others, we comment here further the

seminal modelling approach on polymer dynamics by Perico and Guenza,30,31 based on a

coarse-grained description of the polymer chain(s), the internal dynamics of which is guided

by a harmonic potential energy surface. Autocorrelation functions of a probe segment vec-

tor are obtained assuming a Gaussian random process for the dynamics of the Cartesian

coordinates of the beads building the polymer and employing the proper Langevin equation.

This approach has been also extended to a solution of polymers/macromolecules, deriving

the set of generalized Langevin equations (GLE) describing the coupled dynamics of many

coarse-grained polymer chains from the complete, classical, Liouville equation in Cartesian

coordinates.32,33 The GLE-based treatment of the coarse-grained polymers has been also

employed to estimate the rescaling of dynamics in coarse-grained simulations.34

The key factor in this and other approaches presented in the literature (see I for a larger,

but necessarily incomplete, short review) is the inclusion of a treatment as ’exact’ as pos-

sible of the internal+global dynamics. Our work is based on the same rationale with some

main improvements that can be, in our opinion, considered an advancement with respect to

previous models. Firstly, our derivation is carried out in internal, natural coordinates. This

is not trivial, especially when building the Lagrangian of the complete molecular system,

but the benefits are worth the efforts. Working in internal coordinates allows one to reduce

more efficiently the complexity of the system with respect to the description in Cartesian

coordinates. A second strong point of the computational approach proposed here is the

fact that no a priori assumption needs to be done on the shape of the internal free energy

landscape. While in the present paper a harmonic internal energy has been chosen for a

first level of testing of the methodology and parameterization, the basis is posed for the

treatment of non-harmonic generic energy landscapes. To summarize, the whole method-

ology presented in I and discussed here can be in fact thought as a way to link formally

in a rational and integrated way information coming from different sources, to understand

the relaxation processes resulting from the mobility of a given molecular structure, interpret

and predict spectroscopic observables, and validate parameters evaluated computationally,

such as molecular dynamics force-fields and interaction molecular tensors.
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Appendix A: Ornstein-Uhlenbeck operator

We list here some useful properties of the bi-orthornomal pair of eigenstates of a stochas-

tic Ornstein-Uhlenbeck process described by a linear Fokker-Planck operator. We em-

ploy, with some technical changes, the method presented by Leen et al.35 We consider

a set of N variables, x = (x1, . . . , xα, . . . , xN), with an equilibrium density probability

p(x) = exp(−x2/2)/(2π)N/2. The (symmetrized) time evolution equation for the (sym-

metrized) conditional probability p(x, t) is

∂p(x, t)

∂t
= −Γ̃p(x, t) = p(x)−1/2∇̂ · ωiop(x) · ∇̂p(x)−1/2p(x, t) (A1)

here ∇̂ is the gradient operator in x, ω is a constant n × n non-negative square matrix.

The adjoint (backward) time evolution operator is Γ̃† = −p(x)−1/2∇̂ ·ωiotr
p(x) · ∇̂p(x)−1/2.

The stationary states, Γ̃|0〉 = Γ̃†|0̄〉 = 0 are |0〉 = |0̄〉 = p(x)1/2. The bi-orthonormal set

of eigenstates is defined by Γ̃|n〉 = Λn|n〉, Γ̃†|n̄〉 = Λ∗n|n̄〉, 〈n̄|n′〉 = δn,n′ , with <λn > 0 for

n 6= 0.

For α = 1, . . . , N we define the vector operators

Ŝ
±

= ∓e∓x2/4∇̂e±x2/4 (A2)

notice that i) Ŝ
+

α

†
= Ŝ

−
α , ii) Γ̃ = Ŝ

+
· ωio · Ŝ

−
and Γ̃† = Ŝ

+
· ωiotr · Ŝ

−
. The right and left

eigenvectors of the real matrix ω are: ωeα = λαeα and f tr
α ω = f tr

α λα, where f tr
α eβ = δα,β.

Finally, we can now define the operators Ô
+

α = eα · Ŝ
+
and Ô

−
α = fα · Ŝ

+
and the functions

fn = ΠN
α=1

(
Ô

+

α

)nα
|0〉 = Ô

+
(n)|0〉 where n = (n1, . . . , nN). The following expressions,

which can be obtained by inspection or induction, hold

Γ̃fn = Λnfn, Λn =
n∑

α=1

nαλα[
Γ̃, Ô

±
α

]
= ±λαÔ

±
α

Γ̃Ô
±
αfn = (Λn ± λα) Ô

±
αfn

(A3)

that is Ô
±
α are raising and lowering operators for the set fn, which are eigenfunctions of Γ̃
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with eigenvalues Λn. Analogously, we can find similar expression for the backward operator

P̂
+

α = f∗α · Ŝ
+

=
(
Ô
−
α

)†
, P̂

−
α = e∗α · Ŝ

−
=
(
Ô

+

α

)†
(A4)

Let us now define

gn = ΠN
α=1

(
P̂

+

α

)nα
|0〉 = P̂

+
(n)|0〉 (A5)

and we get
Γ̃†gn = Λ∗ngn[

Γ̃†, P̂
±
α

]
= ±λ∗αP̂

±
α

Γ̃†P̂
±
αgn = (Λn ± λα)∗ P̂

±
αgn

(A6)

stating that P̂
±
α are raising and lowering operators for the set gn, with eigenvalues Λ∗n. Also,

we can show that [
Ô
−
α , Ô

−
β

]
=
[
Ô

+

α , Ô
+

β

]
= 0[

Ô
−
α , Ô

+

β

]
= δα,β

P̂
±
α =

(
Ô
±)† (A7)

Finally, we can show from Eqs. A7 that fn, gn form a bi-orthogonal set

〈gn|fn′〉 =
(
ΠN
α=1nα!

)
δnn′ (A8)

For sake of convenience, we define explicitly the bi-orthonormal set and the effect of applying

raising and lowering operators

|n〉 =
(
ΠN
α=1nα!

)−1/2
fn

|n̄〉 =
(
ΠN
α=1nα!

)−1/2
gn(

Ô
−
β

)m
|n〉 =

[
nβ!

(nβ −m)!

]1/2

|n1, . . . , nβ −m, . . . , nN〉(
Ô

+

β

)m
|n〉 =

[
(nβ +m)!

nβ!

]1/2

|n1, . . . , nβ +m, . . . , nN〉

(A9)

where |0〉 = |0̄〉 = p(x)1/2;
(
Ô
−
β

)m
|n〉 = 0 for m > nβ.
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Appendix B: TTOC expansion

We want to obtain 18. We define E = (e1, . . . , eN), F = (f1, . . . , fN)tr; notice that

Ô
+

= EtrŜ
+
, Ô

−
= FŜ

−
and, since FE = EF = 1, Ŝ

+
= FtrÔ

+
, Ŝ
−

= EÔ
−
. We can write

Γ̃int = M̂ · (ω+Ô
+

+ ω−Ô
−

) (B1)

where ω+ = ωintFtr, ω− = ωintE. It is useful to recover by inspection the first terms of Eq.

18. For sake of simplicity, we shall call Eν the subset of eigenfunctions of Γ̃ with
∑N

α=1 nα = ν

(for ν = 0 the subset contains only |0〉, for ν = 1 all the ’first excited’ states and so on).

One can see that the k = 0 term is null: 〈0̄|Γ̃int|0〉 = 〈0̄|M̂ · (ω+Ô
+

+ω−Ô
−

)|0〉 = 0, since

Ô
+
applied to |0〉 generates only elements of E1, therefore orthogonal to 〈0̄|, and Ô

−
|0〉 = 0.

The term k = 1 is obtained as

g1(ω) = −〈0̄|Γ̃int(iω + Γ̃0)−1Q̃Γ̃int|0〉 = −
∑
n 6=0
〈0̄|Γ̃int|n〉(iω + Ωn)−1〈n̄|Γ̃int|0〉

= −
∑
pq

N∑
α=1

ω−pαω
+
qα

iω + λα
M̂pM̂ q (B2)

where the last expression is obtained using the properties of Ô
±
. It follows that the gener-

alized diffusion tensor [2]D(ω) has components

[2]Dpq(ω) =
N∑
α=1

ω−pαω
+
qα

iω + λα
(B3)

We now generalize the derivation above to obtain a close expression for the generic ĝk(ω).

We see first that for k even, all terms go to zero. In fact we can write

ĝ2l(ω) =
∑

n1,n2,...,n2l

[ ∏
r=1,...,2l

(iω + Λnα)−1

]
〈0̄|Γ̃int|n1〉〈n̄1|Q̃Γ̃int|n2〉 . . . 〈n̄2l|Q̃Γ̃int|0〉 (B4)

let us consider the first matrix element of Γ̃int on the left: it is not zero only for |n1〉 ∈ E1,

which implies that the next one is not zero only if |n2〉 ∈ E0, E2 and so on, showing that

in the end |n2l〉 ∈ E0, . . . , E2l in order to have all terms surviving but the last one on the

right; hence 〈n̄2l|Q̃Γ̃int|0〉 = 0 since |n2l〉 6∈ E1. Finally, we evaluate ĝ2l+1(ω). Following an
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analogous procedure, one sees that the generic form of ĝ2l+1(ω) must be

ĝ2l+1(ω) = −
∑

p1,...,p2(l+1)

[2(l+1)]Dp1...p2(l+1)
(ω)M̂p1 . . . M̂p2(l+1)

(B5)

since each term in Γ̃int is linear in the components of M̂ and each terms in Γ̃0 generates a

constants factor.

To evaluate explicitly [2(l+1)]Dp1...p2(l+1)
(ω) we define first the ancillary coefficients, function

of two generic N -tuples m, n:

cp(m,n) =
N∑
α=1

ω+
pα(nα + 1)1/2δm,n+1α + ω−pα(nα)1/2δm,n−1α (B6)

where n + 1α is the N -tuple obtain by n substituting nα with nα + 1; we also generalize

slightly the definitions ĝ2l+1(ω) ≡ ĝ2l+1(ω, 0, 0) evidencing the fact they are matrix elements

to 〈0̄| and |0〉; analogously [2(l+1)]Dp1...p2(l+1)
(ω) ≡ [2(l+1)]Dp1...p2(l+1)

(ω, 0, 0). We can now

write:

ĝ2l+1(ω,m,n) = −〈m̄|Γ̃int

[
(iω + Γ̃0)−1Q̃Γ̃int

]2l+1

|n〉

= −
∑
m′

〈m̄|Γ̃int

[
(iω + Γ̃0)−1Q̃Γ̃int

]2l−1

|m′〉〈m̄′|
[
(iω + Γ̃0)−1Q̃Γ̃int

]2

|n〉

= −
∑
m′

ĝ2l−1(ω,m,m′)〈m̄′|
[
(iω + Γ̃0)−1Q̃Γ̃int

]2

|n〉 (B7)

but we can see that

〈m̄′|
[
(iω + Γ̃0)−1Q̃Γ̃int

]2

|n〉
∑
m′′

(iω+ Λ′m)−1(iω+ Λm′′)
−1
∑
q1,q2

cq1(m′,m′′)cq2(m′′,n)M̂ q1M̂ q2

(B8)

It follows that

ĝ2l+1(ω,m,n) =
∑

p1,...,p2(l+1)

[2(l+1)]Dp1...p2(l+1)
(ω,m,n)M̂p1 . . . M̂p2(l+1)

=
∑

p1,...,p2l

∑
m′m′′

[2l]Dp1...p2l
(ω, 0,m′)M̂p1 . . . M̂p2l

× (iω + Λm′)
−1(iω + Λm′′)

−1
∑
q1,q2

cq1(m′,m′′)cq2(m′′,n)M̂ q1M̂ q2 (B9)

22



therefore

[2(l+1)]Dp1...p2(l+1)
(ω, 0,n) =

∑
m′m′′

[2l]Dp1...p2l
(ω, 0,m′)

cp2l+1
(m′,m′′)cp2(l+1)

(m′′,n)

(iω + Λm′)(iω + Λm′′)
(B10)

which is recursive expression for [2(l+1)]Dp1...p2(l+1)
(ω, 0, n); for l = 0 we have the generalized

equivalent of Eq. B3
[2]Dpq(ω, 0,n) =

∑
m

cp1(0,m)cp2(m,n)

iω + Λm

(B11)

and finally, by inspection, with n = 0 we can find the closed expression

[2l]Dp1...p2l
(ω) =

∑
m1,...,m2l−1

cp1(0,m1)cp2(m1,m2) . . . cp2l−1
(m2l−2,m2l−1)cp2l

(m2l−1, 0)

(iω + Λm1)(iω + Λm2) . . . (iω + Λm2l−1
)

(B12)

Appendix C: Evaluation of spectral densities from the moments

We define scaled and rotated moments, using the matrix of right eigenvectors of ω.

M
(0)
l = m

(0)
l

M
(1)
l = Em

(1)
l (C1)

M
(2
l =

(
m

(0)
l 1 + Em

(2)
l Etr

)
initial conditions are now m

(0)
l = δll̄,m

(1)
l = 0,m(2)

l = 0, and Eqs. IV take the form

ṁ
(0)
l = −

∑
l′

etr
ll′Em

(1)
l′

ṁ
(1)
l = −λm

(1)
l −

∑
l′

(
m

(0)
l′ S + m

(2)
l′ ell′

)
(C2)

ṁ
(2)
l = −ṁ(0)

l S−
(
λm

(2)
l + m

(2)
l λ

)
with the definitions of vectors (ell′)j = ej,ll′ =

∑
j Eijω̄

int
i,ll′ and matrix S = FFtr. The advan-

tage of the new formulation is that the subset of equations in the second order moments,

which has the form of a differential Lyapunov equation, is now uncoupled, since λ, the ma-

trix of eigenvalues of ωio, is diagonal. Taking the Fourier-Laplace transform of Eqs. C2 we
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get for the second order scaled moments

m̃
(2)
l,ij = −Sij(iωm̃

(0)
l −m

(0)
l )

iω + λi + λj
(C3)

for the first order scaled moments

m̃
(1)
l,i = −

∑
l′j

Sij[(λi + λj)m̃
(0)
l′ +m

(0)
l′ (0)]

(iω + λi)(iω + λi + λj)
ej,ll′ (C4)

and for the zero order scaled moments

iωm̃
(0)
l −m

(0)
l (0) =

∑
l′l′′ij

ei,ll′
Sij[(λi + λj)m̃

(0)
l′′ +m

(0)
l′′ (0)]

(iω + λi)(iω + λi + λj)
ej,l′l′′ (C5)

where the tilde indicates a Fourier-Laplace transform. Taking into account the initial con-

ditions and rearranging one gets Eq. 31.

Appendix D: Miscellaneous relations

1. J’s and j’s

We consider here the normalized real combinations of Wigner functions of rank L:

SLl (Ω) =

√
2L+ 1

8π2
×


1√
2

[
DL0,l(Ω) + (−1)lDL0,−l(Ω)

]
0 < l ≤ L

DL0,0(Ω) l = 0

i√
2

[
DL0,l(Ω)− (−1)lDL0,−l(Ω)

]
−L ≤ l < 0

(D1)

in the main text only second rank (L = 2) functions have been considered, Sl ≡ S2
l . The SLl

can be written in a more compact form as

SLl =
∑
k

Tlk

√
2L+ 1

8π2
DL0,l(Ω) (D2)
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and the unitary matrix T is defined as

T =
1√
2



i 0 . . . 0 . . . 0 −i(−1)L

i 0 . . . 0 . . . 0 −i(−1)L−1

. . .

0 0 . . .
√

2 . . . 0 0

. . .

(−1)−L+1 0 . . . 0 . . . 0 1

(−1)−L 0 . . . 0 . . . 0 1


(D3)

The spectral densities JL
l,l̄

(ω) are defined

Jll̄(ω) = (2L+ 1)〈DL0,l(Ω)∗|(iω + Γ̂)−1|DL
0,l̄

(Ω)ρ〉Q (D4)

while the ’little’ spectral densities jL
l,l̄

(ω) are

jLll̄ (ω) = 8π2〈SLl |(iω + Γ̂)−1|SLl̄ ρ〉Q (D5)

The relations between the two sets for a given ω are listed in Table V

TABLE V. Relations between JL
l,l̄

and jL
l,l̄

JL
l,l̄

l̄ < 0 l̄ = 0 l̄ > 0

l < 0 1
2

[jll̄ − (−1)lj−ll̄ − (−1)l̄jl−l̄ + (−1)l+l̄j−l−l̄] −
i√
2

[jl0 − (−1)lj−l0] − i
2

[jll̄ − (−1)lj−ll̄ + (−1)l̄jl−l̄ − (−1)l+l̄j−l−l̄]

l = 0 i√
2

[j0l̄ − (−1)l̄j0−l̄] j00
1√
2

[j0l̄ + (−1)l̄j0−l̄]

l > 0 i
2

[jll̄ + (−1)lj−ll̄ − (−1)l̄jl−l̄ − (−1)l+l̄j−l−l̄]
1√
2

[jl0 + (−1)lj−l0] 1
2

[jll̄ + (−1)lj−ll̄ + (−1)l̄jl−l̄ + (−1)l+l̄j−l−l̄]

2. Matrix elements of M̂p

We calculate here matrix elements SML
p,ll′ = 〈SLl |M̂p|SLl′ 〉Ω. First we evaluate from stan-

dard expressions the matrix elements with respect to the (normalized) Wigner matrix ele-

ments ML
p,ll̄

= (2L+ 1)〈|M̂p|〉Ω/8π2:

ML
1,ll̄ = −i(c−

L,l̄
δll̄−1 + c+

L,l̄
δll̄+1)

ML
2,ll̄ = −(c−

L,l̄
δll̄−1 − c+

L,l̄
δll̄+1) (D6)

ML
3,ll̄ = −il̄δll̄ (D7)
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where c±L,l =
√
L(L+ 1)− l(l ± 1) and therefore

SML
p,ll̄ =

∑
kk̄

T ∗lkM
L
p,kk̄Tl̄k̄ (D8)

3. Matrix A

Next we evaluate the matrix elements A. The block structure of matrix A is

A =


0 A01 0

0 A11 A12

A20 0 A22

 (D9)

where the first diagonal block has dimensions (2L+ 1)× (2L+ 1), the second diagonal block

(2L + 1)N × (2L + 1)N , the third diagonal block (2L + 1)N2 × (2L + 1)N2. The overall

dimensions of A are (2L+ 1)(1 +N +N2)× (2L+ 1)(1 +N +N2). Explicit non-null matrix

elements are defined as follows

(A01)l,l′j = −ej,ll′

(A11)li,l′j = −λiδijδll′

(A12)li,l′jk = −ek,ll′δij (D10)

(A20)lij,l′ = [F(ωio + ωiotr
)Ftr]ijδll′ = (λS + Sλ)ijδll′

(A22)lij,l′kp = −(λi + λj)δikδjpδll′

where indexes l, l′ run from −L to L, i, j, k, p from 1 to N .

Appendix E: Parametrization of SFB model and MD simulations

As briefly reported in the Results and Discussion Section, the parametrization of the SFB

model followed this protocol. First, the molecule (2 or 8) was minimized in vacuo using the

MMTK software26 and the Amber99 force field.25 The software produced in house, called

SALEM, that implements the SFB model is programmed to automatically carry out the

energy minimization once a PDB file is provided in input. SALEM, will be available as

soon as it will be made user-friendly. MMTK is also employed to compute the Hessian of

26



TABLE VI. Setup conditions for the new MD simulations of 2 and 8 employed for the calculation
of the correlation functions

Parameter Value
Cubic box side length / Å 30
Boundary conditions periodic
Number of water moleculesa 900, 853
Force field CHARMM22 with CMAP correction for the

peptides,36 TIP3P for water
Ensemble NpT
Thermostat Langevin, T = 298.15 K
Barostat Langevin, piston period 200 fs, piston decay

100 fs, p = 1 atm
Non-bonded interactions cut-off / Åb 12.0
Electrostatics particle mesh Ewald, order 6, tolerance 10−5

Integration time step / fsc 2
Dumping frequency each 1 MD step
Minimization steps 5000
Heating time / ps 72
Equilibration time / ns 2
Production time / ns 3×400

aFor (ALA−)2 and (ALA−)8: number of molecules, chosen to reproduce the density of
bulk water at 298.15 K.
bSwitching at 10.0 Å; pairlist set equal to 13.5 Å.
cAll bonds with H atoms were constrained with the SHAKE algorithm.

the energy in Cartesian coordinates. The latter is then converted into internal coordinates

analytically.27 The first three backbone atoms have been selected to build the reference

molecular frame. For the calculation of the friction tensor, these parameters have been

chosen temperature T = 298.15 K, viscosity η = 0.894 cP, stick boundary conditions, and

an effective radius Re = 0.5 Å for the atoms, which is a ’standard’ value when computing the

friction tensor omitting the hydrodynamic interactions between the beads, as it is actually

implemented in SALEM.

New MD trajectories have been computed to calculate the correlation functions reported in

Figs. 9 and 10. For each of the two molecules, 3×400 ns-long MD simulations have been

carried out with NAMD,37 following a standard protocol consisting in energy minimization,

heating, equilibration, and production. Parameters and conditions for the MD simulations

are reported in Table VI.
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FIG. 1. Molecular structures of 2-alanine and 8-alanine, obtained via Molecular Mechanics (cfr. I)

FIG. 2. Real and imaginary parts of j00(ω) for 2 (a) and 8 (b), obtained via k = 1 order perturbation
method (dotted lines), k = 3 order perturbation method (dashed lines) and moments method (full
lines). The real part of the spectral density is positive, the imaginary part is negative. The red
dashed line is shown to easily distinguish positive and negative parts of the ordinate axis.

FIG. 3. Cole-Cole plot of j00(ω) for 2 (a) and 8 (b): k = 1 order perturbation method (dotted
lines), k = 3 order perturbation method (dashed lines) and moments method (full lines). < and =
stand, respectively, for the real and imaginary parts of the spectral density.

FIG. 4. Logarithm of the first 50 real eigenvalues, αi, of matrix A for 2 (a) and 8 (b); the horizontal
lines indicate the corresponding values of di (see Section V, Table III).

FIG. 5. Real part (<) of jll̄(ω) with l, l̄ = 0,±2 for 2: k = 1 order perturbation method (dotted
lines), k = 3 order perturbation method (dashed lines) and moments method (full lines).

FIG. 6. Imaginary part (=) of jll̄(ω) with l, l̄ = 0,±2 for 2: k = 1 order perturbation method
(dotted lines), k = 3 order perturbation method (dashed lines) and moments method (full lines).

FIG. 7. Real part (<) of jll̄(ω) with l, l̄ = 0,±2 for 8: k = 1 order perturbation method (dotted
lines), k = 3 order perturbation method (dashed lines) and moments method (full lines).

FIG. 8. Imaginary (=) part of jll̄(ω) with l, l̄ = 0,±2 for 8: k = 1 order perturbation method
(dotted lines), k = 3 order perturbation method (dashed lines) and moments method (full lines).

FIG. 9. Correlation functions of 2-alanine, obtained via molecular dynamics simulations (full lines),
and via k = 3 order perturbation method (dashed lines). The quantities gl,l̄(t)/gl,l(0) are reported.

FIG. 10. Correlation functions of 8-alanine, obtained via molecular dynamics simulations (full
lines), and via k = 3 order perturbation method (dashed lines). The quantities gl,l̄(t)/gl,l(0) are
reported.

FIG. 11. Visual representation of potential coupling of two selected torsional angles (a and b) of
8: the selected bonds are indicated in cyan, while the coupling with other torsional coordinates is
represented via a color code (red: high value of |ωK |ij , green: low value of |ωK |ij .

FIG. 12. Visual representation of friction coupling of two selected torsional angles (a and b) of
8: the selected bonds are indicated in cyan, while the coupling with other torsional coordinates is
represented via a color code (red: high value of |ωK |ij , green: low value of |ωK |ij .
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