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#### Abstract

We study a family of context-free languages that reduce to $\varepsilon$ in the free group and give several homomorphic characterizations of indexed languages relevant to that family.
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## 1. Introduction

The well known Chomsky-Schützenberger theorem [1] states that every contextfree language $L$ can be represented as $L=h\left(R \cap \mathcal{D}_{k}\right)$, for some integer $k$, regular set $R$ and homomorphism $h$. The set $\mathcal{D}_{k}$ used in this expression, called Dyck language, is the set of well-bracketed words over $k$ pairs of brackets. Equivalently, every context-free language can be written $L=h\left(g^{-1}\left(\mathcal{D}_{2}\right) \cap R\right)$, for some regular set $R$, and homomorphisms $h$ and $g$. Combined with Nivat's characterization of rational transductions, this means that any context-free language can be obtained by applying a rational transduction to $\mathcal{D}_{2}$.

Let us consider wider families of languages. Maslov defines in [2] an infinite hierarchy of languages included in recursively enumerable languages. The level 1 consists of context-free languages and the level 2 of indexed languages (initially defined by Aho [3]). Known as higher order languages since the last decades, the languages of the hierarchy and derived objects as higher order trees [4], higher order schemes [5], or higher order graphs [6], are used to model programming languages and are in the core of recent researches in program verification [7].

It is stated in [8] and proved in [9] that each level $\mathcal{L}_{k}$ of the hierarchy is a principal full trio generated by a language $M_{k} \in \mathcal{L}_{k}$. This means that each language in $\mathcal{L}_{k}$ is the image of $M_{k}$ by a rational transduction. Roughly speaking, the language $M_{k}$ consists of words composed by $k$ embedded Dyck words and can be viewed as a generalization of the Dyck language. Indeed it gives a description of derivations of an indexed grammar of level $k$, in the same way that the Dyck language encodes derivations of a context-free grammar.

[^0]This latter characterization describes $\mathcal{L}_{k}$ from a single language $M_{k}$, but this one is very complicated as soon as $k \geq 2$, as the majority of higher order languages. To better understand higher order languages, we think that it is necessary to characterize them using more
simple objects. So, we may wonder whether it is possible to give versions of the Chomsky-Schützenberger theorem and a characterization by transduction of the level $k+1$ of the hierarchy, using only the level $k$ of the hierarchy. The fundamental point is then to identify mechanisms that bridge the level $k$ to the level $k+1$.

In this paper, we solve the problem for the class IL of Indexed Languages (the level 2 of the hierarchy). In order to localize the problem, let us remark that from [10], recursively enumerable languages are sets that can be written as $L=h\left(K \cap \mathcal{D}_{k}\right)$ where $K$ is a context-free language, and $h$ a homomorphism. So if we want a homomorphic characterization of IL using only context-free or regular languages, we would have to consider a restricted class of context-free languages.

For this purpose, we introduce the class of $\varepsilon$-Reducible Context-Free Languages ( $\varepsilon$-CFLs). Informally, there are context-free languages defined over parenthesis alphabets ( $\Gamma \cup \bar{\Gamma}$ where $\bar{\Gamma}$ is a copy of $\Gamma$ ) and generated by context-free grammars whose productions have the form

$$
X \longrightarrow \alpha X_{1} \ldots X_{n} \bar{\alpha} \text { or } X \longrightarrow \bar{\alpha} X_{1} \ldots X_{n} \alpha, \alpha \in \Gamma, n \geq 0 .
$$

Then every $\varepsilon$-CFL is included in the set $\mathcal{T}_{\Gamma}$ of two-sided Dyck words over $\Gamma$ : words that reduce to $\varepsilon$ by the reduction $\{a \bar{a} \rightarrow \varepsilon, \bar{a} a \rightarrow \varepsilon\}_{a \in \Gamma}$. Note that $\varepsilon$-CFLs are a generalization of pure balanced context-free languages defined in [11], which are languages generated by grammars whose set of productions is a (possibly infinite) regular set of rules of the form $X \longrightarrow \alpha X_{1} \ldots X_{n} \bar{\alpha}$, where $\alpha \in \Gamma$ and $n \geq 1$.

We extend $\varepsilon$-CFLs to transductions: an $\varepsilon$-Reducible Context-Free Transduction ( $\varepsilon$-CFT) is a context-free transduction whose domain is an $\varepsilon$-CFL. Using these objects, we obtain generalizations of the Chomsky-Schützenberger theorem. Indexed languages are:

- the images of $\mathcal{D}_{2}$ by $\varepsilon$-reducible context-free transductions (Theorem 5.6);
- sets $h\left(Z \cap \mathcal{D}_{k}\right)$; where $k$ is an integer, $Z$ an $\varepsilon$-CFL, and $h$ a homomorphism (Theorem 5.10).
Beyond these main results, we study the class of $\varepsilon$-CFLs: we explore closure properties and express $\varepsilon$-CFLs using $\varepsilon$-safe homomorphisms which are homomorphisms that preserve the class. We establish a Chomsky-Schützenberger-like Theorem: $\varepsilon$-CFLs are languages that can be represented as $L=g\left(R \cap \mathcal{D}_{k}\right)$ for some integer $k$, regular language $R$, and $\varepsilon$-safe homomorphism $g$. We also prove that there exist context-free languages included in $\mathcal{T}_{\Gamma}$ that are not $\varepsilon$-CFLs, and establish some undecidability results.

Concerning $\varepsilon$-CFTs, we give a Nivat-like characterization: there are relations that can be represented as $\left\{(g(x), h(x)) \mid x \in R \cap \mathcal{D}_{k}\right\}$ for some integer $k$, regular language $R$, homomorphism $h$ and $\varepsilon$-safe homomorphism $g$. This leads to another homomorphic characterization of indexed languages: there are languages that can be written $h\left(g^{-1}\left(\mathcal{D}_{2}\right) \cap R \cap \mathcal{D}_{k}\right)$, for some integer $k$, regular language $R$, homomorphism $h$ and $\varepsilon$-safe homomorphism $g$ (Corollary 5.9).

Related works. Similar homomorphic characterizations have been given for subclasses of indexed languages: by Weir [12] for linear indexed languages, by Kanazawa [13] and Sorokin [14] for yields of tree languages generated by simple context-free grammars. The main difference is that in their cases, the homomorphism $g$ is not $\varepsilon$-safe, but is fixed in function of $k$.

Homomorphic characterizations of indexed languages can be found in [15, 16, 17]. In particular, in [15], authors introduced the class of $\varepsilon$-CFLs by means of grammars that can be viewed as normal forms of the grammars presented here, and proposed homomorphic characterizations similar to ours. However, we propose here a broader and more general approach.

In [18], authors prove that the family of linear indexed languages form a principal full trio and give a generator of the family.

Overview. Section 1 introduces a few notations. Section 2 is devoted to the study of $\varepsilon$-CFLs. After introducing necessary notions, we define the class of $\varepsilon$-CFLs by means of context-free grammars. We then study their closure properties, and give a Chomsky-Schützenberger-like characterization. We then compare $\varepsilon$-CFLs with the class of twosided Dyck context-free languages (TCFLs), which are context-free languages included in $\mathcal{T}_{\Gamma}$. We conclude by exploring some decidability problems. In Section 3, we extend our definition to transductions : we define the class of $\varepsilon$-CFTs which are context-free transductions whose domain is an $\varepsilon$-CFL. After a subsection giving background on transductions, we give a Nivat-like characterization of $\varepsilon$-CFTs. Section 4 is devoted to indexed languages. After introducing indexed grammars, we prove that indexed languages are images of the Dyck language by $\varepsilon$-CFTs and deduce several homomorphic characterizations. We also define an indexed language that generate the full trio of indexed languages. In the last section, we define the class of two-sided Dyck context-free transducers (TCFT) which are context-free transductions whose domain is a TCFL. We prove that a language is indexed iff it is the image of the Dyck language by a TCFT.

## 2. Notations

Throughout the paper, we will use the following conventions. Every mapping $f$ : $A \rightarrow B$, will by extend into a map over subsets of $A$ : for all $X \subseteq A, f(A)=\{f(x) \mid x \in$ $X\}$.

Given two alphabets $A$ and $B$, where $B \subseteq A, \pi_{A, B}: A^{*} \rightarrow B^{*}$ is the morphism defined by $a \notin B \mapsto \varepsilon$, and $a \in B \mapsto a$. By abuse of notation, we will often use the notation $\pi_{B}$, rather than $\pi_{A, B}$, without specify the domain alphabet $A$.

## 3. Epsilon-Reducible Context-Free Languages

We introduce the class of $\varepsilon$-reducible Context-Free Languages ( $\varepsilon$-CFLs). Each $\varepsilon$-CFL over an alphabet $\Gamma$ is a language over the alphabet $\Gamma \cup \bar{\Gamma}$ where $\bar{\Gamma}$ is a copy of $\Gamma$, and is included in the set of two-sided Dyck words over $\Gamma$, that is, in the set of words that reduce to $\varepsilon$ via the rewriting system $\{\alpha \bar{\alpha} \longrightarrow \varepsilon, \bar{\alpha} \alpha \longrightarrow \varepsilon \mid \alpha \in \Gamma\}$. We propose a rather complete study of this class: characterizations, closure properties, a Chomsky-Schützenberger-like homomorphic characterization, comparison with other classes and
decidability problems. We assume the reader to be familiar with context-free grammars and languages (see [19] for example), and present below a few necessary notions on Dyck languages.

### 3.1. Dyck and Two-Sided Dyck languages

Given an alphabet $\Gamma$, we denote by $\bar{\Gamma}$ a disjoint copy $\bar{\Gamma}=\{\bar{a} \mid a \in \Gamma\}$ of it, and by $\widehat{\Gamma}$ the set $\Gamma \cup \bar{\Gamma}$. We adopt the following conventions: $\overline{\bar{a}}=a$ for all $a \in \Gamma, \bar{\varepsilon}=\varepsilon$ and for any word $u=\alpha_{1} \cdots \alpha_{n} \in \widehat{\Gamma^{*}}, \bar{u}=\overline{\alpha_{n}} \cdots \overline{\alpha_{1}}$.

Let us consider the reduction systems $S=\{a \bar{a} \rightarrow \varepsilon, \bar{a} a \rightarrow \varepsilon \mid a \in \Gamma\}$ and $S_{+}=$ $\{a \bar{a} \rightarrow \varepsilon \mid a \in \Gamma\}$. As $S$ and $S_{+}$are confluent, each word $w$ is equivalent $\left(\bmod \leftrightarrow_{S}^{*}\right)$ to a unique $S$-irreductible word denoted $\rho(w)$ and is equivalent $\left(\bmod \leftrightarrow S_{+}{ }^{*}\right)$ to a unique $S_{+}$-irreducible word denoted $\rho^{+}(w)$.

For instance, if $w=a \bar{b} c \bar{c} d \bar{d} b$, then $\rho(w)=a$ and $\rho^{+}(w)=a \bar{b} b$. Note that for all $u \in \widehat{\Gamma}^{*}, \rho(u \bar{u})=\rho(\bar{u} u)=\varepsilon$. The confluence of the systems $S$ and $S_{+}$implies that:

Lemma 3.1. For all $u_{1}, u_{2}, u_{3} \in \widehat{\Gamma}^{*}, \rho\left(u_{1} u_{2} u_{3}\right)=\rho\left(u_{1} \rho\left(u_{2}\right) u_{3}\right)$ and $\rho^{+}\left(u_{1} u_{2} u_{3}\right)=$ $\rho^{+}\left(u_{1} \rho^{+}\left(u_{2}\right) u_{3}\right)$.

The set of all words $u \in \widehat{\Gamma}^{*}$ such that $\rho(u)=\varepsilon$ is denoted $\mathcal{T}_{\Gamma}$; it is the so-called two-sided Dyck language over $\Gamma$. The Dyck language over $\Gamma$, denoted $\mathcal{D}_{\Gamma}$, is the set of all $u \in \mathcal{T}_{\Gamma}$, such that for every prefix $v$ of $u: \rho(v) \in \Gamma^{*}$, or equivalently, the set of all $u \in \mathcal{T}_{\Gamma}$, such that $\rho^{+}(u)=\varepsilon$. We will also write $\mathcal{D}_{k}$, to refer to the set of Dyck words over any alphabet of size $k \geq 1$.
The decomposition properties of Dyck words and two-sided Dyck words gives an inductive definition of the languages $\mathcal{D}_{\Gamma}$ and $\mathcal{T}_{\Gamma}$ that will allow to make proofs by structural induction.

Lemma 3.2 (Decomposition properties). Let $u \in \widehat{\Gamma}^{*}$, then $u \in \mathcal{D}_{\Gamma}$ (resp. $u \in \mathcal{T}_{\Gamma}$ ) iff one of the following case holds:

1. $u=\varepsilon$
2. there are two nonempty words $u_{1}, u_{2} \in \mathcal{D}_{\Gamma}$ (resp. $u_{1}, u_{2} \in \mathcal{T}_{\Gamma}$ ) such that $u=u_{1} u_{2}$;
3. there is a symbol $\alpha \in \Gamma$ (resp. $\alpha \in \widehat{\Gamma}$ ) and a word $v \in \mathcal{D}_{\Gamma}$ (resp. $v \in \mathcal{T}_{\Gamma}$ ) such that $u=\alpha v \bar{\alpha}$.

Proof. We prove the case of two-sided Dyck words, that of Dyck words is similar. Because of Lemma 3.1, every word $u \in \widehat{\Gamma}^{*}$ satisfying one of the cases 1,2 or 3 belongs to $\mathcal{T}_{\Gamma}$. Conversely, let us consider a word $u \in \mathcal{T}_{\Gamma}$. If $u=\varepsilon$ then $u$ satisfies the case 1. Otherwise, $u=\alpha v$, with $\alpha \in \widehat{\Gamma}$ and $v \in \widehat{\Gamma}^{*}$. From definition, there exists then a decomposition of $v$ in $v=v_{1} \bar{\alpha} v_{2}$ with $v_{1}, v_{2} \in \mathcal{T}_{\Gamma}$. In particular, if $v_{2} \neq \varepsilon$, then $u$ satisfies the case 2 (by choosing $u_{1}$ to be $\alpha v_{1} \bar{\alpha}$ and $u_{2}$ to be $v_{2}$ ). Otherwise, it satisfies the case 3 .

### 3.2. Epsilon-Reducible Context-Free Languages and Grammars

We introduce the class of $\varepsilon$-reducible context-free languages using a syntactic restriction of context-free grammars. Let us first fix a few notations regarding context-free grammars.

A context-free grammar (CFG) is a structure $G=(N, T, S, P)$ where $N$ is the set of non-terminals, $T$ the set of terminals, $S$ the initial non-terminal and $P$ the set of productions. We call sentence a word over $N \cup T$ (denoted by symbols $\Omega, \Omega_{1}, \Omega_{2}, \ldots$ ). The set of terminal words derived from a non-terminal $X \in N$ is

$$
\mathcal{L}_{G}(X)=\left\{u \in T^{*} \mid X \xrightarrow{*}_{G} u\right\} .
$$

The context-free language (CFL) generated by $G$ is then $\mathcal{L}_{G}=\mathcal{L}_{G}(S)$.
Recall that every CFL can be generated by a context-free grammar in (weak) Chomsky normal form. That is, such that every production $X \longrightarrow \Omega$ satisfies $\Omega \in N^{*} \cup \Sigma^{*}$.

Definition 3.3. An $\varepsilon$-Reducible Context-Free Grammar ( $\varepsilon$-CFG) is a context free grammar $G=(N, T, S, P)$ such that $T=\widehat{\Gamma}$ for some alphabet $\Gamma$ and every production is of the form:

$$
X \longrightarrow \omega \Omega \bar{\omega}, \quad \text { with } \omega \in \widehat{\Gamma}^{*}, \text { and } \Omega \in N^{*}
$$

An $\varepsilon$-Reducible Context-Free Language ( $\varepsilon$-CFL) is a language that can be generated by an $\varepsilon$-CFG. The class of all $\varepsilon$-CFLs included in $\widehat{\Gamma}^{*}$ is denoted $E C F L(\Gamma)$.

The sets $\mathcal{D}_{\Gamma}$ and $\mathcal{T}_{\Gamma}$ belong to $E C F L(\Gamma)$. Indeed, using the Decomposition property, one can easily checked that $\mathcal{D}_{\Gamma}$ is generated by the productions

$$
S \longrightarrow S S|a S \bar{a}| \varepsilon, \text { for } a \in \Gamma
$$

and that $\mathcal{T}_{\Gamma}$ is generated by the productions

$$
S \longrightarrow S S|\alpha S \bar{\alpha}| \varepsilon, \text { for } \alpha \in \widehat{\Gamma} .
$$

The following will be used as running example throughout the paper.
Example 3.4. Let $G=(N,\{\alpha, \beta, \bar{\alpha}, \bar{\beta}\}, S, P)$ be the $\varepsilon$-CFG whose productions are: $S \longrightarrow \beta X \bar{\beta}, \quad X \longrightarrow \alpha X \bar{\alpha}+Y, \quad Y \longrightarrow \bar{\alpha} Y Z \alpha+\bar{\beta} \beta, \quad Z \longrightarrow \bar{\alpha} Z \alpha+\bar{\beta} \beta$.

One can easily check that:

$$
\begin{array}{ll}
\mathcal{L}_{G}(Z)=\bigcup_{n \geq 0} \bar{\alpha}^{n} \bar{\beta} \beta \alpha^{n}, & \mathcal{L}_{G}(Y)=\bigcup_{n \geq 0} \bar{\alpha}^{n} \beta \bar{\beta}\left(\prod_{i=1}^{n} \mathcal{L}_{G}(Z) \alpha\right), \\
\mathcal{L}_{G}(S)=\beta \mathcal{L}_{G}(X) \bar{\beta}, & \mathcal{L}_{G}(X)=\bigcup_{n \geq 0} \alpha^{n} \mathcal{L}_{G}(Y) \bar{\alpha}^{n} .
\end{array}
$$

It follows that: $\mathcal{L}_{G}=\bigcup_{n, m, r_{1}, \ldots r_{m} \geq 0} \beta \alpha^{n} \bar{\alpha}^{m} \bar{\beta} \beta\left(\prod_{i=1}^{m} \bar{\alpha}^{r_{i}} \bar{\beta} \beta \alpha^{r_{i}+1}\right) \bar{\alpha}^{n} \bar{\beta}$.
We establish now that $\varepsilon$-CFLs can be characterized using a semantic restriction of context-free grammars: a language is an $\varepsilon$-CFL iff it can be generated by a grammar $G$ such that for every non-terminal $X, \mathcal{L}_{G}(X) \subseteq \mathcal{T}_{\Gamma}$. This implies in particular that every $\varepsilon$-CFL is included in $\mathcal{T}_{\Gamma}$.

Proposition 3.5. Given $L \subseteq \widehat{\Gamma}^{*}$, the following properties are equivalent:

1. Lis an $\varepsilon$ - CFL;
2. there is a context-free grammar $G=(N, \widehat{\Gamma}, P, S)$ such that $\mathcal{L}_{G}=L$ and for all $X \in N: \mathcal{L}_{G}(X) \subseteq \mathcal{T}_{\Gamma} ;$
3. there is a context-free grammar $G=(N, \widehat{\Gamma}, P, S)$ such that $\mathcal{L}_{G}=L$ and for all $X \longrightarrow \Omega \in P: \pi_{\stackrel{\rightharpoonup}{\Gamma}}(\Omega) \in \mathcal{T}_{\Gamma}$.
Proof.
Assertion $(1 \Rightarrow 2)$ comes easily from Lemma 3.1.
For $(2 \Rightarrow 3)$ we consider a context-free grammar $G=(N, \widehat{\Gamma}, P, S)$ such that for all $X \in N: \mathcal{L}_{G}(X) \subseteq \mathcal{T}_{\Gamma}$. Removing unused productions and nonterminals, we can also suppose that for all $X \in N, \mathcal{L}_{G}(X) \neq \emptyset$. For each production $X \longrightarrow \omega_{1} X_{1} \omega_{2} \ldots \omega_{n} X_{n} \omega_{n+1} \in$ $P$, there are then $u_{1}, \ldots, u_{n} \in \mathcal{T}_{\Gamma}$ such that $\omega_{1} u_{1} \omega_{2} \ldots \omega_{n} u_{n} \omega_{n+1} \in \mathcal{T}_{\Gamma}$. Using Lemma 3.1, $\rho\left(\omega_{1} u_{1} \omega_{2} \ldots \omega_{n} u_{n} \omega_{n+1}\right)=\rho\left(\omega_{1} \cdots \omega_{n+1}\right)$ and then $\omega_{1} \cdots \omega_{n+1} \in \mathcal{T}_{\Gamma}$.

For $(3 \Rightarrow 1)$, we consider a context-free grammar $G=(N, \widehat{\Gamma}, P, S)$ such that for all $X \longrightarrow \Omega \in P: \pi_{\overparen{\Gamma}}(\Omega) \in \mathcal{T}_{\Gamma}$. We transform $G$ into an equivalent $\varepsilon$-CFG by applying the following process that transform iteratively each production $p: X \longrightarrow \Omega$, according to the Decomposition Property over $v_{p}=\pi_{\overparen{\Gamma}}(\Omega)$ :

1. if $v_{p}=\varepsilon$ (that is, $\Omega \in N^{*}$ ), or $\Omega=\alpha Y \bar{\alpha}, Y \in N, \alpha \in \widehat{\Gamma}$, do not modify $p$;
2. else, if $v_{p}$ is decomposable in $v_{p}=v_{1} v_{2}$, with $v_{1}, v_{2} \neq \varepsilon$ and $v_{1}, v_{2} \in \mathcal{T}_{\Gamma}$, we choose a decomposition $\Omega=\Omega_{1} \Omega_{2}$ such that $\pi_{\overparen{\Gamma}}\left(\Omega_{1}\right)=v_{1}$ and $\pi_{\overparen{\Gamma}}\left(\Omega_{2}\right)=v_{2}$ and we replace $p$ by the productions $X \longrightarrow Y_{1} Y_{2}, Y_{1} \longrightarrow \Omega_{1}$ and $Y_{2} \longrightarrow \Omega_{2}$, where $Y_{1}, Y_{2}$ are fresh nonterminal symbols.
3. else, $v_{p}=\alpha v \bar{\alpha}$, with $v \in \mathcal{T}_{\Gamma}$ and $\alpha \in \widehat{\Gamma}$. In this case $\Omega$ can be decomposed as follows: $\Omega=\Omega_{1} \alpha \Omega_{2} \bar{\alpha} \Omega_{3}$, with $\Omega_{1}, \Omega_{3} \in N^{*}$, and $\pi_{\Gamma}\left(\Omega_{2}\right)=v$. We replace then $p$ by the productions $X \longrightarrow Y_{1} Y_{2} Y_{3}, Y_{1} \longrightarrow \Omega_{1}, Y_{2} \longrightarrow \alpha Z \bar{\alpha}, Y_{3} \longrightarrow \Omega_{3}$ and $Z \longrightarrow \Omega_{2}$ where $Y_{1}, Y_{2}, Y_{3}$ and $Z$ are fresh nonterminal symbols.
Remark that each step of the iteration preserves the property that for all $X \longrightarrow \Omega \in P$ : $\pi_{\overparen{\Gamma}}(\Omega) \in \mathcal{T}_{\Gamma}$. Obviously, the process terminates and gives an $\varepsilon$-CFG equivalent to $G$.

### 3.3. Closure properties

In this part we prove that $\varepsilon$-reducible context-free languages enjoy similar closures properties than context-free languages. The main difference being that, of course, $\varepsilon$-CFLs are not closed under homomorphism, nor inverse homomorphisms. We will however introduce a class of homomorphisms that preserves the family of $\varepsilon$-CFLs.

Proposition 3.6. The class of $\varepsilon$-CFLs is closed under union, intersection with a regular language, concatenation and Kleene star.

Proof. The class of $\varepsilon$-CFLs is obviously closed under union, concatenation and Kleene star. Only the closure under intersection with a regular language remains to prove.
Consider a language $L$ generated by an $\varepsilon$ - $\mathrm{CFG} G=(N, \widehat{\Gamma}, P, S)$ and a regular language $R$. Since $R$ is rational, there is a finite monoid $M$, a monoid morphism $\mu: \widehat{\Gamma}^{*} \rightarrow M$ and $H \subseteq M$ such that $R=\mu^{-1}(H)$. We construct the $\varepsilon$-CFG $G^{\prime}=\left(N^{\prime}, \widehat{\Gamma}, P^{\prime}, S^{\prime}\right)$ where $N^{\prime}=\left\{X_{m} \mid X \in N, m \in M\right\} \cup\left\{S^{\prime}\right\}$ and $P^{\prime}$ is the set of all productions:

- $X_{m} \longrightarrow \alpha X_{1, m_{1}} \cdots X_{n, m_{n}} \bar{\alpha}$ such that $X \longrightarrow \alpha X_{1} \cdots X_{n} \bar{\alpha} \in P$ and $m=\mu(\alpha) m_{1} \cdots m_{n} \mu(\bar{\alpha})$
- $S^{\prime} \longrightarrow S_{m}$ for every $m \in H$.

Then for every $u \in \widehat{\Gamma}^{*}$, for every $X \in N$ and $m \in M$ :

$$
X_{m} \xrightarrow{*}_{G^{\prime}} u \text { iff } X \xrightarrow{*}{ }_{G} u \text { and } \mu(u)=m .
$$

It follows that $\mathcal{L}_{G^{\prime}}=L \cap \mu^{-1}(H)=L \cap R$.
An immediate consequence of Proposition 3.6 is that every regular language included in $\mathcal{T}_{\Gamma}$ is $\varepsilon$-reducible since it can be written as the intersection of $\mathcal{T}_{\Gamma}$ with itself.

Lemma 3.7. Every regular language included in $\mathcal{T}_{\Gamma}$ is an $\varepsilon$ - $C F L$.
The family of $\varepsilon$-CFLs is obviously not closed under homomorphisms - at least, not without any restriction on the applied homomorphisms. In what follows, we introduce a class of homomorphisms that preserve the " $\varepsilon$-reducibility".

Definition 3.8. A homomorphism $g: \widehat{\Sigma}^{*} \rightarrow \widehat{\Gamma}^{*}$ is said to be $\varepsilon$-safe if for all $u \in \widehat{\Sigma}^{*}$, $\rho(u)=\varepsilon$ implies $\rho(g(u))=\varepsilon$.

In other words, $g$ is $\varepsilon$-safe iff for all $\alpha \in \widehat{\Sigma}, \rho(g(\bar{\alpha}))=\rho(\overline{g(\alpha)})$.
Example 3.9. The homomorphism $g: \alpha \in \Gamma \mapsto \alpha \bar{\alpha} ; \bar{\alpha} \in \bar{\Gamma} \mapsto \varepsilon$ is $\varepsilon$-safe.
Lemma 3.10. For every $\varepsilon$-safe homomorphism $g: \widehat{\Sigma}^{*} \rightarrow \widehat{\Gamma}^{*}: g\left(\mathcal{T}_{\Sigma}\right) \subseteq \mathcal{T}_{\Gamma}$.
Proof. By a trivial induction on the structure of words in $\mathcal{T}_{\Sigma}$.
A homomorphism $h: A^{*} \rightarrow B^{*}$ is said to be alphabetic if for every $a \in A, h(a) \in B \cup\{\varepsilon\}$. Obviously, if an $\varepsilon$-safe homomorphism $g: \widehat{\Sigma}^{*} \rightarrow \widehat{\Gamma}^{*}$ is alphabetic, then for all $\alpha \in \widehat{\Sigma}$ : $g(\bar{\alpha})=\overline{g(\alpha)}$. Therefore, when defining alphabetic $\varepsilon$-safe homomorphisms, we will generally just mention their mapping from the positive alphabet ( $\Sigma$ in this case).

Proposition 3.11. The class of $\varepsilon$-CFLs is closed under $\varepsilon$-safe homomorphism.
Proof. Consider a language $L$ generated by an $\varepsilon$-CFG $G=(N, \widehat{\Gamma}, P, S)$ and a $\varepsilon$-safe homomorphism $g: \widehat{\Gamma}^{*} \rightarrow \widehat{\Sigma}^{*}$. By replacing every production $X \longrightarrow u \Omega \bar{u}$ (with $\Omega \in N^{*}$ ) by $X \longrightarrow g(u) \Omega g(\bar{u})$, we obtain a context-free grammar generating $g(L)$ and such that every production $X \longrightarrow \Omega$ satisfies $\pi_{\bar{\Sigma}}(\Omega) \in \mathcal{T}_{\Sigma}$ (from Lemma 3.10). According to Proposition 3.5, $g(L)$ is $\varepsilon$-reducible.

Definition 3.12 (Quotient). Given a language $L \subseteq \Sigma^{*}$ and a word $w \in \Sigma^{*}$, we define:

- the right quotient of $L$ by $w: L \cdot w^{-1}=\{u \mid u w \in L\}$;
- the left quotient of $L$ by $w: w^{-1} \cdot L=\{u \mid w u \in L\}$.

Context-free languages are closed under quotient by a word $w$. It is also true for $\varepsilon$-CFLs as soon as $\rho(w)=\varepsilon$.

Proposition 3.13. Let $L \in E C F L(\Gamma)$. For every $w \in \mathcal{T}_{\Gamma}: L \cdot w^{-1}$ and $w^{-1} \cdot L$ belong to $E C F L(\Gamma)$.

Proof. We present the proof for the right product, the left product case is symmetrical. Suppose $L$ to be generated by an $\varepsilon$-CFG $G=(N, \widehat{\Gamma}, P, S)$. We transform $G$ in an equivalent grammar under Chomsky normal form $G=\left(N^{\prime}, \widehat{\Gamma}, P, S\right)$ : for all $\alpha \in \widehat{\Gamma}$, we introduce a new nonterminal symbol $X_{\alpha}$, we replace $\alpha$ by $X_{\alpha}$ in each production and we add productions $X_{\alpha} \longrightarrow \alpha$.

We define now $R_{w}$ to be the set of all $\Omega \in N^{*}$ such that $S \xrightarrow{*}{ }_{G^{\prime}} \Omega^{\prime} \longrightarrow_{G^{\prime}} \Omega w$ by a rightmost derivation such that $w$ is not a suffix of $\Omega^{\prime}$ (this means that the last step of the derivation has derived the first letter of $w$ ). It is folklore that $R_{w}$ is regular. In addition, from definition of $R_{w},\left\{u \in \Sigma^{*} \mid \Omega \xrightarrow{*} G_{G^{\prime}} u, \Omega \in R_{w}\right\}=L \cdot w^{-1}$.

We consider now the morphism $g: N^{\prime} \rightarrow N \cup \widehat{\Gamma}$ that replace all nonterminals $X_{\alpha}$ by $\alpha$, and define $Q=g\left(R_{w}\right)$. Obviously we get:
Claim 1. $Q$ is regular and $L \cdot w^{-1}=\left\{u \in \widehat{\Gamma^{*}} \mid \Omega \xrightarrow{*}_{G} u, \Omega \in Q\right\}$.
Then, for every $\Omega \in Q$, and every $u \in \widehat{\Gamma}^{*}$ such that $\Omega \xrightarrow{*}_{G} u, u w \in \mathcal{T}_{\Gamma}$. It follows that $u \in \mathcal{T}_{\Gamma}$, and since $G$ is an $\varepsilon$-CFG, $\pi_{\Gamma}(\Omega) \in \mathcal{T}_{\Gamma}$. In other words:

Claim 2. $\pi_{\Gamma}(Q) \subseteq \mathcal{T}_{\Gamma}$.
Consider now the morphism $\mu:(N \cup \widehat{\Gamma})^{*} \rightarrow(\widehat{N} \cup \widehat{\Gamma})^{*}$ defined by $X \in N \mapsto X \bar{X}$ and $\alpha \in \widehat{\Gamma} \mapsto \alpha$. From Claims 1 and 2, the language $\mu(Q)$ is regular and included in $\mathcal{T}_{N \cup \Gamma}$. It is then also an $\varepsilon$-CFL from Lemma 3.7.

Let $G_{w}=\left(N_{w}, \widehat{N} \cup \widehat{\Gamma}, P_{w}, S_{w}\right)$ be an $\varepsilon$-CFG generating $\mu(Q)$, we define the context free grammar $G^{\prime}=\left(N^{\prime}, \widehat{\Gamma}, P_{w} \cup P \cup P^{\prime}, S_{w}\right)$, where $N^{\prime}=N \cup N_{w} \cup \bar{N}$ and $P^{\prime}=\{\bar{X} \longrightarrow$ $\varepsilon, X \in N\}$.

From construction, $S_{w} \xrightarrow{*}_{G^{\prime}} u$ iff there is $\Omega \in Q$ such that $\Omega \xrightarrow{*}_{G} u$ iff ( from Claim 1) $u \in L \cdot w^{-1}$. Then :
Claim 3. $\mathcal{L}_{G^{\prime}}=L \cdot w^{-1}$.
We conclude by emphasizing that for any production $X \longrightarrow \Omega \in P^{\prime}, \pi_{\overparen{\Gamma}}(\Omega) \in \mathcal{T}_{\Gamma}$ and hence from Proposition 3.5, $\mathcal{L}_{G^{\prime}}$ is an $\varepsilon$-CFL.

Another well known property of context-free language is the closure under reversal. Given a word $w=\alpha_{1} \cdots \alpha_{n}$, the reversal of $w$ is $w^{R}=\alpha_{n} \cdots \alpha_{1}$. The reversal of a language $L$ is $L^{R}=\left\{w^{R} \mid w \in L\right\}$.

Proposition 3.14. The class of $\varepsilon$-CFLs is closed under reversal.
Proof. The proof is similar to that of closure under reversal of context-free languages. Given an $\varepsilon$-CFG $G=(N, \widehat{\Gamma}, P, S)$, we define $G^{\prime}=\left(N, \widehat{\Gamma}, P^{R}, S\right)$ where $P^{R}$ is the set of productions $X \longrightarrow \Omega^{R}$, for $X \longrightarrow \Omega \in P$. Clearly, $G^{\prime}$ is an $\varepsilon$-CFG and we can check by induction on length of derivations that for all $X \in N, X \xrightarrow{*}_{G} w \in \widehat{\Gamma}^{*}$ iff $X \xrightarrow{*}{ }_{G^{\prime}} w^{R}$. It follows that $\mathcal{L}_{G^{\prime}}=\mathcal{L}_{G}{ }^{R}$.

We show now that every context-free language $L$ can be mapped to an $\varepsilon$-CFL by a homomorphism. This property will be used in several proofs.

Lemma 3.15. Let $L \subseteq \Sigma^{*}$ be a context-free language and $\mu: \Sigma^{*} \rightarrow \widehat{\Gamma}^{*}$ be a homomorphism such that : for all $\alpha \in \Sigma, \mu(\alpha) \in \mathcal{T}_{\Gamma}$. The language $\mu(L)$ is an $\varepsilon$ - $C F L$.

Proof. Suppose $L$ to be generated by a context-free grammar $G=(N, \Sigma, P, S)$ in Chomsky normal form. Replacing every production $X \longrightarrow u, u \in \Sigma \cup\{\varepsilon\}$ by $X \longrightarrow$ $\mu(u)$, we get a context-free grammar generating $\mu(L)$ and in which every nonterminal $X$ generates only words in $\mathcal{T}_{\Gamma}$, that is, from Proposition $3.5, \mu(L)$ is an $\varepsilon$-CFL.

Proposition 3.16. For all $\Gamma$, the class $E C F L(\Gamma)$ is not closed under intersection nor complement in $\mathcal{T}_{\Gamma}$.

Proof. Suppose that $E=L_{1} \cap L_{2}$ where $L_{1}, L_{2} \in \Gamma^{*}$ are context-free languages, and $E$ is not context-free (such languages exist since context-free languages are not closed under intersection). Let $\mu: \Gamma^{*} \rightarrow \widehat{\Gamma}^{*}$ be the morphism defined by $\alpha \mapsto \alpha \bar{\alpha}$, and $\pi_{\Gamma}$ be the projection of $\widehat{\Gamma}^{*}$ into $\Gamma^{*} ; E$ can be written:

$$
E=\pi_{\Gamma}\left(\mu\left(L_{1}\right) \cap \mu\left(L_{2}\right)\right)
$$

since $\mu$ is injective and $\pi_{\Gamma} \circ \mu$ is the identity map.
The sets $\mu\left(L_{1}\right)$ and $\mu\left(L_{2}\right)$ are $\varepsilon$-CFLs (see Lemma 3.15) but $\mu\left(L_{1}\right) \cap \mu\left(L_{2}\right)$ is not context-free since context-free languages are closed under homomorphism. It follows that $\mu\left(L_{1}\right) \cap \mu\left(L_{2}\right)$ is not an $\varepsilon$-CFL and then $E C F L(\Gamma)$ is not closed under intersection.

Now, let $L_{1}, L_{2}$ be two $\varepsilon$-CFLs. Since $L_{1}, L_{2} \subseteq \mathcal{T}_{\Gamma}$, we have:

$$
L_{1} \cap L_{2}=\mathcal{T}_{\Gamma}-\left(\left(\mathcal{T}_{\Gamma}-L_{1}\right) \cup\left(\mathcal{T}_{\Gamma}-L_{2}\right)\right)
$$

Since $\operatorname{ECFL}(\Gamma)$ is closed under union, if it is closed under complement in $\mathcal{T}_{\Gamma}$, it is also closed under intersection. Then $\operatorname{ECFL}(\Gamma)$ is not closed under complement in $\mathcal{T}_{\Gamma}$.

### 3.4. A Chomsky-Schützenberger-like theorem for $\varepsilon$-CFLs

The Chomsky-Schützenberger theorem states that a language $L \subseteq \Sigma^{*}$ is contextfree iff there is an alphabet $\Gamma$, a regular set $R \subseteq \widehat{\Gamma}^{*}$, and a homomorphism $h: \widehat{\Gamma}^{*} \rightarrow \Sigma^{*}$ such that

$$
L=h\left(R \cap \mathcal{D}_{\Gamma}\right) .
$$

This implies that the whole class of context-free languages is generated by homomorphic images of $\varepsilon$-CFLs, since $R \cap \mathcal{D}_{\Gamma}$ is an $\varepsilon$-CFL. However, if we restrict $h$ to be $\varepsilon$-safe, we generate exactly the family of $\varepsilon$-CFLs.

Proposition 3.17. For all $L \in E C F L(\Gamma)$, there is an alphabet $\Sigma$, an alphabetic $\varepsilon$-safe homomorphism $g: \widehat{\Sigma}^{*} \rightarrow \widehat{\Gamma}^{*}$, and a regular language $R \subseteq \widehat{\Sigma}^{*}$ such that $L=g\left(R \cap \mathcal{D}_{\Sigma}\right)$.

Proof. We use a slight adaptation of the proof of the non-erasing variant of the Chomsky-Schützenberger theorem given in [20]. Suppose $L$ to be generated by an $\varepsilon$-CFG $G=(N, \widehat{\Gamma}, S, P)$ such that all productions have the form $X \longrightarrow \alpha_{\varepsilon} \bar{\alpha}_{\varepsilon}$, or $X \longrightarrow$ $Y Z$ where symbols $Y, Z$ are distinct and $\alpha_{\varepsilon} \in \widehat{\Gamma} \cup\{\varepsilon\}$. This condition is not restrictive since such a grammar can easily be obtained.
We build from $G$ the context-free grammar $G^{\prime}=\left(N^{\prime}, \widehat{\Sigma}, P^{\prime}, S^{\prime}\right)$ where

- $N^{\prime}=\left\{X_{p} \mid X \in N, p \in P \cup\{\#\}\right\} ;$
- $\Sigma$ is the set of pairs of productions $\left(p_{0}, p_{1}\right)$ such that $p_{1}$ is compatible with $p_{0}$, that is

$$
\Sigma=\left\{\left(p_{0}, p_{1}\right) \mid p_{0}=\# \text { or } p_{0}=X \longrightarrow \Omega_{1} Y \Omega_{2} \text { and } p_{1}=Y \longrightarrow \Omega_{3}\right\}
$$

- the set of productions $P^{\prime}$ consists of all $X_{p_{0}} \longrightarrow\left(p_{0}, p_{1}\right) X_{1, p_{1}} \cdots X_{n, p_{1}} \overline{\left(p_{0}, p_{1}\right)}$ such that $\left(p_{0}, p_{1}\right) \in \Sigma$ and $p_{1}=X \longrightarrow \alpha_{\varepsilon} X_{1} \cdots X_{n} \overline{\alpha_{\varepsilon}} \in P$;
Consider now the alphabetic $\varepsilon$-safe homomorphism $g: \widehat{\Sigma}^{*} \rightarrow \Gamma^{*}$ defined as follows:

$$
\text { for all }\left(p_{0}, p_{1}\right) \in \Sigma \text {, with } p_{1}=X \longrightarrow \alpha_{\varepsilon} X_{1} \cdots X_{n} \bar{\alpha}_{\varepsilon}, g\left(p_{0}, p_{1}\right)=\alpha_{\varepsilon} \text {. }
$$

We have clearly:
Claim 1. $\mathcal{L}_{G^{\prime}} \subseteq \mathcal{D}_{\Sigma}$ and $\mathcal{L}_{G}=g\left(\mathcal{L}_{G^{\prime}}\right)$.
Now, we construct a regular language $R \subseteq \Sigma^{*}$ such that $\mathcal{L}_{G^{\prime}}=R \cap \mathcal{D}_{\Sigma}$. First, we define $R_{0}$ as the set of all words in $\widehat{\Sigma}^{*}$ such that each factor of length 2 is in one of the following forms:

- $\left(p_{0}, p_{1}\right)\left(p_{1}, p_{2}\right)$ for $\left(p_{1}=X \longrightarrow \alpha_{\varepsilon} Y \overline{\alpha_{\varepsilon}}\right.$ or $\left.p_{1}=X \longrightarrow Y Z\right)$ and $p_{2}=Y \longrightarrow \Omega$;
- $\left(p_{0}, p_{1}\right) \overline{\left(p_{0}, p_{1}\right)}$ for $p_{1}=X \longrightarrow \alpha_{\varepsilon} \overline{\alpha_{\varepsilon}}$;
- $\overline{\left(p_{1}, p_{2}\right)}\left(p_{1}, p_{3}\right)$ for $p_{1}=X \longrightarrow Y Z$ and $p_{2}=Y \longrightarrow \Omega$ and $p_{3}=Z \longrightarrow \Omega^{\prime} ;$
- $\overline{\left(p_{1}, p_{3}\right)} \overline{\left(p_{0}, p_{1}\right)}$ for $\left(p_{1}=X \longrightarrow Y Z\right.$ or $\left.p_{1}=X \longrightarrow \alpha_{\varepsilon} Z \overline{\alpha_{\varepsilon}}\right)$ and $p_{3}=Z \longrightarrow \Omega$.

The set $R_{0}$ is a regular set expressing a necessary condition on derivations, then $\mathcal{L}_{G^{\prime}} \subseteq$ $R_{0}$, and so, $\mathcal{L}_{G^{\prime}} \subseteq R_{0} \cap \mathcal{D}_{\Sigma}$.

Claim 2. For all words $u=\left(p_{0}, p_{1}\right) v \overline{\left(p_{0}, p_{1}\right)} \in R_{0} \cap \mathcal{D}_{\Sigma}$, there is a derivation of $u$ in $G^{\prime}$ starting with the production $p_{1}$.
This can be checked by induction on the length of $u$.
Hence, let

$$
R=R_{0} \cap \bigcup_{p=S \rightarrow \Omega \in P}(\#, p) \widehat{\Sigma}^{*}(\#, p),
$$

we have $R \cap \mathcal{D}_{\Sigma}=\mathcal{L}_{G^{\prime}}$, and then $\mathcal{L}_{G}=g\left(R \cap \mathcal{D}_{\Sigma}\right)$.

Theorem 3.18. Let $L \subseteq \widehat{\Gamma}^{*}$, the following assertions are equivalent:

1. Lis an $\varepsilon$ - $C F L$;
2. there is an alphabet $\Sigma$, an $\varepsilon$-safe homomorphism $g: \widehat{\Sigma}^{*} \rightarrow \widehat{\Gamma}^{*}$, and a regular set $R \subseteq \widehat{\Sigma}^{*}$ such that $L=g\left(R \cap \mathcal{D}_{\Sigma}\right) ;$
3. there is an alphabet $\Sigma$, an alphabetic $\varepsilon$-safe homomorphism $g: \widehat{\Sigma}^{*} \rightarrow \widehat{\Gamma}^{*}$, and a regular set $R \subseteq \widehat{\Sigma}^{*}$ such that $L=g\left(R \cap \mathcal{D}_{\Sigma}\right)$;

Proof. $(3 \Rightarrow 2)$ is obvious; $(2 \Rightarrow 1)$ is a straightforward consequence of Propositions 3.6, 3.11 and the fact that $\mathcal{D}_{\Sigma}$ is an $\varepsilon$-CFL; $(1 \Rightarrow 3)$ is stated Proposition 3.17.

We conclude by emphasizing that Theorem 3.18, Proposition 3.6 and Proposition 3.11 provide another characterization of the class of $\varepsilon$-CFLs:

Corollary 3.19. The family of $\varepsilon$-CFLs is the least family of languages that contains the Dyck languages and is closed under union, intersection with a regular language, $\varepsilon$-safe homomorphisms, concatenation and Kleene star.

### 3.5. Comparison with Two-Sided Dyck Context-Free languages

Let us now compare $\operatorname{ECFL}(\Gamma)$ with the class of context-free languages included in $\mathcal{T}_{\Gamma}$. We show these two classes to be distinct using a pumping lemma.

Lemma 3.20. If $L \subseteq \widehat{\Gamma}^{*}$ is an $\varepsilon$-CFL, then there exists some integer $p \geq 1$ such that every word $s \in L$ with $|s| \geq p$ can be written as $s=u v w x y$ with

1. $\rho(u y)=\varepsilon, \rho(v x)=\varepsilon$ and $\rho(w)=\varepsilon$
2. $|v w x| \leq p$,
3. $|v x| \geq 1$, and
4. $u v^{n} w x^{n} y$ is in $L$ for all $n \geq 0$.

Proof (Sketch). Let $G$ be an $\varepsilon$-CFG generating $L$. The proof of the pumping lemma for context-free languages is based on the fact that if a word $s \in L$ is long enough, there are a non-terminal $A$ and terminal words $u, v, w, x, y$ such that $S \xrightarrow{*} u A y \xrightarrow{*}{ }_{G}$ $u v A x y \xrightarrow{*}_{G} u \nu w x y$ and $s=u \nu w x y$. Since $G$ is an $\varepsilon$-CFG, this implies that $\rho(u y)=\varepsilon$, $\rho(v x)=\varepsilon$ and $\rho(w)=\varepsilon$.
Definition 3.21. A language $L \subseteq \widehat{\Gamma}^{*}$ is a Two-sided Context-Free Language (TCFL) if it is context-free and included in $\mathcal{T}_{\Gamma}$.

Proposition 3.22. There is a TCFL which is not an $\varepsilon$-CFL.
Proof. Let us consider the TCFL $L=\left\{(a \bar{a})^{n} b(a \bar{a})^{n} \bar{b} \mid n \geq 0\right\}$. Applying Lemma 3.20 to $L$, we consider a word $s=(a \bar{a})^{m} b(a \bar{a})^{m} \bar{b}$ such that $|s| \geq p$. There is then a decomposition $s=u v w x y$ such that

1. $\rho(u y)=\varepsilon, \rho(v x)=\varepsilon$ and $\rho(w)=\varepsilon$
2. $|v w x| \leq p$,
3. $|v x| \geq 1$, and
4. $u v^{n} w x^{n} y$ is in $L$ for all $n \geq 0$.

Clearly, to satisfy conditions 3 and 4 , it is necessary that $v=(\alpha \bar{\alpha})^{i}$ and $x=(\beta \bar{\beta})^{i}$ for some $1 \leq i \leq m$ and some $\alpha, \beta \in\{a, \bar{a}\}$, and there are $w_{1}, w_{2} \in\{a, \bar{a}\}^{*}$ such that $w=w_{1} b w_{2}$. It follows that $\rho(w) \neq \varepsilon$, contradicting the condition 1 .

### 3.6. Decision problems

Our main decidability result is that it is undecidable to know whether a context-free language $L$ is an $\varepsilon$-CFL. In particular, this problem is undecidable even if $L$ is assumed to be a TCFL, since one can decide if a context-free language is a TCFL [21], and a context-free language is an $\varepsilon$-CFL only if it is a TCFL.

The proof is inspired by the Greibach Theorem that gives a general method to deal with this kind of problems, and allows for example to prove that it is undecidable to know if a context-free language is rational (see for example [22]).

We start by showing that is undecidable to determine if a language $L \in \operatorname{ECFL}(\Gamma)$ is equal to $\mathcal{T}_{\Gamma}$.

Proposition 3.23. The problem " $L=\mathcal{T}_{\Gamma}$ ?" is undecidable for $L \in E C F L(\Gamma)$.
Proof. Let us consider the morphism $\mu: \Gamma^{*} \rightarrow \widehat{\Gamma}^{*}$ defined by $a \mapsto a \bar{a}$. The first step of the proof is to note that every word $w \in \mathcal{T}_{\Gamma}$ admits a (unique) decomposition $w=w_{0} \mu\left(v_{1}\right) w_{1} \cdots \mu\left(v_{n}\right) w_{n}, n \geq 0$ where:

- for all $0 \in[0, n], w_{i} \in \widehat{\Gamma}^{*}$ and for all $a \in \Gamma, w_{i}$ does not contain occurrences of $a \bar{a}$;
- for all $i \in[1, n], v_{i} \in \Gamma^{+}$
- for all $i \in[1, n-1] w_{i} \neq \varepsilon$.

To get this decomposition, it suffices to choose $v_{1}, \ldots, v_{n}$ so that $\left|v_{1}\right|+\cdots+\left|v_{n}\right|$ is maximal. Let $K \subseteq \Gamma^{+}$. If for all $i \in[1, n], v_{i} \in K, w$ is said to be $K$-decomposable.

Claim 1. If $K \subseteq \Gamma^{+}$is context-free, the set $L_{K} \subseteq \mathcal{T}_{\Gamma}$ of $K$-decomposable words is an $\varepsilon$-CFL.

Proof of Claim 1. Let \# be a symbol that does not belong to $\Gamma$, and

- $R$ be the set of words over $\widehat{\Gamma} \cup \widehat{\{\#\}}$ that contain no factor $a \bar{a}, a \in \Gamma$,
- $R^{\prime}=\widehat{A^{*}}\left(\# \overline{\#} \widehat{A}^{+}\right)^{*} \# \overline{\#} \widehat{A}^{*}$.

Languages $R$ and $R^{\prime}$ and regular, then the language $M=\mathcal{T}_{\Gamma \cup(\#\}} \cap R \cap R^{\prime}$ is an $\varepsilon$-CFL by Proposition 3.6 and is equal to $L_{[\#]}$.
According to Lemma $3.15, \mu(K)$ is an $\varepsilon$-CFL that we assume to be generated by the $\varepsilon$-CFG $G_{\#}=\left(N, \widehat{\Gamma}, P, S_{\#}\right)$. We transform the $\varepsilon$-CFG generating $M$ as follows: in every production, we replace \# by $\varepsilon$, and \# by $S_{\text {\# }}$, then we add the set of productions $P$. The grammar thus constructed is an $\varepsilon$-CFG that generate $L_{K}$.

Note that for all language $K \subseteq \Gamma^{*}, L_{K}$ contains at least the set of words over $\widehat{\Gamma}$ that contain no factor $a \bar{a}, a \in \Gamma$.

Claim 2. $L_{K}=\mathcal{T}_{\Gamma}$ iff $K=\Gamma^{+}$.

Proof of Claim 2. Suppose that $K \neq \Gamma^{+}$: there is $u \in \Gamma^{+}$such that $u \notin K$, then $\mu(u) \notin L_{K}$ and hence $L_{K} \neq \mathcal{T}_{\Gamma}$. Conversely, given $w \in \mathcal{T}_{\Gamma}$, if $w \notin L_{K}$, then $w$ is not $K$-decomposable and contains at least a factor of the form $a \bar{a}$, for some $a \in \Gamma$. This means that the decomposition of $w$ is $w=w_{0} \mu\left(v_{1}\right) w_{1} \cdots \mu\left(v_{n}\right) w_{n}$, with $n \geq 1$ and there is $i \in[1, n]$ such that $v_{i} \notin K$. In particular, $K \neq \Gamma^{+}$.
The problem to know whether a context-free language $K \subseteq \Gamma^{*}$ satisfies $K=\Gamma^{*}$ is undecidable [22, Thm 8.10], then it is easy to see that the problem to know whether a context-free language $K \subseteq \Gamma^{+}$satisfies $K=\Sigma^{+}$is too. We conclude the problem $L=\mathcal{T}_{\Gamma}$ ? for $L \in E C F L(\Gamma)$ to be undecidable.

Theorem 3.24 ([21]). Given a context-free language L, one can decide in polynomial time whether $L$ is a TCFL.

Theorem 3.25. The problem to know whether a context-free language $L$ is an $\varepsilon$-CFL is undecidable. The problem is also undecidable if $L$ is a TCFL.

Proof. Let $L_{1} \subseteq \widehat{\Sigma}^{*}$ be an $\varepsilon$-CFL, and $L_{0} \subseteq \widehat{\Sigma}^{*}$ be a TCFL which is not an $\varepsilon$-CFL (such a language exists from Proposition 3.22). Let $L=L_{0} \# \overline{\#} \mathcal{T}_{\Sigma} \cup \mathcal{T}_{\Sigma} \# \overline{\#} L_{1}$ where \# is a new symbol that does not belong to $\Sigma$. From closure properties of context-free languages, $L$ is a context-free language, and since $L \in \mathcal{T}_{\Sigma \cup[\#\}}$, it follows that $L$ is a TCFL.

Claim. $L$ is an $\varepsilon$-CFL iff $L_{1}=\mathcal{T}_{\Sigma}$.
Proof. Clearly, if $L_{1}=\mathcal{T}_{\Sigma}$, then $L=\mathcal{T}_{\Sigma} \# \overline{\#} \mathcal{T}_{\Sigma}$ which is an $\varepsilon$-CFL. Let us suppose that $L_{1} \neq \mathcal{T}_{\Sigma}$. Then, there is $v \in \mathcal{T}_{\Sigma}$ such that $v \notin L_{1}$, and hence $L \cap \mathcal{T}_{\Sigma} \# \overline{\#} v=L_{0} \# \overline{\#} v$. The set $L_{0} \# \# \overline{\#}$ is not an $\varepsilon$-CFL by Proposition 3.13, then $L \cap\left(\mathcal{T}_{\Sigma} \# \overline{\#} v\right)$ is not an $\varepsilon$-CFL. Hence $L$ is not an $\varepsilon$-CFL since $L \cap\left(\mathcal{T}_{\Sigma} \# \overline{\#} v\right)=$ $L \cap\left(\widehat{\Sigma}^{*} \# \overline{\#} v\right)$ and from Proposition 3.6, $\varepsilon$-CFLs are closed under intersection with regular languages.
We have then reduced the problem to know whether $L$ is an $\varepsilon$-CFL, to the problem to know if $L_{1}=\mathcal{T}_{\Sigma}$ which is undecidable by Proposition 3.23.

## 4. Epsilon-Reducible Context-Free Transductions

In this section, we extend the notion of $\varepsilon$-reducibility to transductions. We consider a subclass of context-free transductions whose domains are $\varepsilon$-CFLs. We give a Nivatlike presentation of those transductions.

### 4.1. Transductions

We briefly introduce rational and context-free transductions. The reader can refer to [23] for a more detailed presentation.

Let $\Gamma$ and $\Sigma$ be two finite alphabets, we consider the monoid $\Gamma^{*} \times \Sigma^{*}$ whose product is the product on words, extended to pairs of words : $\left(u_{1}, v_{1}\right)\left(u_{2}, v_{2}\right)=\left(u_{1} u_{2}, v_{1} v_{2}\right)$. A subset $\tau$ of $\Gamma^{*} \times \Sigma^{*}$ is called a ( $\Gamma, \Sigma$ )-transduction.

Transductions are viewed as (partial) functions from $\Gamma^{*}$ toward subsets of $\Sigma^{*}$ : for any $u \in \Gamma^{*}, \tau(u)=\left\{v \in \Sigma^{*} \mid(u, v) \in \tau\right\}$. For every $L \subseteq \Gamma^{*}$, the image (or transduction) of $L$ by $\tau$ is $\tau(L)=\bigcup_{u \in L} \tau(u)$. The domain of $\tau$ is $\operatorname{Dom}(\tau)=\{u \mid \exists v,(u, v) \in \tau\}$.

Rational transductions: . A rational ( $\Gamma, \Sigma$ )-transduction is a rational subset of the monoid $\Gamma^{*} \times \Sigma^{*}$. Among the different characterizations of rational transductions, let us cite the Nivat theorem [24] stating that rational transductions are relations $\tau=$ $\{(g(u), f(u)) \mid u \in R\}$, for some regular set $R$ and homomorphisms $f$ and $g$.

Rational transductions are closed by composition and many classes of languages are closed under rational transductions. In particular, $\tau(L)$ is rational if $L$ is rational, and $\tau(L)$ is context-free if $L$ is context-free.

Associated with the Nivat theorem, the Chomsky-Schützenberger theorem establishes in a stronger version that a language $L$ is context-free iff there is a rational transduction $\tau$ such that $L=\tau\left(\mathcal{D}_{2}\right)$.

Context-free transductions: . Following [23, page 62], a $(\Gamma, \Sigma)$-transduction $\tau$ is contextfree if there is an alphabet $A$, a context-free language $K \subseteq A^{*}$ and two homomorphisms $f: A^{*} \rightarrow \Sigma^{*}$ and $g: A^{*} \rightarrow \Gamma^{*}$ such that $\tau=\{(g(u), f(u)) \mid u \in K\}$.

Equivalently, $\tau$ is context-free if it is generated by a context-free transduction grammar: a context-free grammar whose terminals are pairs of words. Derivations are done as usually but the product used on terminal pairs is the product of the monoid $\Gamma^{*} \times \Sigma^{*}$.

Context-free transductions enjoy however fewer good properties, in particular, [23, page 62] they are not closed under composition and classes of languages are usually not closed under them. For example, every context-free language is the image of a regular language, and every recursively enumerable language is the image of a context-free language.

## 4.2. $\varepsilon$-Reducible Context-Free Transductions and Transducers

Definition 4.1. An $\varepsilon$-Reducible Context-Free Transduction Grammar ( $\varepsilon$-CFTG) is a context-free transduction grammar $G=(N, \widehat{\Gamma}, \Sigma, S, P)$ in which every production is of the form

$$
X \longrightarrow(\omega, u) \Omega(\bar{\omega}, v), \quad \text { with } \omega \in \widehat{\Gamma}^{*}, u, v \in \Sigma^{*}, \Omega \in N^{*} .
$$

The transduction generated by $G$ is $\mathcal{T}_{G}=\left\{(u, v) \in \widehat{\Gamma}^{*} \times \Sigma^{*} \mid S \xrightarrow{*}(u, v)\right\}$. An $\varepsilon$-reducible context-free transduction $(\varepsilon$ - CFT$)$ is a context-free transduction generated by an $\varepsilon$-CFTG.

Example 4.2. Let $G=(N,\{\alpha, \beta, \bar{\alpha}, \bar{\beta}\},\{a\}, S, P)$ be the $\varepsilon$-CFTG whose productions are:

$$
\begin{array}{lll}
S \longrightarrow(\beta, \varepsilon) X(\bar{\beta}, \varepsilon), & X \longrightarrow(\alpha, \varepsilon) X(\bar{\alpha}, \varepsilon), & X \longrightarrow(\varepsilon, \varepsilon) Y(\varepsilon, \varepsilon), \\
Y \longrightarrow(\bar{\alpha}, a) Y Z(\alpha, \varepsilon), & Z \longrightarrow(\bar{\alpha}, a) Z(\alpha, a), & Y \longrightarrow(\bar{\beta}, \varepsilon)(\beta, \varepsilon), Z \longrightarrow(\bar{\beta}, \varepsilon)(\bar{\beta}, \varepsilon) .
\end{array}
$$

Let $\tau$ be the transduction generated by $G$. The domain of $\tau$ is the $\varepsilon$-CFL given in Example 3.4 and one can easily check that

$$
\tau=\bigcup_{n, m, r_{1}, \ldots . r_{m} \geq 0}\left(\beta \alpha^{n} \bar{\alpha}^{m} \bar{\beta} \beta\left(\Pi_{i=1}^{m} \bar{\alpha}^{r_{i}} \bar{\beta} \beta \alpha^{r_{i}+1}\right) \bar{\alpha}^{n} \bar{\beta}, a^{m+2 r_{1}+\cdots+2 r_{m}}\right) .
$$

By a proof similar to that of Proposition 3.5, we get:

Proposition 4.3. Given $\tau \subseteq \widehat{\Gamma}^{*} \times \Sigma^{*}$, the following properties are equivalent:

1. Lis an $\varepsilon$-CFT;
2. there is a context-free transduction grammar $G=(N, \widehat{\Gamma}, \Sigma, P, S)$ such that $\mathcal{T}_{G}=\tau$ and for all $X \in N:$ if $X \xrightarrow{*}{ }_{G}(\omega, u)$, then $\omega \in \mathcal{T}_{\Gamma}$.

To ease the proofs, we will often use grammars under a simpler form, thanks to the following property.

Lemma 4.4. Every $\varepsilon$-CFT can be generated by an $\varepsilon$-CFTG in which every production is in the form

$$
X \longrightarrow\left(\alpha_{\varepsilon}, u\right) \Omega\left(\bar{\alpha}_{\varepsilon}, v\right) \text { with } \Omega \in N^{*}, u, v \in \Sigma^{*} \text { and } \alpha_{\varepsilon} \in \widehat{\Gamma} \cup\{\varepsilon\} .
$$

An $\varepsilon$-CFTG under this form is said to be standard.
Proof. Let $G=(N, \widehat{\Gamma}, \Sigma, S, P)$ be an $\varepsilon$-CFTG. One simply has to replace every production $X \longrightarrow(\omega, u) \Omega(\bar{\omega}, v)$, with $\omega=\alpha_{1} \cdots \alpha_{n}$ and $\Omega \in N^{*}$, by $X \longrightarrow(\varepsilon, u) Y_{1}(\varepsilon, v)$ and introduce the new productions $Y_{i} \longrightarrow\left(\alpha_{i}, \varepsilon\right) Y_{i+1}\left(\bar{\alpha}_{i}, \varepsilon\right)$ for $i \in\{1, \ldots, n-1\}$ and $Y_{n} \longrightarrow\left(\alpha_{n}, \varepsilon\right) \Omega\left(\overline{\alpha_{n}}, \varepsilon\right)$.

Theorem 4.5. Given $a(\widehat{\Gamma}, \Sigma)$-transduction $\tau$, the following assertions are equivalent:

1. $\tau$ is an $\varepsilon$-CFT.
2. There is an alphabet $\Delta$, an $\varepsilon-C F L X \subseteq \widehat{\Delta}^{*}$, an $\varepsilon$-safe (alphabetic) homomorphism $g: \widehat{\Delta}^{*} \rightarrow \widehat{\Gamma}^{*}$ and a homomorphism $h: \widehat{\Delta}^{*} \rightarrow A^{*}$ such that

$$
\tau=\{(g(u), h(u)) \mid u \in X\} ;
$$

3. There is an alphabet $\Delta$, an $\varepsilon$-safe (alphabetic) homomorphism $g: \widehat{\Delta}^{*} \rightarrow \widehat{\Gamma}^{*}, a$ homomorphism $h: \widehat{\Delta}^{*} \rightarrow A^{*}$ and a regular set $R \subseteq \widehat{\Delta}^{*}$ such that

$$
\tau=\left\{(g(u), h(u)) \mid u \in R \cap \mathcal{D}_{\Delta}\right\} .
$$

Proof. $(1 \Rightarrow 2)$ According to Lemma 4.4), we suppose $\tau$ to be generated by a standard $\varepsilon$-CFTG $G=(N, \widehat{\Gamma}, \Sigma, S, P)$. We define the grammar $G^{\prime}=\left(N, \widehat{\Delta}, S, P^{\prime}\right)$ where $\Delta=P$, and

$$
P^{\prime}=\left\{X \longrightarrow p \Omega \bar{p} \mid p=X \longrightarrow\left(\alpha_{\varepsilon}, v\right) \Omega\left(\bar{\alpha}_{\varepsilon}, w\right) \in P\right\}
$$

Now, let $h: \widehat{\Delta}^{*} \rightarrow A^{*}$ be the homomorphism defined by

$$
\text { for all } p=X \longrightarrow\left(\alpha_{\varepsilon}, v\right) \Omega\left(\bar{\alpha}_{\varepsilon}, w\right): \quad p \mapsto v, \bar{p} \mapsto w,
$$

and $g: \widehat{\Delta}^{*} \rightarrow \widehat{\Gamma}^{*}$ be the $\varepsilon$-safe alphabetic homomorphism defined by

$$
\text { for all } p=X \longrightarrow\left(\alpha_{\varepsilon}, v\right) \Omega\left(\bar{\alpha}_{\varepsilon}, w\right): \quad p \mapsto \alpha_{\varepsilon}, \bar{p} \mapsto \overline{\alpha_{\varepsilon}} .
$$

Clearly we $G^{\prime}$ is an $\varepsilon$-CFG and $\mathcal{T}_{G}=\left\{(g(u), h(u)) \mid u \in \mathcal{L}\left(G^{\prime}\right)\right\}$.
$(2 \Rightarrow 3)$ Suppose that $\tau=\{(g(u), h(u)) \mid u \in X\}$ where $X$ is an $\varepsilon$-CFL and $g$ is (alphabetic) $\varepsilon$-safe. From Theorem 3.18, there is an alphabet $\Sigma$, a regular set $R \subseteq \widehat{\Sigma}^{*}$,
and a $\varepsilon$-safe alphabetic homomorphism $g^{\prime}: \widehat{\Sigma^{*}} \rightarrow \widehat{\Delta}^{*}$ such that $X=g^{\prime}\left(R \cap \mathcal{D}_{\Delta}\right)$. The homomorphism $g \circ g^{\prime}$ is (alphabetic) $\varepsilon$-safe and $\tau=\left\{\left(g\left(g^{\prime}(x)\right), h\left(g^{\prime}(x)\right)\right) \mid x \in R \cap \mathcal{D}_{\Delta}\right\}$.
$(3 \Rightarrow 1)$ Let $\tau=\left\{(g(u), h(u)) \mid u \in R \cap \mathcal{D}_{\Delta}\right\}$ where $R$ is a regular language and $g$ is $\varepsilon$-safe. From Proposition 3.6, $R \cap \mathcal{D}_{\Delta}$ is an $\varepsilon$-CFL that we assume to be generated by the $\varepsilon$-CFG $G=(N, \widehat{\Delta}, P, S)$. Then $\tau$ is generated by the context-free grammar $G^{\prime}=\left(N, \widehat{\Gamma}, \widehat{\Sigma}, P^{\prime}, S\right)$ where

$$
P^{\prime}=\left\{X \longrightarrow(g(u), h(u)) \Omega(g(\bar{u}), h(\bar{u})) \mid X \longrightarrow u \Omega \bar{u} \in P, \Omega \in N^{*}, u \in \widehat{\Gamma}^{*}\right\}
$$

From Proposition 3.5, the domain of $\mathcal{T}_{G^{\prime}}$ is an $\varepsilon$-CFL, and so $\tau$ is an $\varepsilon$-CFT.
It is clear that every context-free language $L$ can be obtained by applying an $\varepsilon$-CFT to a regular language (for instance using the transduction $\{\varepsilon\} \times L$ ). We will see (Theorem 5.6) that the family of images of the Dyck language is that of indexed languages, but more generally, images of $\varepsilon$-CFLs by $\varepsilon$-CFTs are recursively enumerable languages.

Proposition 4.6. For every recursively enumerable language $E$, there is an $\varepsilon-C F T \tau$, and an $\varepsilon$-CFL $Z$ such that $E=\tau(Z)$.

Proof. Suppose that $E \subseteq \Sigma^{*}$. From [10], there is an alphabet $\Gamma$, a homomorphism $h: \widehat{\Gamma}^{*} \rightarrow \Sigma^{*}$, and a context-free language $K \subseteq \widehat{\Gamma}^{*}$ such that $E=h\left(K \cap \mathcal{D}_{\Gamma}\right)$.

Let $g: \widehat{\Gamma}^{*} \rightarrow \widehat{\Gamma}^{*}$ be the injective $\varepsilon$-safe homomorphism defined by $x \mapsto x \bar{x}$, for all $x \in \widehat{\Gamma}$. Then $E=h\left(g^{-1}(Z) \cap \mathcal{D}_{\Gamma}\right)$, for $Z=g(K)$, that is, from Theorem 4.5, $E=\tau(Z)$, where $\tau$ is an $\varepsilon$-CFT. We conclude by noting that from Lemma 3.15, $Z$ is an $\varepsilon$-CFL.

## 5. Characterizations of Indexed Languages

We relate now indexed languages to $\varepsilon$-CFTs by showing that indexed language are sets $\tau\left(\mathcal{D}_{2}\right)$, where $\tau$ is an $\varepsilon$-CFT. This gives rise to various homomorphic characterizations of indexed languages.

### 5.1. Indexed Grammars and Languages

Introduced by Aho[3], indexed grammars extend context-free grammars by allowing nonterminals to yield a stack. Derivable elements are then represented by symbols $X^{\omega}$ where $X$ is a nonterminal and $\omega$ is a word called index word. Index words are accessed by a LIFO process: during a step of derivation of $X^{\omega}$, it is possible to add a symbol in head of $\omega$, or to remove its first letter. Additionally, $\omega$ can be duplicated and distributed over other nonterminals.

Formally, an indexed grammar is a structure $\mathcal{J}=(N, I, \Sigma, S, P)$, where $N$ is the set of nonterminals, $\Sigma$ is the set of terminals, $S \in N$ is the start symbol, $I$ is a finite set of indexes, and $P$ is a finite set of productions of the form

$$
\begin{gathered}
X_{0}{ }^{\eta_{0}} \longrightarrow u_{0} X_{1}^{\eta_{1}} u_{1} \cdots X_{n}^{\eta_{n}} u_{n} \\
\text { with } u_{i} \in \Sigma^{*}, X_{i} \in N \text { and } \eta_{i} \in I \cup\{\varepsilon\} \text { for } i \in\{0, \ldots, n\} .
\end{gathered}
$$

Indexes are denoted as superscript, and we will often not write indexes equal to $\varepsilon$.
Sentences are words $u_{1} A_{1}{ }^{\omega_{1}} \ldots u_{n} A_{n}{ }^{\omega_{n}} u_{n+1}$ with $u_{i} \in \Sigma^{*}, A_{i} \in N$ and $\omega_{i} \in I^{*}$. The derivation rule " $\longrightarrow \boldsymbol{J}$ " is a binary relation over sentences defined by

$$
\begin{aligned}
& \quad \Omega_{1} A^{\eta \omega} \Omega_{2} \longrightarrow \mathcal{J} \Omega_{1} u_{0} B_{1}{ }^{\eta_{1} \omega} \cdots B_{n}{ }^{\eta_{1} \omega} u_{n} \Omega_{2} \\
& \text { iff there is a production } A^{\eta} \longrightarrow u_{0} B_{1}{ }^{\eta_{1}} u_{1} \ldots B_{n}^{\eta_{n}} u_{n} \in P .
\end{aligned}
$$

The language generated by $\mathcal{J}$ is $\mathcal{L}_{\mathcal{J}}=\left\{u \in \Sigma^{*} \mid S \xrightarrow{*}{ }_{\mathcal{J}} u\right\}$. Languages generated by indexed grammars are called indexed languages.

Example 5.1. Let us consider the following indexed grammar $\mathcal{J}=(N, I, \Sigma, S, P)$ with $N=\{S, X, A, B, C\}, I=\{\beta, \alpha\}, \Sigma=\{a, b, c\}$ and $P$ consists of the following rules:

$$
\begin{array}{lll}
p_{1}: S \longrightarrow X^{\beta}, & p_{2}: S \longrightarrow \varepsilon, & p_{3}: X \longrightarrow X^{\alpha},
\end{array} \quad p_{4}: X \longrightarrow A B C,
$$

Here is a possible derivation:

$$
\begin{aligned}
S \xrightarrow{p_{1}} X_{\mathcal{J}}^{\beta} \xrightarrow{p_{3}} X^{\alpha \beta} \xrightarrow{p_{3}}{ }_{\mathcal{J}} X^{\alpha \alpha \beta} \xrightarrow{p_{4}}{ }_{\mathcal{J}} A^{\alpha \alpha \beta} B^{\alpha \alpha \beta} C^{\alpha \alpha \beta} \xrightarrow{p_{5}} a A^{\alpha \beta} B^{\alpha \alpha \beta} C^{\alpha \alpha \beta} \\
\xrightarrow{p_{5}}{ }_{\mathcal{J}} a a A^{\beta} B^{\alpha \alpha \beta} C^{\alpha \alpha \beta} \xrightarrow{p_{6}} \mathcal{J} a a B^{\alpha \alpha \beta} C^{\alpha \alpha \beta} \xrightarrow{p_{7} p_{7} p_{8}} a a b b C^{\alpha \alpha \beta} \xrightarrow{p_{9} p_{9} p_{10}} a a b b c c c
\end{aligned}
$$

The language generated by $\mathcal{J}$ is $\left\{a^{n} b^{n} c^{n}, n \geq 0\right\}$.

### 5.2. Characterizations of Indexed Languages by context-free transductions

We provide now homomorphic characterizations of indexed languages by establishing a strong connexion between indexed languages and $\varepsilon$-CFTs.

Theorem 5.2 ([22]). For every indexed language L, there is an indexed grammar ( $N, I, T, S, P$ ) generating $L$ in which every production is in either one of the following forms.

$$
\begin{aligned}
& \text { (1) } X \longrightarrow Y Z, \quad \text { (2) } X \longrightarrow Y^{\alpha}, \quad \text { (3) } X^{\alpha} \longrightarrow Y, \\
& \text { or (4) } X \longrightarrow u \\
& \text { with } X, Y, Z \in N, a \in T, u \in T^{*} \text { and } \alpha \in I .
\end{aligned}
$$

Corollary 5.3. Every indexed language can be generated by an indexed grammar in which every production is in one of these forms

$$
\begin{gathered}
\text { (1) } X_{0} \longrightarrow u X_{1}{ }^{\alpha} \cdots X_{n}{ }^{\alpha} v, \quad \text { or (2) } X_{0}{ }^{\alpha} \longrightarrow u X_{1} \cdots X_{n} v \\
\text { with } n \geq 0, X_{i} \in N, \alpha \in I \cup\{\varepsilon\} \text { and } u, v \in T^{*} .
\end{gathered}
$$

An indexed grammar under this form is said to be standard.
Definition 5.4. Let us consider the mapping $\varphi$ that maps a standard indexed grammar $\mathcal{J}=(N, I, \Sigma, P, S)$ into a standard $\varepsilon$-CFTG $\varphi(\mathcal{J})=(N, \widehat{I}, \Sigma, \varphi(P), S)$ by transforming every production

$$
\begin{array}{lll}
p: X_{0} \longrightarrow u X_{1}{ }^{\alpha} \cdots X_{n}{ }^{\alpha} v & \text { into } \quad \varphi(p): X_{0} \longrightarrow(\alpha, u) X_{1} \cdots X_{n}(\bar{\alpha}, v), \text { and } \\
p: X_{0}{ }^{\alpha} \longrightarrow u X_{1} \cdots X_{n} v & \text { into } \quad \varphi(p): X_{0} \longrightarrow(\bar{\alpha}, u) X_{1} \cdots X_{n}(\alpha, v) .
\end{array}
$$

Fact. . The transformation $\varphi$ is bijective.
Lemma 5.5. Let $\mathcal{J}=(N, I, \Sigma, P, S)$ be a standard indexed grammar.
There is a derivation

$$
S \xrightarrow{*} \mathcal{J} v_{1} Y_{1}^{w_{1}} v_{2} Y_{2}^{w_{2}} \cdots Y_{n}^{w_{n}} v_{n+1}
$$

iff there is a derivation

$$
\begin{aligned}
& S \longrightarrow_{\varphi(\mathcal{J})}^{*}\left(u_{1}, v_{1}\right) Y_{1}\left(u_{2}, v_{2}\right) Y_{2} \cdots Y_{n}\left(u_{n+1}, v_{n+1}\right) \text { such that } \\
& \qquad u_{1} \cdots u_{n+1} \in \mathcal{D}_{I}, \text { and } \rho\left(u_{1} \cdots u_{i}\right)=w_{i}^{R}, \text { for all } i \in[1, n] .
\end{aligned}
$$

Here $w_{i}^{R}$ denotes the reverse of $w_{i}$.
Proof. This is proved by induction over the steps of derivations and is trivially true derivations of length 0 . Furthermore, since the derivation rules of indexed grammars, and of context-free grammar are confluent, we need only to consider leftmost derivations for our induction. Let us prove the induction step. Suppose a derivation

$$
S \xrightarrow{*} J v_{1} Y_{1}{ }^{w_{1}} v_{2} Y_{2}^{w_{2}} \cdots Y_{n}^{w_{n}} v_{n+1}
$$

in $\mathcal{J}$ and a derivation

$$
S \longrightarrow_{\varphi(\mathcal{J})}^{*}\left(u_{1}, v_{1}\right) Y_{1}\left(u_{2}, v_{2}\right) Y_{2} \cdots Y_{n}\left(u_{n+1}, v_{n+1}\right)
$$

in $\varphi(\mathcal{J})$ with $u_{1} \cdots u_{n+1} \in \mathcal{D}_{I}$ and $\rho\left(u_{1} \cdots u_{i}\right)=w_{i}^{R}$ for $i \in[1, n]$.
Because $\varphi$ is bijective, there is a production $p=Y_{1} \longrightarrow x Z_{1}{ }^{\alpha} \cdots Z_{m}{ }^{\alpha} y \in P$ iff there is a production $\varphi(p)=Y_{1} \longrightarrow(\alpha, x) Z_{1} \cdots Z_{m}(\bar{\alpha}, y) \in \varphi(P)$. By applying $p$ and $\varphi(p)$, we obtain the derivations

$$
S \xrightarrow{*} \mathcal{J} v_{1} x Z_{1}^{\alpha w_{1}} \cdots Z_{m}^{\alpha w_{1}} y v_{2} Y_{2}^{w_{2}} \cdots Y_{n}^{w_{n}} v_{n+1}
$$

in $\mathcal{J}$ and

$$
S \longrightarrow \stackrel{*}{\varphi(\mathcal{J})}\left(u_{1} \alpha, v_{1} x\right) Z_{1} \cdots Z_{m}\left(\bar{\alpha} u_{2}, y v_{2}\right) Y_{2} \cdots Y_{n}\left(u_{n+1}, v_{n+1}\right)
$$

in $\varphi(\mathcal{J})$. Furthermore, since $\alpha \in I \cup\{\varepsilon\}$, the word $u_{1} \alpha \bar{\alpha} u_{2} \cdots u_{n+1}$ is in $\mathcal{D}_{I}$. Also, $\rho\left(u_{1} \alpha\right)=\rho\left(u_{1}\right) \alpha=\left(\alpha w_{1}\right)^{R}$ and for every $i \in\{2, \ldots, n\}: \rho\left(u_{1} \alpha \bar{\alpha} \cdots u_{i}\right)=\rho\left(u_{1} \cdots u_{i}\right)=$ $w_{i}^{R}$.

Likewise, there is a production $p=Y_{1}^{\alpha} \longrightarrow x Z_{1} \cdots Z_{m} y \in P$ iff there is a production $\varphi(p)=Y_{1} \longrightarrow(\bar{\alpha}, x) Z_{1} \cdots Z_{m}(\alpha, y) \in \varphi(P)$. This time around, we need to observe two cases.

- If the production $p$ can be applied to derivation in $\mathcal{J}$, it means that $w_{1}=\alpha w_{0}$ and $\rho\left(u_{1} \bar{\alpha}\right)=w_{0}$ for some $w_{0} \in I^{*}$. Also, the word $u_{1} \bar{\alpha} \alpha \cdots u_{n}$ still belongs to $\mathcal{D}_{I}$. By applying $p$ and $\varphi(p)$ we obtain the derivations

$$
S \xrightarrow{*}{ }_{\mathcal{J}} v_{1} x Z_{1}^{\alpha w_{1}} \cdots Z_{m}^{\alpha w_{1}} y v_{2} Y_{2}^{w_{2}} \cdots Y_{n}{ }^{w_{n}} v_{n+1}
$$

in $\mathcal{J}$ and

$$
S \longrightarrow_{\varphi(\mathcal{J})}^{*}\left(u_{1} \bar{\alpha}, v_{1} x\right) Z_{1} \cdots Z_{m}\left(\alpha u_{2}, y v_{2}\right) Y_{2} \cdots Y_{n}\left(u_{n+1}, v_{n+1}\right)
$$

in $\varphi(\mathcal{J})$ satisfying the induction hypothesis.

- If the production $p$ cannot be applied to derivation in $\mathcal{J}$, it means that $w_{1}$ does not start with $\alpha$ and $\rho\left(u_{1}\right)$ does not end with $\alpha$. Therefore, the word $u_{1} \bar{\alpha} \alpha u_{2} \cdots u_{n+1}$ does not belong to $\mathcal{D}_{I}$. Applying $\varphi(p)$ to the derivation in $\varphi(\mathcal{J})$ would then result in a derivation

$$
S \longrightarrow_{\varphi(\mathcal{J})}^{*}\left(u_{1} \bar{\alpha}, v_{1} x\right) Z_{1} \cdots Z_{m}\left(\alpha u_{2}, x v_{2}\right) Y_{2} \cdots Y_{n}\left(u_{n+1}, v_{n+1}\right)
$$

that does not satisfy the induction hypothesis.

Theorem 5.6. A language is indexed iff there is an $\varepsilon$-CFT $\tau$ and $k \geq 0$ such that $L=\tau\left(\mathcal{D}_{k}\right)$.

Proof. $\quad(\Rightarrow)$ Let $\mathcal{J}=(N, I, \Sigma, P, S)$ be a standard indexed grammar. Lemma 5.5 im plies that there is a terminal derivation $S \xrightarrow{*} \mathcal{J} w$ in $\mathcal{J}$ iff there is a terminal derivation $S \longrightarrow_{\varphi(\mathcal{J})}^{*}(u, w)$ in $\varphi(\mathcal{J})$ with $u \in \mathcal{D}_{I}$. Therefore, for every standard indexed grammar $\mathcal{J}=(N, I, \Sigma, P, S)$ :

$$
\mathcal{L}_{\mathcal{J}}=\tau_{\varphi(\mathcal{J})}\left(\mathcal{D}_{I}\right) .
$$

$(\Leftarrow)$ Conversely, since $\varphi$ is bijective, for every reduced $\varepsilon$-CFTG $G=(N, \widehat{\Gamma}, \Sigma, P, S)$ :

$$
\tau_{G}\left(\mathcal{D}_{\Gamma}\right)=\mathcal{L}_{\varphi^{-1}(G)}
$$

Together with Lemma 4.4 and Corollary 5.3, this proves the theorem.

Example 5.7. Let $\mathcal{J}=(N, I, \Sigma, S, P)$ be an indexed grammar with $N=\{S, X, Y, W, Z\}$, $I=\{\beta, \alpha\}, A=\{a\}$ and $P$ consists of the rules:

$$
\begin{array}{llll}
S \longrightarrow X^{\beta}, & X \longrightarrow X^{\alpha}, & X \longrightarrow Y, & Y^{\alpha} \longrightarrow a Y Z \\
Y^{\beta} \longrightarrow \varepsilon, & Z^{\alpha} \longrightarrow a Z a, & Z^{\beta} \longrightarrow \varepsilon . &
\end{array}
$$

Initially defined in [25], the grammar $\mathcal{J}$ generates the language $L=\left\{a^{n^{2}} \mid n \geq 0\right\}$.
Applying the bijection $\varphi$ defined above to $\mathcal{J}$, we get the $\varepsilon$-CFTG $G$ given in Example 4.2 and generating the transduction

$$
\tau=\bigcup_{n, m, r_{1}, \ldots r_{m} \geq 0}\left(\beta \alpha^{n} \bar{\alpha}^{m} \bar{\beta} \beta\left(\prod_{i=1}^{m} \bar{\alpha}^{r_{i}} \bar{\beta} \beta \alpha^{r_{i}+1}\right) \bar{\alpha}^{n} \bar{\beta}, a^{m+2 r_{1}+\cdots+2 r_{m}}\right)
$$

For every $u=\beta \alpha^{n} \bar{\alpha}^{m} \bar{\beta} \beta\left(\prod_{i=1}^{m} \bar{\alpha}^{r_{i}} \bar{\beta} \beta \alpha^{r_{i}+1}\right) \bar{\alpha}^{n} \bar{\beta} \in \operatorname{Dom}(\tau)$,

$$
\begin{aligned}
u \text { is a Dyck word } & \Longrightarrow m=n, r_{1}=0, \text { and for all } i \in[0, m-1], r_{i+1}=r_{i}+1 \\
& \Longrightarrow \tau(u)=a^{n+2(0+1+\cdots+n-1)} \\
& \Longrightarrow \tau(u)=a^{n^{2}} .
\end{aligned}
$$

It follows that $\tau\left(\mathcal{D}_{I}\right)=\left\{a^{n^{2}}\right\}_{n \geq 0}=\mathcal{L}_{\mathcal{J}}$.

Corollary 5.8. A language $L$ is indexed if there is a homomorphism $h$, an $\varepsilon$-safe homomorphism $g$, a regular set $R$ and $k, q \in \mathbb{N}$ such that

$$
L=h\left(R \cap \mathcal{D}_{k} \cap g^{-1}\left(\mathcal{D}_{q}\right)\right) .
$$

This characterization is still true if $g$ is alphabetic.
Proof. Direct from Theorem 5.6 and Theorem 4.5.
For every positive integer $k$, the set $\mathcal{D}_{k}$ can be written as $\mu^{-1}\left(\mathcal{D}_{2}\right)$ where $\mu$ is the $\varepsilon$-safe and injective homomorphism that encodes a positive symbol $a_{i}$ as $01^{i} 0$ and $\bar{a}_{i}$ as $\overline{0} \overline{1} i \overline{0}$. Combined with the closure under composition of $\varepsilon$-safe homomorphisms, we obtain the following.

Corollary 5.9. Let L be language. The following assertions are equivalent.

1. L is indexed;
2. there is a homomorphism $h$, an $\varepsilon$-safe homomorphism $g$, a regular set $R$ and $k \in \mathbb{N}$ such that

$$
L=h\left(R \cap \mathcal{D}_{k} \cap g^{-1}\left(\mathcal{D}_{2}\right)\right) ;
$$

3. there is an $\varepsilon$-CFT $\tau$ such that $L=\tau\left(\mathcal{D}_{2}\right)$.

Another proof of the following theorem can be found in [15].
Theorem 5.10. A language $L$ is indexed iff there is an $\varepsilon$-CFL $K$, a homomorphism $h$, and an alphabet $\Delta$ such that

$$
L=h\left(K \cap \mathcal{D}_{\Delta}\right) .
$$

Proof. $\quad(\Rightarrow)$ Let $L \subseteq A^{*}$ be an indexed language. From Theorem 5.6 and Theorem 4.5, there are alphabets $\Sigma, \Gamma$, an $\varepsilon$-CFL $K \subseteq \widehat{\Sigma}^{*}$, a homomorphism $h: \widehat{\Sigma^{*}} \rightarrow A^{*}$ and an $\varepsilon$-safe homomorphism $g: \widehat{\Sigma}^{*} \rightarrow \widehat{\Gamma}^{*}$ such that $L=h\left(K \cap g^{-1}\left(\mathcal{D}_{\Gamma}\right)\right)$. We suppose that $\Gamma \cap A=\emptyset$ (otherwise, it suffices to work with a copy of $\Gamma$ ), and define the $\varepsilon$-safe homomorphism $\mu: \widehat{\Sigma}^{*} \rightarrow \widehat{\Delta}^{*}$, for $\Delta=\Gamma \cup A$, by $\alpha \mapsto g(\alpha) h(\alpha) \overline{h(\alpha)}$. For all $u \in \widehat{\Sigma}^{*}$, $\mu(u) \in \mathcal{D}_{\Delta}$ iff $u \in g^{-1}\left(\mathcal{D}_{\Gamma}\right)$; in addition, $\pi_{A}(\mu(u))=h(u)$, with $\pi_{A}$ being the projection of $\widehat{\Delta}^{*}$ into $A^{*}$. Then we have:

$$
\pi_{A}\left(\mu(K) \cap \mathcal{D}_{\Delta}\right)=h\left(K \cap g^{-1}\left(\mathcal{D}_{\Sigma}\right)\right)=L
$$

We conclude by emphasizing that $\mu(K)$ is an $\varepsilon$-CFL from Proposition 3.11.
$(\Leftarrow)$ Obvious from Theorem 5.6 and Proposition 4.5 , by choosing $g$ to be the identity mapping.

### 5.3. Characterizations of Indexed Languages by rational transductions

Let us recall the characterization of context-free languages by rational transductions: there exists a language $A$ such that for every language $L, L$ is context-free iff $L=\tau\left(\mathcal{D}_{A}\right)$ for some rational transduction $\tau$.

Theorem 5.6 extend this result to indexed language by considering $\varepsilon$-CFTs rather than rational transductions. We now prove another extension, by applying rational transductions to an indexed language of Dyck words that we consider to be the indexed Dyck language.

Let us first remark that Nivat's Theorem and Corollary 5.8 imply the following.
Proposition 5.11. A language is indexed iff there is a rational transduction $\tau$, an alphabetic $\varepsilon$-safe homomorphism $g$ and alphabets $\Gamma_{1}, \Gamma_{2}$ such that

$$
L=\tau\left(\mathcal{D}_{\Gamma_{1}} \cap g^{-1}\left(\mathcal{D}_{\Gamma_{2}}\right)\right)
$$

We then simply have to prove that there are an alphabetic $\varepsilon$-safe homomorphism $g$ and alphabets $\Gamma_{1}, \Gamma_{2}$ such that every indexed language can be written $L=\tau\left(\mathcal{D}_{\Gamma_{1}} \cap\right.$ $\left.g^{-1}\left(\mathcal{D}_{\Gamma_{2}}\right)\right)$.

Definition 5.12. Let $A_{1}=\left\{a_{1}, b_{1}\right\}, A_{2}=\left\{a_{2}, b_{2}\right\}, A_{1}^{\prime}=\left\{a_{1}^{\prime}, b_{1}^{\prime}\right\}$ be pairwise disjoint alphabets, and $A=A_{2} \cup A_{1} \cup A_{1}^{\prime}$. Let $\sigma: \widehat{A}^{*} \longrightarrow{\widehat{A_{1}}}^{*}$ be the alphabetic $\varepsilon$-safe homomorphism such that

$$
\sigma(\alpha)=\varepsilon \text { if } \alpha \in A_{2}, \quad \sigma(\alpha)=\alpha \text { if } \alpha \in A_{1}, \quad \sigma\left(\alpha^{\prime}\right)=\bar{\alpha} \text { if } \alpha \in A_{1}
$$

we define the indexed Dyck language: $\mathcal{D}_{A_{1}, A_{2}}=\mathcal{D}_{A} \cap \sigma^{-1}\left(\mathcal{D}_{A_{1}}\right)$.
Then, $\mathcal{D}_{A_{1}, A_{2}}$ is the set of all Dyck words such that if we inverse letters of $A_{1}^{\prime}$ and remove letters of $A_{2}$, the obtained word is still a Dyck word. Note that $\mathcal{D}_{A_{1}, A_{2}}$ is an indexed language from Corollary 5.8.

Example 5.13. The word $u=b_{1} a_{2} b_{1}^{\prime} \overline{b_{1}^{\prime}} \overline{a_{2}} \overline{b_{1}}$ belongs to $\mathcal{D}_{A_{1}, A_{2}}$ since $u \in \mathcal{D}_{A_{1} \cup A_{2} \cup A_{1}^{\prime}}$ and $\sigma(u)=b_{1} \overline{b_{1}} b_{1} \overline{b_{1}} \in \mathcal{D}_{A_{1}}$.

Proposition 5.14. For every alphabets $\Gamma_{1}, \Gamma_{2}$, and every alphabetic $\varepsilon$-safe homomorphism $g: \widehat{\Gamma}_{2}{ }^{*} \rightarrow{\widehat{\Gamma_{1}}}^{*}$, there is an $\varepsilon$-safe homomorphism $h: \widehat{\Gamma}_{2}{ }^{*} \rightarrow \widehat{A}^{*}$ such that

$$
\mathcal{D}_{\Gamma_{2}} \cap g^{-1}\left(\mathcal{D}_{\Gamma_{1}}\right)=h^{-1}\left(\mathcal{D}_{A_{1}, A_{2}}\right) .
$$

Proof. We suppose $\Gamma_{1}$ and $\Gamma_{2}$ to be disjoint and ordered as follows: $\Gamma_{1}=\left\{c_{1}, \ldots, c_{n}\right\}$ and $\Gamma_{2}=\left\{d_{1}, \ldots, d_{m}\right\}$ and we define the injective $\varepsilon$-safe homomorphism $\mu:\left(\Gamma_{1} \cup\right.$ $\left.\widehat{\Gamma_{2}}\right)^{*} \rightarrow\left(\widehat{A_{1}} \cup \widehat{A_{2}}\right)^{*}:$

$$
c_{i} \mapsto a_{1} b_{1}{ }^{i} a_{1}, \quad d_{i} \mapsto a_{2} b_{2}{ }^{i} a_{2}, \quad \text { and for all } a \in \Gamma_{1} \cup \Gamma_{2}, \bar{a} \mapsto \mu \overline{(a)} .
$$

Claim 1. $\mathcal{D}_{\Gamma_{1} \cup \Gamma_{2}}=\mu^{-1}\left(\mathcal{D}_{A_{1} \cup A_{2}}\right), \mathcal{D}_{\Gamma_{1}}=\mu^{-1}\left(\mathcal{D}_{A_{1}}\right)$ and $\mathcal{D}_{\Gamma_{2}}=\mu^{-1}\left(\mathcal{D}_{A_{2}}\right)$.
Now, we define the $\varepsilon$-safe homomorphism $h: \widehat{\Gamma}_{2}^{*} \rightarrow \widehat{A}^{*}$ as follows: for all $a \in \Gamma_{2}$,

$$
\begin{gathered}
a \mapsto \mu(a) \mu(g(a)) \text { if } g(a) \in \Gamma_{1} \cup\{\varepsilon\}, \quad a \mapsto \mu(a) \overline{\mu(g(a))^{\prime}} \text { if } g(a) \in \overline{\Gamma_{1}}, \\
\text { and } \bar{a} \mapsto \overline{h(a) .}
\end{gathered}
$$

Note that in the definition above, we use the following notation: if $u=\alpha_{1} \ldots \alpha_{n} \in{\widehat{A_{1}}}^{*}$, then $u^{\prime}=\alpha_{1}^{\prime} \ldots \alpha_{n}^{\prime}$.

Claim 2. $\sigma \circ h=\mu \circ g$.
Proof of Claim 2. For all $a \in \Gamma_{2}, \mu(a) \in A_{2}{ }^{*}$ and then $\sigma(\mu(a))=\varepsilon$. In addition,

- if $g(a) \in \Gamma_{1} \cup\{\varepsilon\}$, then $\mu(g(a)) \in A_{1}{ }^{*}$ and $\sigma(\mu(g(a))=\mu(g(a))$. It follows that

$$
\sigma(h(a))=\sigma(\mu(a)) \sigma(\mu(g(a)))=\mu(g(a))
$$

- if $g(a) \in \overline{\Gamma_{1}}, \mu(g(a)) \in{\overline{A_{1}}}^{*}$, then $\overline{\mu(g(a))^{\prime}} \in{A_{1}^{\prime}}^{*}$ and $\sigma\left(\overline{\mu(g(a))^{\prime}}\right)=$ $\mu(g(a))$. It follows that

$$
\sigma(h(a))=\sigma(\mu(a)) \sigma\left(\overline{\mu(g(a))^{\prime}}\right)=\mu(g(a))
$$

- $\sigma(h(\bar{a}))=\overline{\sigma(h(a))}=\overline{\mu(g(a))}=\mu(g(\bar{a}))$.

Claim 3. $\mathcal{D}_{\Gamma_{2}}=h^{-1}\left(\mathcal{D}_{A}\right)$.
Proof of Claim 3. Clearly, since for all $a \in \Gamma_{2}, h(a) \in A^{*}$ and $h(\bar{a})=\overline{h(a)}$, for every $u \in \mathcal{D}_{\Gamma_{2}}, h(u) \in \mathcal{D}_{A}$.
Conversely, suppose that $h(u) \in \mathcal{D}_{A}$ : the projection $\pi_{\widehat{A_{2}}}(h(u))$ belongs to $\mathcal{D}_{A_{2}}$.
From construction of $h, \pi_{\widehat{A_{2}}}(h(u))=\mu(u)$ and then from Claim 1, $u \in \mathcal{D}_{\Gamma_{2}}$.

We are now ready to conclude:

$$
\begin{array}{rlrl}
\mathcal{D}_{\Gamma_{2}} \cap g^{-1}\left(\mathcal{D}_{\Gamma_{1}}\right) & =h^{-1}\left(\mathcal{D}_{A}\right) \cap g^{-1}\left(\mu^{-1}\left(\mathcal{D}_{A_{1}}\right)\right) & & \text { from Claims } 3 \text { and } 1 \\
& =h^{-1}\left(\mathcal{D}_{A}\right) \cap h^{-1}\left(\sigma^{-1}\left(\mathcal{D}_{A_{1}}\right)\right) & \text { from Claim } 2 \\
& =h^{-1}\left(\mathcal{D}_{A} \cap \sigma^{-1}\left(\mathcal{D}_{A_{1}}\right)\right)=h^{-1}\left(\mathcal{D}_{A_{1}, A_{2}}\right) . &
\end{array}
$$

Combining Propositions 5.11 and 5.14 we get that a language $L$ is indexed iff there is a rational transduction $\tau$ such that $L=\tau\left(\mathcal{D}_{A_{1}, A_{2}}\right)$.

Theorem 5.15. The family of indexed languages is the principal full trio generated by $\mathcal{D}_{A_{1}, A_{2}}$.

## 6. Two sided Dyck context-free transductions

Let us extend the class of TCFLs to transducers:

Definition 6.1. A two-sided-Dyck context-free transduction (TCFT) is a context-free transduction whose domain is a TCFL.

Since the domain of a context-free transduction is a context-free language, a TCFT is simply a context-free transduction whose domain contains only two-sided Dyck words.

We have already seen that TCFLs are strictly more expressive than $\varepsilon$-CFLs, so TCFTs are strictly more expressive than $\varepsilon$-CFTs. We prove however that ranges of the Dyck language by TCFTs and by $\varepsilon$-CFLs define in fact the same classes, and then TCFTs can be used to generate indexed languages.

The reason to consider TCFTs instead of $\varepsilon$-CFTs is that it is decidable to know whether a context-free transduction is a TCFT, while it is undecidable to know whether it is an $\varepsilon$-CFT (from Theorem 3.23).

Our proof is based on the fact if a transduction grammar is reduced (see Proposition 6.2 ) and generates a TCFT, the $\rho$-reduction of the domain of the transduction derived from any nonterminal symbol is a singleton.

Proposition 6.2 ([19]). For every context-free (transduction) grammar, one can effectively construct a equivalent context-free (transduction) grammar satisfying: every nonterminal $X$ derives at least a terminal word and is accessible by a derivation from $S$. A such a grammar is called reduced.

Lemma 6.3. Let $G=(N, \widehat{\Gamma}, \Sigma, P, S)$ be a reduced context-free transduction grammar generating a TCFT. For $X \in N$, there exists $w_{X} \in \widehat{\Gamma}^{*}$ such that for all $(\omega, u) \in \widehat{\Gamma}^{*} \times \Sigma^{*}$, if $X \xrightarrow{*}(\omega, u)$, then $\rho(\omega)=w_{X}$.

In addition, $w_{X}$ is effectively computable.
Proof. Since $G$ generates a TCFT, if $S \xrightarrow{*}(\omega, u)$ then $\rho(\omega)=\varepsilon$ and hence, $w_{S}=\varepsilon$. Suppose now that $X \xrightarrow{*}\left(\omega_{1}, u_{1}\right)$ and $X \xrightarrow{*}\left(\omega_{2}, u_{2}\right)$. Since $G$ is reduced, there is a derivation $S \xrightarrow{*} \omega_{3} X \omega_{4}$ and then $\rho\left(\omega_{3} \omega_{1} \omega_{4}\right)=\rho\left(\omega_{3} \omega_{2} \omega_{4}\right)=\varepsilon$. It follows that $\rho\left(\omega_{1}\right)=\rho\left(\omega_{2}\right)=\rho\left(\bar{\omega}_{3} \overline{\omega_{4}}\right)$.

Using the following procedure, we compute every words $w_{X}$ :

$$
\text { while } N \neq \emptyset \text {, do }
$$

1. choose a terminal production $X \longrightarrow(\omega, u) \in P$;
2. state $w_{X}=\rho(\omega)$;
3. remove from $P$ every production whose LHS is $X$;
4. replace $X$ by $\left(w_{X}, \varepsilon\right)$ in every RHS of productions in $P ; N:=N-\{X\}$.

Clearly, the procedure terminates, and preserves the following invariant: for all $X \in N$, there is $(\omega, u)$ such that $X \xrightarrow{*}_{P}(\omega, u)$ iff $\rho(\omega)=w_{X}$.

The words $w_{X}$ will be the key tool of our construction. We will also need few properties of Dyck words that we state below.

Lemma 6.4. Let us call Dyck factor every word $\omega \in \widehat{\Gamma}^{*}$ for which there exist $\omega_{1}, \omega_{2} \in$ $\widehat{\Gamma}^{*}$ such that $\omega_{1} \omega \omega_{2} \in \mathcal{D}_{\Gamma}$. The following properties hold:

1. for all $\omega \in \widehat{\Gamma}^{*}$, $\omega$ is a Dyck factor iff $\rho^{+}(\omega) \in \bar{\Gamma}^{*} \Gamma^{*}$;
2. if $\omega_{1} \omega_{2} \in \widehat{\Gamma}^{*}$ and $\rho^{+}\left(\omega_{1} \omega_{2}\right) \in \bar{\Gamma}^{*} \Gamma^{*}$, then $\rho^{+}\left(\omega_{1}\right), \rho^{+}\left(\omega_{2}\right) \in \bar{\Gamma}^{*} \Gamma^{*}$;
3. for all $\omega \in \widehat{\Gamma}^{*}$, if $\rho(\omega)=w$ and $\rho^{+}(\omega) \in \bar{\Gamma}^{*} \Gamma^{*}$ then $\rho^{+}(\omega \bar{w} w)=\rho^{+}(\omega)$.

Proof.

1. If there are $x, y \in \Gamma^{*}$ such that $\rho^{+}(\omega)=\bar{x} y$, then $x \omega \bar{y} \in \mathcal{D}_{\Gamma}$, since $\rho^{+}(x \omega \bar{y})=$ $\rho^{+}\left(x \rho^{+}(\omega) \bar{y}\right)=\rho^{+}(x \bar{x} y \bar{y})=\varepsilon$.
Conversely, suppose that $\omega_{1} \omega \omega_{3} \in \mathcal{D}_{\Gamma}$ :

- $\rho^{+}\left(\omega_{1} \omega \omega_{3}\right)=\rho^{+}\left(\rho^{+}\left(\omega_{1}\right) \rho^{+}\left(\omega \omega_{3}\right)\right)=\varepsilon$ and then $\rho^{+}\left(\omega_{1}\right) \in \Gamma^{*}$;
- $\rho^{+}\left(\omega_{1} \omega \omega_{3}\right)=\rho^{+}\left(\rho^{+}\left(\omega_{1} \omega\right) \rho^{+}\left(\omega_{3}\right)\right)=\varepsilon$ and then $\rho^{+}\left(\omega_{1} \omega\right) \in \Gamma^{*}$.

It follows that $\rho^{+}(\omega) \in \bar{\Gamma}^{*} \Gamma^{*}$.
2. From item (1) $\omega_{1} \omega_{2}$ is a Dyck factor, and then so are $\omega_{1}$ and $\omega_{2}$. Again from (1), we get that $\rho^{+}\left(\omega_{1}\right), \rho^{+}\left(\omega_{2}\right) \in \bar{\Gamma}^{*} \Gamma^{*}$.
3. Suppose that $\rho(\omega)=w$ and $\rho^{+}(\omega) \in \bar{\Gamma}^{*} \Gamma^{*}$. There are then $u_{1}, u_{2}, u_{3} \in \Gamma^{*}$ such that $\rho^{+}(\omega)=\overline{u_{1}} \overline{u_{2}} u_{2} u_{3}$ and $\rho(\omega)=\overline{u_{1}} u_{3}$. Then $\rho^{+}(\omega \bar{w} w)=\rho^{+}\left(\rho^{+}(\omega) \bar{w} w\right)=$ $\rho^{+}\left(\overline{u_{1}} \overline{u_{2}} u_{2} u_{3} \overline{u_{3}} u_{1} \overline{u_{1}} u_{3}\right)=\rho^{+}\left(\overline{u_{1}} \overline{u_{2}} u_{2} u_{3}\right)=\rho^{+}(\omega)$.

Proposition 6.5. For every TCFT $\tau \subseteq \widehat{\Gamma}^{*} \times \Sigma^{*}$, one can effectively find an $\varepsilon$-CFT $\tau^{\prime}$ such that $\tau\left(\mathcal{D}_{\Gamma}\right)=\tau^{\prime}\left(\mathcal{D}_{\Gamma}\right)$.

Proof. According to Proposition 6.2, we assume $\tau$ to be generated by a reduced CFTG $G=(N, \widehat{\Gamma}, \Sigma, P, S)$. We also suppose, without loss of generality, that every production $X \longrightarrow \Omega \in P$ satisfies $\Omega \in N N \cup\left(\widehat{\Gamma}^{*} \times \Sigma^{*}\right)$. According to Lemma 6.3, for every $X \in N$, we can effectively construct the unique word $w_{X}$ such that for all $(\omega, u) \in \widehat{\Gamma}^{*} \times \Sigma^{*}$, if $X \xrightarrow{*}(\omega, u)$, then $\rho(\omega)=w_{X}$.

We consider the context-free transduction grammar $G^{\prime}=\left(N \cup\left\{N_{\varepsilon}\right\}, \widehat{\Gamma}, \Sigma, P^{\prime}, S\right)$ such that $N_{\varepsilon}=\left\{X_{\varepsilon} \mid X \in N\right\}$ and:

$$
\begin{aligned}
P^{\prime}= & \{X \longrightarrow(\omega, u) \in P\} \cup\left\{X_{\varepsilon} \longrightarrow X\left(\bar{w}_{X}, \varepsilon\right) \mid X \in N\right\} \cup \\
& \left\{X \longrightarrow Y_{\varepsilon}\left(w_{Y}, \varepsilon\right) Z_{\varepsilon}\left(w_{Z}, \varepsilon\right) \mid X \longrightarrow Y Z \in P\right\} .
\end{aligned}
$$

Claim 1. For every $X \in N$, and every $(\omega, u) \in \widehat{\Gamma}^{*} \times \Sigma^{*}$ :

1. if $X \xrightarrow{*}{ }_{G^{\prime}}(\omega, u)$ then $\rho(\omega)=w_{X}$;
2. if $X_{\varepsilon}{ }^{*} G^{\prime}(\omega, u)$ then $\rho(\omega)=\varepsilon$.

Proof of Claim 1. By induction on the length of derivations:

- If $X \longrightarrow_{G^{\prime}}(\omega, u)$, then $X \longrightarrow_{G}(\omega, u)$ by definition of $P^{\prime}$ and $\rho(\omega)=w_{X}$ by definition of $w_{X}$.
- Suppose that

$$
\begin{aligned}
& X \longrightarrow_{G^{\prime}} \\
& \xrightarrow[G^{\prime}]{ }\left(w_{Y}, \varepsilon\right) Z_{\varepsilon}\left(w_{Z}, \varepsilon\right) \\
&\left(\omega_{1}, u_{1}\right)\left(w_{Y}, \varepsilon\right)\left(\omega_{2}, u_{2}\right)\left(w_{Z}, \varepsilon\right)=(\omega, u) .
\end{aligned}
$$

By induction hypothesis, $\rho\left(\omega_{1}\right)=\rho\left(\omega_{2}\right)=\varepsilon$, then $\rho(\omega)=\rho\left(w_{Y} w_{Z}\right)$. From definition of $P^{\prime}$, there is a production $X \longrightarrow Y Z \in P$ and then $\rho\left(w_{Y} w_{Z}\right)=w_{X}$.

- Suppose that $X_{\varepsilon} \longrightarrow_{G^{\prime}} X\left(\bar{w}_{X}, \varepsilon\right) \xrightarrow{*}{ }_{G^{\prime}}\left(\omega_{1} \bar{w}_{X}, u\right)$. By induction hypothesis $\rho\left(\omega_{1}\right)=\rho\left(w_{X}\right)$, then $\rho\left(\omega_{1} \bar{w}_{X}\right)=\varepsilon$.
Claim 2. For all $X \in N, u \in \Sigma^{*}$, and $\omega \in \widehat{\Gamma}^{*}$ such that $\rho^{+}(\omega) \in \bar{\Gamma}^{*} \Gamma^{*}$ :
if $X \xrightarrow{*}{ }_{G}(\omega, u)$, then there exists $\omega^{\prime} \in \widehat{\Gamma}^{*}$ such that

$$
X \xrightarrow{*}_{G^{\prime}}\left(\omega^{\prime}, u\right) \text { and } \rho^{+}\left(\omega^{\prime}\right)=\rho^{+}(\omega) .
$$

Proof of Claim 2. We prove the claim by induction on the length of derivations. The basis case is trivially true since terminal productions have not been modified. For the induction case, there only one possible first step: $X \longrightarrow_{G} Y Z \xrightarrow{*}_{G}\left(\omega_{1}, u_{1}\right) Z \xrightarrow{*}_{G}\left(\omega_{1} \omega_{2}, u_{1} u_{2}\right)$ and $\rho^{+}\left(\omega_{1} \omega_{2}\right) \in \bar{\Gamma}^{*} \Gamma^{*}$. Then, from construction of $G^{\prime}$ :

$$
\begin{array}{rll}
X & \longrightarrow_{G^{\prime}} & Y_{\varepsilon}\left(w_{Y}, \varepsilon\right) Z_{\varepsilon}\left(w_{Z}, \varepsilon\right) \\
& \longrightarrow_{G^{\prime}} & Y\left(\bar{w}_{Y} w_{Y}, \varepsilon\right) Z_{\varepsilon}\left(w_{Z}, \varepsilon\right) \\
& \longrightarrow_{G^{\prime}} & Y\left(\bar{w}_{Y} w_{Y}, \varepsilon\right) Z\left(\bar{w}_{Y} w_{Z}, \varepsilon\right) .
\end{array}
$$

We have supposed that $\rho^{+}\left(\omega_{1} \omega_{2}\right) \in \bar{\Gamma} \Gamma^{*}$, then from Lemma 6.4(2), $\rho^{+}\left(\omega_{1}\right), \rho^{+}\left(\omega_{2}\right) \in \bar{\Gamma}^{*} \Gamma^{*}$ and we can then apply the induction hypothesis: there are $\omega_{1}^{\prime}, \omega_{2}^{\prime} \in \widehat{\Gamma}^{*}$ such that $\rho^{+}\left(\omega_{1}^{\prime}\right)=\rho^{+}\left(\omega_{1}\right), \rho^{+}\left(\omega_{2}^{\prime}\right)=\rho^{+}\left(\omega_{2}\right), Y \xrightarrow{*} G_{G^{\prime}}\left(\omega_{1}^{\prime}, u_{1}\right)$ and $Z \xrightarrow{*} G_{G^{\prime}}\left(\omega_{2}^{\prime}, u_{2}\right)$. It follow that

$$
X \xrightarrow{*} G_{G^{\prime}}\left(\omega_{1}^{\prime} \overline{w_{Y}} w_{Y} \omega_{2}^{\prime} \bar{w}_{Y} w_{Z}, u_{1} u_{2}\right)=\left(\omega^{\prime}, u\right) .
$$

From Claim 1, $\rho\left(\omega_{1}^{\prime}\right)=w_{Y}$ and $\rho\left(\omega_{2}^{\prime}\right)=w_{Z}$, then from Lemma 6.4(3), $\rho^{+}\left(\omega^{\prime}\right)=$ $\rho^{+}\left(\omega_{1}^{\prime} \omega_{2}^{\prime}\right)$ and so $\rho^{+}\left(\omega^{\prime}\right)=\rho^{+}\left(\omega_{1} \omega_{2}\right)$.

Claim 3. For all $X \in N, u \in \Sigma^{*}$, and $\omega \in \widehat{\Gamma}^{*}$ such that $\rho^{+}(\omega) \in \bar{\Gamma}^{*} \Gamma^{*}$ : if $X \xrightarrow{*}_{G^{\prime}}(\omega, u)$, then there exists $\omega^{\prime} \in \widehat{\Gamma^{*}}$ such that

$$
X \xrightarrow{*}_{G}\left(\omega^{\prime}, u\right) \text { and } \rho^{+}\left(\omega^{\prime}\right)=\rho^{+}(\omega) .
$$

The proof of Claim 3 is similar to that of Claim 2 and uses the same arguments.
Claim 4. $\mathcal{T}_{G}\left(\mathcal{D}_{\Gamma}\right)=\mathcal{T}_{G^{\prime}}\left(\mathcal{D}_{\Gamma}\right)$.
Proof of Claim 4. Direct from Claims 2 and 3 and the fact that for all $\omega \in \mathcal{D}_{\Gamma}$, $\rho^{+}(\omega)=\varepsilon \in \bar{\Gamma}^{*} \Gamma^{*}$.
We are now ready to construct the required $\varepsilon$-CFTG. Recall that productions of $G^{\prime}$ have the form:

$$
X \longrightarrow(\omega, u), X \longrightarrow Y_{\varepsilon}\left(w_{Y}, \varepsilon\right) Z_{\varepsilon}\left(w_{Z}, \varepsilon\right), X_{\varepsilon} \longrightarrow X\left(\overline{w_{X}}, \varepsilon\right), \text { for } X, Y, Z \in N .
$$

We construct from $G^{\prime}$ a grammar $G^{\prime \prime}=\left(N^{\prime \prime}, \widehat{\Gamma}, \Sigma, P^{\prime \prime}, S\right)$ as follows:

1. we replace every production $X_{\varepsilon} \longrightarrow X\left(\bar{w}_{X}, \varepsilon\right) \in P^{\prime}, X \neq S$, by the set $\left\{X_{\varepsilon} \longrightarrow\right.$ $\left.\Omega\left(\overline{w_{X}}, \varepsilon\right) \mid X \longrightarrow \Omega \in P^{\prime}\right\}$
2. we remove every production whose LHS belongs to $N-\{S\}$.

We can easily see that for all $X \in N^{\prime \prime}, \eta_{G^{\prime \prime}}(X)=\varepsilon$, then from Proposition 4.3, $\mathcal{T}_{G^{\prime \prime}}$ is an $\varepsilon$-CFT. In addition, $G^{\prime \prime}$ and $G^{\prime}$ generate the same transduction, then from Claim $4, \mathcal{T}_{G}\left(\mathcal{D}_{\Gamma}\right)=\mathcal{T}_{G^{\prime \prime}}\left(\mathcal{D}_{\Gamma}\right)$.

As direct consequences of Proposition 6.5, Theorem 4.5 and Corollary 5.9, we get the two following theorems.
Theorem 6.6. Given a $T C F T \tau \subseteq \widehat{\Gamma}^{*} \times A^{*}$, the following assertions hold:

1. there is an alphabet $\Delta$, an $\varepsilon$-CFL $X \subseteq \widehat{\Delta}^{*}$, an $\varepsilon$-safe homomorphism $g: \widehat{\Delta}^{*} \rightarrow \widehat{\Gamma}^{*}$ and a homomorphism $h: \widehat{\Delta}^{*} \rightarrow A^{*}$ such that

$$
\tau\left(\mathcal{D}_{\Gamma}\right)=h\left(g^{-1}\left(\mathcal{D}_{\Gamma}\right) \cap X\right)
$$

2. there is an alphabet $\Delta$, an $\varepsilon$-safe homomorphism $g: \widehat{\Delta}^{*} \rightarrow \widehat{\Gamma}^{*}$, a homomorphism $h: \widehat{\Delta}^{*} \rightarrow A^{*}$ and a regular set $R \subseteq \widehat{\Delta}^{*}$ such that

$$
\tau\left(\mathcal{D}_{\Gamma}\right)=h\left(g^{-1}\left(\mathcal{D}_{\Gamma}\right) \cap R \cap \mathcal{D}_{\Delta}\right) .
$$

Theorem 6.7. A language $L$ is indexed iff there is a TCFT $\tau$ such that $L=\tau\left(\mathcal{D}_{2}\right)$.
We end the paper with a positive decidability result:
Theorem 6.8. The problem to know whether a context-free transduction is a TCFT is decidable in polynomial time.

Proof. Given a context-free transduction $\tau \subseteq \widehat{\Gamma}^{*} \times \Sigma^{*}, \tau$ is a TCFT iff $\operatorname{Dom}(\tau) \in \mathcal{T}_{\Gamma}$ where $\operatorname{Dom}(\tau)$ is context-free language. This problem is decidable in polynomial time from Theorem 3.24.
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