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Introduction 

Confidence intervals are a main inferential procedure with many applications to real life, such as 

studying the percentage of voters will finally vote for a particular political party or the proportion of 

the population that suffers from asthma. This topic is taught in Spain to high school students in the 

Social Sciences specialty and in most of university grades. Since the available time for teaching is 

scarce, students are mainly taught the computing procedure, with no much attention to 

interpretation of results. Olivo, Batanero and Díaz (2008), and references therein, described some 

difficulties appearing in students’ interpretation of confidence intervals for proportion. 

The aim of this paper is to present an alternative methodology to compute confidence intervals for 

proportion by using the approach due to Wilson (1927). It would be of interest for students to 

discover that there is not a unique way to compute such interval. With the help of computers, by 

comparing Wilson’s procedure to classical one, students would be able to improve their 

interpretation of the confidence interval for proportion and its confidence level. 

Usual methodology to determine confidence intervals for proportions 

Below, we summarize the usual procedure for computing the confidence interval. Suppose we are 

interested in estimating the proportion   of individuals in a population that satisfy certain condition. 

We take a random sample of the population, and observe the number   of individuals in the sample 

that verifies that property, which follows a Binomial distribution of parameters   and  . When n is 

large enough, we approximate this distribution by the normal distribution               , 

where      , and it can be typified as                       where    is the sample 

proportion defined as the number of the successes divided by total number of observations in the 

sample. Let denote by     the confidence level (usually                    ) and let 

         be the unique positive real number such that                        , where 

  is any random variable following the standard normal distribution       . Then the following 

approximation can be considered: 

          
    

             
              (1) 

Since   is unknown, we replace it by its maximum likelihood estimator,   , from which it is easy to 

deduce that the confidence interval for  , at the confidence level    , is 

                                      (2) 

The advantage of this expression is that it is very simple to use in practice and it produces good 

results. Its main weakness is that it has been obtained through a process in which, without apparent 

justification, the true value of   has been replaced by its estimator    . This replacement transforms a 
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non-linear problem into a linear problem. One of the most important drawbacks of expression (2) is 

that this formula does not reach the confidence level. 

Wilson’s methodology to determine the confidence interval for proportion 

This method proposes to solve the equation (of second degree after squaring): 

    

             
        

before replacing   by    in the denominator. Its two solutions determine the extremes of the 

confidence interval for proportion, which are: 

       

 
 
 
 

 

            
                

              

          
  

 

 
 
 
 

   
(3) 

Since this formulae is more complex than (2), we propose to use a spreadsheet to generate a lot of 

random samples of distribution        (for instance, 1000 or more), when   and   are previously 

set by students. By using that random samples, we can compute both (2) and (3) intervals, and to 

determine how many of them indeed contain the true value of  . This comparison will help students 

to understand that the correct interpretation of confidence interval relies on the methodology, but 

not on the interval: when lots of intervals are randomly generated, we trust that           will 

contain the (unknown) true value of the proportion  . Furthermore, we are interested on 

overcoming the wrong student’s usual affirmation that establishes that, after computing the 

confidence interval, the probability that   belongs to such interval is the confidence level. This 

novel view-point could be of interest for both undergraduate and graduate students. 

To compare both methods, we present the results of 10000 and 1000000 simulation with      

(see Table 1). We highlight that only around the 88% of the intervals constructed using (2) contains 

the real value of   and the greater confidence of Wilson’s method. 

Usual method Wilson’s method 

                                    

87.19% 87.54% 94.88 % 95.23 % 

Table 1: Proportion of confidence intervals in simulation containing the true value of    
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