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Abstract Liquid rocket, Diesel or aircraft engines may operate in the transcritical regime. In such
thermodynamic conditions, the classical phase change that occurs at subcritical pressure disappears
and the mixing layer between the dense and cold jet and the outer gaseous stream is characterized
by large variations of density and thermodynamic properties. Fluids show strong departure from a
perfect gas behavior and a real-gas formulation is needed to model the fluid state. The extension
of the unstructured AVBP solver, jointly developed by CERFACS and IFPEN, to handle high-
pressure thermodynamics is presented in details. It is then validated on the experimental coaxial
injectors studied with the Mascotte test rig from ONERA that operate in the transcritical range,
namely the LOx/GH2 cases A60 and C60 and the LOx/GCH4 configuration G2. The flame pattern
observed in experiments is properly recovered, hence validating the numerical strategy. Numerical
results are then discussed focusing on the role of the momentum flux ratio on the development of
transcritical flames.

Keywords Large-Eddy Simulation · transcritical regime · turbulent combustion

1 Introduction

Many liquid rocket, Diesel or aircraft engines operate in the transcritical regime. For example,
the two LH2/LO2 liquid rocket engine that equip Ariane 6, Vulcain and Vinci engines, oper-
ate at 11 MPa and 6 MPa respectively. This pressure exceeds the critical pressure of oxygen
(PC(O2)=5.04 MPa), which is otherwise injected at a temperature below its critical temperature
(TC,O2

= 154 K). Under such conditions, the oxygen stream is transcritical and the perfect gas
equation of state and associated thermodynamics are not valid anymore [1]. Surface tension and
latent heat of vaporization are diminished. As a consequence, atomization and droplet generation
processes occuring at subcritical pressure may no longer be present. Instead, the dense oxygen
jet diffuses in the surrounding light fluid. This phenomenon has been observed in multiple ex-
periments involving single-species flows, as well as non-reactive and reactive multi-species coaxial
injections [2–4]. The development of accurate unsteady reactive simulations under transcritical
conditions is then of interest for many applications, especially for rocket applications, and is the
subject of this article. It should be pointed out that multi-species mixing may leads to phase sepa-
ration [5–7]. However, recent studies reveals that it is expected to be of limited importance in the
context of reactive flows for rocket engine applications [5,7]. Mixture supercritical conditions are
then assumed in this study.

In the reacting cases studied experimentally in [4,8], transcritical oxygen jets are surrounded by
high-velocity supercritical hydrogen or methane streams. A pure diffusion flame regime, controlled
by turbulent mixing, was observed. Supercritical pressure and the absence of droplets lead to a
thin flame located in proximity of the cold and dense oxygen jet. Transcritical oxygen / gaseous
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hydrogen or methane flames thus feature a strong turbulent diffusion-flame brush anchored at the
injector lip that wraps the central cold oxygen jet.

Numerical simulations show the impact of transcritical conditions on the thermodynamics and
flow dynamics [9,10] and combustion [11–15]. Direct Numerical Simulations (DNS) [9,16] were used
to study mixing processes, highlighting the importance of non-ideality in the context of Large-Eddy
Simulations (LES) or Reynolds-Averaged-Navier-Stokes simulations (RANS) [17–20]. However it
should be noticed that RANS simulations, based on classical closures, were able to provide good
representations of the average flame shape [21,22]. Recent efforts focus on the development of LES
solvers for transcritical flows to describe the unsteady turbulent flame structure [23–37].

One major issue is the capability of numerical methods to remain stable and accurate in re-
gions of large density gradients. The strong non-linearity of thermodynamic properties renders the
system highly sensitive to small variations of density or energy, that may generate high amplitude,
unphysical, pressure oscillations [26,31,38–40]. These unphysical phenomena, produced in under-
resolved gradients or during numerical dissipation, may artificially perturb the flow and affect the
prediction of combustion instabilities. They should be canceled or, at least, limited. However, clas-
sical conservative methods, expected to be prone to undesired pressure fluctuations, have been used
with great success by many researchers [6,10,32,41–44]. Methods derived to limit or suppress these
spurious pressure oscillations are generally non-conservative on energy [26,33,45]. A recent energy
conservative strategy for the Van Der Waals equation of state has been proposed by Pantano et
al. [46]. In the present work, a non-conservative artificial viscosity is used to stabilize the system
[45].

Unsteady numerical studies focused on the vicinity of the coaxial injectors [10,24,47–50], show-
ing a flame anchored in the wake region behind the injector lip and spreading around the LOx jet.
Simulations of the whole flame in transcritical regime, from the injection unit to the flame end,
have been performed in [25,27,37,43,51–56]. Numerical flame structures are generally in reason-
able agreement with experimental data when available [27,53,37]. However, additional validations
of the LES methodology against experimental transcritical flames are still needed.

In the present paper, the unstructured AVBP solver is used to simulate three experimental
coaxial flames operating in transcritical conditions. The first objective of this study is to develop
and validate a methodology for the AVBP solver to perform Large-Eddy Simulations of reacting
flows under transcritical conditions. The numerical strategy, inherited from the method presented
in [45], make use of a modified artificial viscosity sensor and is here presented in details. The
second goal is to numerically investigate the well-known Mascotte test-cases [4,8]. In contrast
to the existing LES of cases C60 and G2 [27,51], the 3 supercritical Mascotte test cases (A60,
C60 and G2) are considered within the same framework, allowing for a proper validation of the
method and a fair comparison between the cases. Also, in order to limit the CPU cost, the previous
calculations were performed using a modified injector geometry, featuring thickened lips [51]. The
actual tapered lips are considered in this work. The three cases selected for this study are well
suited for code validation as they are known to have three distinct dynamic behaviors [4,8]: a)
Case C60 features a long flame, with lot of intermittency in the second part of the chamber ; b)
Case A60 is much shorter with a flame almost completely visible in the optical window ; c) Case
G2 shows a compact flame, fully visible in the optical window. Finally, the effect of the momentum
ratio on the flame development is investigated. This parameter is of major importance in coaxial
jet mixing [57] and combustion [8]. Details about the models and the solver are given in Sec. 2.
The experimental configurations and the numerical setup are described in Sec. 3. The numerical
strategy is then validated in Sec. 4. Results are eventually discussed in Sec. 5, where the complete
flame dynamics are detailed.
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2 Governing equations, models and numerics

2.1 Governing equations

The Favre-filtered, fully compressible Navier-Stokes equations are used to formulate the Large-
Eddy Simulations (LES) approach [58]:

∂ρỸk
∂t

+
∂ρỸkũj
∂xj

= −∂Jk,j
∂xj

−
∂J tk,j
∂xj

+ ω̇k (1)

∂ρũi
∂t

+
∂ρũiũj
∂xj

= − ∂p

∂xi
+
∂τi,j
∂xj

+
∂τ ti,j
∂xj

(2)

∂ρẼ

∂t
+
∂ρũjẼ

∂xj
= −∂pũj

∂xj
+
∂ũiτi,j
∂xj

− ∂qj
∂xj
−
∂qtj
∂xj

+ ω̇T (3)

where φ and φ̃ denote spatial and mass-weighted (Favre) spatial filter, p is the pressure, T the
temperature, ρ the density, Yk is the mass fraction of the species k, ui is the velocity vector, xi
the three spatial coordinates, t the time, E the total sensible energy, τ ti,j the sub-grid scale (SGS)
stress tensor, qtj the SGS energy fluxes, J tk,j the SGS species fluxes, ω̇k the species reaction rate
and ω̇T the heat release rate.

The species Jk and heat fluxes q use classical gradient approaches. The fluid viscosity and the
heat diffusion coefficient are calculated following the Chung et al. method [59] and mass diffusion
coefficients are deduced from heat diffusivity by assuming a unity Lewis number (Le=1). The latter
assumption is an approximation, especially for H2/O2 cases [12,60]. It is expected not to be so
influential for the turbulent cases studied here because the turbulent sub-grid-scale fluxes dominate
the laminar fluxes by at least one order of magnitude. Nevertheless, effects of differential diffusion
may be significant in the near injector region. Following DNS results of Oefelein [24], the Soret
and Dufour effects, which are shown to be much smaller than ordinary diffusion, are neglected.

2.2 Sub-grid scale models and assumptions

The sub-grid scale (SGS) energy and species fluxes are modeled using the gradient transport
assumption, introducing SGS turbulent viscosity νt, turbulent species diffusion Dt and turbulent
thermal conductivity coefficients λt:

τ tij = 2 ρ νt

(
S̃ij −

1

3
δijS̃ll

)
with S̃ij =

1

2

(
∂ũj
∂xi

+
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δij (4)
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= −ρ
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Dt
∂Ỹk
∂xi
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qi
t = −λt

∂T̃

∂xi
+

N∑
k=1

Ji,k
t
h̃s,k (6)

with:

Dt =
νt

Sct
and λt =

ρνtCp
Prt

(7)

where hs,k is the partial-mass sensible enthalpy of species k, and turbulent Prandtl Prt and Schmidt
Sct numbers are both set to 0.7. The SGS turbulent viscosity νt is modeled with the WALE model
[61], well suited for shear flows [45]. In the absence of fully validated models, additional SGS terms,
depicted in Taskinoglu et al. [18] and Borghesi and Bellan [62] and that are negligible in ideal cases,
are not considered here. Notably, filtered pressure p is computed directly from filtered variables:
p ≈ p(ρỸk, ρẼ). This is an approximation that has been shown a posteriori to be reasonable at
least for small LES filters [62] but need further investigations for large filters and high Reynolds
flows.
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2.3 Thermodynamics

Thermodynamic non-idealities are accounted for using the Soave-Redlich-Kwong equation of state
[63]:

p =
ρrT

1− ρbm
− ρ2am(T )

1 + ρbm
(8)

where r = R/W , with R the perfect gas constant and W the mean molar mass of the mixture.
A classical Van Der Walls mixing rule is used for the computation of the equation coefficients am
and bm (see [1] for details).

All the thermodynamic coefficients are then consistently derived from the equation of state
as described in [1,9,24]. Under the current simulation thermodynamic, the SRK equation of state
accurately predicts density and energy at the injection temperature, and shows a maximum relative
error of 12% and 20% for oxygen and methane densities near the critical temperature compared
with the NIST database [64] (Fig. 1). Possibility of phase separation is neglected in this work. In
particular, for the case of O2/H2 combustion at 60 bar, it has been shown that liquid water may
appears near the cold oxygen jet [5] but in small quantities, because the species mixing essentially
occurs in the high temperature region of flame. It is thus considered to have a negligible impact
on the flame dynamics and is neglected.
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Fig. 1 Comparison of SRK with the NIST database. (a) Density and (b) sensible energy for oxygen at 6.0 MPa
and methane at 5.5 MPa computed with the SRK equation of state (continuous line) and from the NIST database
(dots) [64].

2.4 Combustion model

In high pressure cryogenic rocket engines, combustion operates in a pure diffusion regime [8,65].
In addition, since pure reactants are considered in a high pressure environment, a fast chemistry
assumption is justified for the cases simulated here [11,66] so that species equilibrium is assumed
in this work. In particular, results of CH4/O2 strained diffusion flame calculations at high pressure
[11] indicate that the fast chemistry assumption is accurate for strain rates lower than 9.105 s−1

at 50 bar, whereas the strain rates in the present high-pressure simulation remain essentially lower
than 1.105 s−1, justifying the fast chemistry assumption. Moreover, recent two-dimensional highly
resolved numerical simulations with complex chemistry and accounting for conjugate heat transfert
in the lip region of a LO2/GH2 flame [67,68] indicate that chemistry is fast. Each species are then
deduced from equilibrium calculations as a function of the mixture fraction Z. In order to properly
represent the temperature over the whole mixture fraction domain, four species (H2O, H2, O2 and
OH, Fig. 2a) are considered here for cases involving hydrogen - oxygen combustion (Sec. 3.1) and
seven species (CH4, O2, H2O, CO2, CO, OH and H2, Fig. 2b) are used for the case that considers
methane - oxygen combustion. Main species mass fractions are properly represented. In particular,
the shape of OH mass fraction are recovered for both equilibrium, even though their maximum are
overestimated with the simplified equilibrium. The maximum error on temperature is 150 K for
H2/O2 (4 %) and 120 K for CH4/O2 (3.5 %), near stoichiometry. Mixture temperature is properly
captured for other equivalence ratios. Filtered mass fractions are computed using a β-pdf [58,69]:
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Fig. 2 Equilibrium calculations used in the combustion model. Species distribution in terms of the mixture fraction
for (a) cases A60 and C60 and (b) case G2 (Black: equilibrium used in this study, red: complex chemistry equilibirum).
(c) Comparison between the temperature predicted from the simplified equilibrium used in this study (continuous
line) and complex chemistry (dots).

Ỹk(Z̃, Z̃”2) =

∫ 1

0

Yk(Z∗)P (Z∗, x, t)dZ∗ (9)

where P is the β-pdf depending on Z̃ and Z̃”2, the filtered variance of the mixture fraction. Both

Z̃ and Z̃”2 are transported in the simulation [70]:

∂ρZ̃

∂t
+∇ · (ρZ̃ũ) = ∇ · (ρ(D +Dt)∇Z̃) (10)

∂ρZ̃”2

∂t
+∇ · (ρZ̃”2ũ) = ∇ · (ρ(D +Dt)∇Z̃”2) + 2ρDt‖∇Z̃‖2 − 2ρDt

Z̃”2

∆x
2 (11)

Finally the strategy employed here allows for an explicit formulation of the filtered reaction

rate ω̇k determined from a relaxation between the tabulated filtered mass fraction Ỹk(Z̃, Z̃”2) and

the one transported assuming pure mixing Ỹ +
k [27,71]:

ω̇k = ρ
Ỹk(Z̃, Z̃”2)− Ỹ +

k

Cr∆t
(12)

where ∆t is the time step and Cr a constant that should theoretically be equal to 1. In practice,
it can be set to larger values as long as the resulting characteristic time remains smaller than the
other characteristic times of the flow. Cr is set to 100 in this paper. The filtered heat release rate
is then computed from ω̇k:

ω̇T = −
N∑
k=1

∆h0f,kω̇k (13)

where ∆h0f,k is the formation enthalpy of species k. Finally, the source terms ω̇k and ω̇T are directly
used in Eq. 1 and 3, which allows a simple and direct coupling with the compressible solver.

It should be mentioned that more complex combustion models have been developed for su-
percritical combustion, relying on complex chemistry and possibly able to account for chem-
istry effects. These models are based on tabulated chemistry generally using laminar flamelet
or flamelet/progress variable approaches [43,72,35,36,30,73,34,37]. Good results have been ob-
tained using flamelet approach in real scale cases [43,73,37] even though further validations are
still needed. However, for the configurations under investigation here, a fast chemistry assumption
is reasonable.

2.5 Numerics and stabilization method

2.5.1 Description of the method

The compressible unstructured solver AVBP [74,75] is used for this study. Its Taylor-Galerkin
weighted residual central distribution scheme, called TTGC, is third-order in time and space [76].
The Jacobian matrices of non-viscous fluxes used by the scheme are written to be fully consis-
tent with the non-ideal thermodynamics (detailed in Appendix A). Boundaries are treated with
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the characteristic wave decomposition method NSCBC derived for non-ideal thermodynamics as
detailed in [77].

Like any non-dissipative centered scheme, TTGC is very sensitive to high gradients and is
stabilized applying locally artificial viscosity to guarantee both accuracy and stability. Cells with
underresolved wavelength are detected by a density sensor Sρ:

Sρ =
|u · n|∆t
∆x

∣∣∣∣∣ ρ̂− ρ0.01ρ
− ξ

∣∣∣∣∣ (14)

where ∆t is the time step, ∆x the characteristic cell size, n the normal to the density gradient and
φ̂ = F ∗ φ denotes a spatial filtering of variable φ. The spatial recursive filter F used in this work
follows the strategy depicted in Mathew and al. [78] based on an extension to the deconvolution
method of Stolz et al. [79]. The explicit selective filter F is built from a reference filter G and its
approximate deconvolution Q:

ρ̂ = F ∗ ρ = Q ∗G ∗ ρ =

N∑
n=0

(I −G)n ∗G ∗ ρ (15)

where I is the identity operator and G is an approximate fourth order derivative [75], its expression
at node i is given by:

(G ∗ ρ)i = ρi +
1

Vi

∑
j|i∈Ωj

VΩj

n
Ωj
v

 1

n
Ωj
v

∑
k∈Ωj

∇ρk

(xΩj − xi
)
−
(
ρΩj
− ρi

) (16)

where φi are the variables taken at the node i and φΩj = 1/n
Ωj
v
∑
k∈Ωj

φk are the cell averaged

variables taken at cell j, Vi is the volume at node i, VΩj is the volume of cell j and n
Ωj
v is the number

of vertices of cell j. The filter response function for F is plotted in Fig. 3 as a function of the
number of recursion. Following the dispersion properties the TTGC scheme (see for example Figs.
6 and 7 of [76]), where dispersion errors are shown to be negligible for normalized wavenumbers
lower than 0.3, only one recursion (N=1) is used in the sensor. The free parameter ξ acts roughtly
as a threshold value and is typically set between ξ = 0.0 and ξ = 10.0 in practical simulations.
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Fig. 3 Filter response function as a function of the wavenumber for different values of the number of recursion N .
The value N = 1 is a good candidate for TTG schemes [76] used in the AVBP solver and is chosen in the sensor.
N = 0 actually corresponds to the reference filter G, an approximate fourth order derivative.

Finally, limiters for species SYk
, mixture fraction SZ and its variance SZ′′ are computed to

locate regions with values lower than zero or greater than 1:

Sφ =

{
min( |φ|ε , 1), if φ < 0.

min( |φ−1|ε , 1), if φ > 1.
(17)

Slim = max(SYk
, SZ , SZ′′) (18)
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with φ being Yk, Z or Z ′′ and ε = 0.1. The final limiter Slim is taken as the maximum of the three
limiters (Eq. 18)

Conservative artificial viscosity. At the end of the temporal iteration (i.e. after the two sub-
steps of the TTGC scheme) and before the application of the boundary conditions, second-order
derivatives are used to add artificial diffusion and filter the conservative variables when the sensor
is activated to smooth the largest gradient. At node i, artificially diffused conservative variables
are obtained from:

(ρỸk)AVi = (ρỸk)i +
1

Vi

∑
j|i∈Ωj

−
VΩj

n
Ωj
v

(
(ρỸk)Ωj − (ρỸk)i

)
(Sρ,Ωj + Slim,Ωj ) (19)

(ρũ)AVi = (ρũ)i +
1

Vi

∑
j|i∈Ωj

−
VΩj

n
Ωj
v

ũΩj

(
ρΩj
− ρi

)
Sρ,Ωj (20)

(ρẼ)AVi = (ρẼ)i +
1

Vi

∑
j|i∈Ωj

−
VΩj

n
Ωj
v

[
(ρẽs)Ωj − (ρẽs)i + ẽc,Ωj

(
ρΩj
− ρi

)]
(Sρ,Ωj + Slim,Ωj ) (21)

(ρZ̃)AVi = (ρZ̃)i +
1

Vi

∑
j|i∈Ωj

−
VΩj

n
Ωj
v

(
(ρZ̃)Ωj

− (ρZ̃)i

)
(Sρ,Ωj

+ Slim,Ωj
) (22)

(ρZ̃”2)AVi = (ρZ̃”2)i +
1

Vi

∑
j|i∈Ωj

−
VΩj

n
Ωj
v

(
(ρZ̃”2)Ωj

− (ρZ̃”2)i

)
(Sρ,Ωj

+ Slim,Ωj
) (23)

where Sρ,Ωj = 1/n
Ωj
v
∑
k∈Ωj

Sρ,k and Slim,Ωj = 1/n
Ωj
v
∑
i∈Ωj

Slim,i . Cell velocity equilibrium is
assumed in Eqs. 20 and 21 during the diffusion of the conservative variables.

Non-conservative artificial viscosity. To limit the generation of acoustic waves during artificial
diffusion (see Sec. 2.5.2), a non-conservative artificial viscosity [45] is used in this work. Energy
ρE is not directly filtered using Eq. 21 when artificial viscosity is applied to the flow. Instead,
(ρẼ)AV is computed from the artificially filtered pressure pAV and species density (ρỸk)AV and is
introduced in the code using a splitting procedure, after the application of conservative artificial
viscosity, and a relaxation formulation:

pAVi = pi +
1

Vi

∑
j|i∈Ωj

−
VΩj

n
Ωj
v

(
pΩj
− pi

)
(Sρ,Ωj

+ Slim,Ωj
) (24)

∂ρẽs
∂t

= κe (ẽs − ẽs∗)H(0.9− Zth) (25)

where ẽs
∗ = ẽs

∗((ρỸk)AV , pAV ) and H is the Heaviside function. Stiff relaxation is computed
(κe → ∞) to ensure ẽs = ẽs

∗ at the end of the iteration. Using a non-conservative method may
lead to temperature error [40] and this procedure is then restricted to the strongly non-linear ther-
modynamic region (Zth = p/(ρrT ) <0.9). For Zth > 0.9, the conservative procedure is conserved.
It was observed that temperature errors may be large if the non-conservative formulation is ap-
plied everywhere in the flow, especially if sub-grid scale terms are neglected. Compared with other
numerical approaches [26,31,33], this method is not oscillation free, but leads to a subsequent
diminution of non-physical pressure noise, as shown below. It is expected to be applicable to other
numerical scheme. The additional CPU cost compared with the fully conservative procedure is 5%
on a 3D simulation.

2.5.2 1D test-cases

Simple qualitative test-cases are shown below to assess the performance of the numerical strategy
used in this work. A 1D oxygen interface is advected in an open domain (non-reflecting boundary
conditions on each side of the domain). The initial density profile ρ(x) is given by:

ρ(x) = ρmax + 0.5(ρmin − ρmax)

(
1 + erf

(√
6

x

nx∆x

))
(26)



8 Thomas Schmitt

where ∆x=0.01m is the characteristic grid spacing, ρmax=1 000 kg m−3 and ρmin=100 kg m−3.
The initial velocity is constant and set to 10 m s−1. Three values of the parameter nx are studied:
2, 4 and 6, that approximatively correspond to 2, 4 and 6 cells in the density gradient.

Conservative artificial viscosity. The interface is first advected without artificial viscosity
(continuous lines on Fig. 4). As expected from [76], oscillations are visible on density that leads
to strong overshoot of temperature, especially for nx = 2. The under-resolution of the interface
produces acoustic disturbances, visible on pressure and velocity, that propagate in the domain.
These fluctuations are strongly reduced as nx is increased and are no longer noticeable for nx = 6.
Both density and temperature overshoot are reduced when artificial viscosity is added (Circles in
Fig. 4). Using a fully conservative artificial viscosity leads to the generation of acoustic waves during
artificial diffusion [31,45]. These waves may artificially promote the generation of an acoustic mode
[40], and should therefore be limited in the case of combustion instabilities simulation.
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Fig. 4 Advection of an oxygen density interface after 20 ms. (a) Density, (b) temperature, (c) pressure and (d)
velocity. Black: nx = 2, red: nx=4, blue: nx=6. Continuous lines: no artificial viscosity, circles: conservative artificial
viscosity.

Non-conservative artificial viscosity. Figure 5 compares instantaneous density, temperature,
pressure and velocity field after 20 ms with conservative (circles on Fig. 5) and non-conservative
artificial viscosity (continuous lines on Fig. 5). While density and temperature are virtually not
impacted by the formulation, pressure fluctuations are strongly reduced with the non-conservative
procedure. Limited disturbances are still noticeable in the interface, but do not propagate down-
stream contrary to the fully conservative formulation. The acoustic noise produced by the stabili-
sation method is strongly reduced when the non-conservative formulation is used.

Multi-species test case. A test case with 2 species, H2 and O2, initally at 100 K and 60 bar is
now considered. The initial oxygen mass fraction profile YO2(x) is given by:

YO2
(x) = 0.5

(
1− erf

(√
6

x

nx∆x

))
(27)

where ∆x=0.01m is the characteristic grid spacing. The initial velocity is constant and set to 10
m s−1. Three values of the parameter nx are studied: nx = 10−5, 2 and 4, that approximatively
correspond to 0, 2 and 4 cells in the density gradient. The resulting density field varies from
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Fig. 5 Advection of an oxygen density interface after 20 ms. (a) Density, (b) temperature, (c) pressure and (d)
velocity. Black: nx = 2, Red: nx=4, Blue: nx=6. Circles: conservative artificial viscosity, continuous lines: non-
conservative artificial viscosity.

ρmax=1 104 kg m−3 and ρmin=14.5 kg m−3.

Figure 6 compares instantaneous density, temperature, pressure and velocity field after 20 ms
with conservative (circles on Fig. 6) and non-conservative artificial viscosity (continuous lines on
Fig. 6). Similarly to what is shown on Fig. 5, density is virtually not impacted using either the
conservative or non conservative formulation. Conservation errors on energy now lead to a departure
of 20 K to 40 K with the fully conservative formulation. These conservation errors are however
restricted to the cold non-linear region (Zth < 0.9, Eq. 25). Pressure fluctuations are reduced
with the non-conservative formulation even though limited disturbances are still noticeable in the
interface. The acoustic noise produced by the stabilisation method is strongly reduced when the
non-conservative formulation is used. This strategy is retained for the 3D simulations.

Influence of ξ. The impact of the threshold coefficient ξ is shown in Fig. 7 for the multi-species
case shown previously (Eq. 27) with nx=2. Imposing a value of ξ larger than 0 cancels the detection
of under-resolved oscillations with the smallest amplitudes. Only the largest relative density oscil-
lations are then detected by the sensor. As shown in Fig. 7, increasing ξ limit numerical dissipation
and sharpen the density profile, especially for low density values, at the cost of increased numerical
noise. In particular, for ξ ≥ 3, important acoustic perturbations are noticed. An estimation of the
thickness is δinterface = ((ρmax− ρmin)/∆x)(∇ρ)max. It gives 4.21, 3.48, 3.19 and 3.13 for ξ=0, 1,
3 and 10, respectively.



10 Thomas Schmitt

a)
0.1 0.2 0.3 0.4 0.5

x [m]
0

300

600

900

1200

D
en

sit
y 

[k
g/

m
3 ]

b)
0.1 0.2 0.3 0.4 0.5

x [m]
60

80

100

120

140

Te
m

pe
ra

tu
re

 [K
]

c)
-1 0 1 2 3

x [m]
5.96

5.98

6

6.02

Pr
es

su
re

 [M
Pa

]

d)
-1 0 1 2 3

x [m]

9.5

10

10.5

V
el

oc
ity

 [m
/s]

Fig. 6 Advection of a H2/O2 interface after 20 ms. (a) Density, (b) temperature, (c) pressure and (d) velocity.
Black: nx = ε, Red: nx=2, Blue: nx=4. Circles: conservative artificial viscosity, continuous lines: non-conservative
artificial viscosity. The conservative calculation is not stable for nx = ε.
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Fig. 7 Advection of a H2/O2 interface after 20 ms. Influence of threshold coefficient ξ for nx=2. (a) Density, (b)
temperature, (c) pressure and (d) velocity. Black: ξ = 0.0, Red: ξ=1.0, Blue: ξ=3.0, Green: ξ=10.0.

3 Numerical and experimental configurations

3.1 Experimental setup

The Mascotte experimental configuration of ONERA [80], which has been extensively used for
experimental studies of cryogenic combustion [4,8], is considered here. The present simulations
reproduce cases A60, C60 and G2, corresponding to transcritical flames [81,82]. A single coaxial
injector produces a dense oxygen stream (i.e. liquid-like oxygen) at low velocity (less than 10 m/s),
surrounded by a high-velocity gaseous hydrogen (cases A60 and C60) or methane (case G2) stream
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(more than 100 m/s), in a chamber at supercritical-pressure for both reactants (60 bar for case A60
and C60, 56 bar for case G2). Cases A60 and C60 differ only by the hydrogen mass flow rate, which
is 50% larger in the A60 case. Oxygen under transcritical conditions is injected at 83 K, well below
its critical value, while hydrogen and methane, injected at 300 K are supercritical and gaseous,
respectively (see Tab. 1). Under such conditions, the density of oxygen (ρO2

= 1200 kg.m−3) is
much larger than that of hydrogen (ρH2

= 5.25 kg.m−3) and methane (ρCH4
= 39.5 kg.m−3). The

momentum flux ratio J=(ρfu
2
f )/(ρO2

u2O2
), a critical parameter that drives coaxial flames length

and spreading rate [8], is close to 7 and 14 for cases C60 and A60, respectively, and its value is
higher in case G2 because the density of methane is higher than that of hydrogen [8]. It should be
noticed that in all cases mixture is rich so that hydrogen or methane is always in excess.

Species H2 CH4 O2 H2O OH CO CO2
TC [K] 33.0 191 155 647 105 133 304
pC [MPa] 1.28 4.60 5.04 22.0 7.09 3.50 7.38

Table 1 Species critical temperature (TC) and pressure (pC).

3.2 Computational domain, mesh and boundary conditions

The computational domain is sketched in Fig. 8a and reproduces accurately the geometry of the
experimental chamber. The section of the combustion chamber is square-shaped (50 mm x 50 mm),
and the domain length is 400 mm. The three-dimensional simulations are performed on a mesh
containing 2,000,000 points and 11,500,000 tetrahedra. The smallest cell is located at the tip of
the separator between oxygen and fuel, meshed with 5 cells in its thickness (Fig. 8b). The mesh is
progressively coarsened downstream, where the flow and flame structures are less sharp.

a)

b)

Fig. 8 Computational domain. (a) Sketch of the computational domain, providing details about the boundary
conditions. (b) Longitudinal slice of the mesh and zoom in the near injector region.

Walls are treated using adiabatic slip wall-law boundary condition, which includes wall functions
[83,84]. The inlet and outlet conditions are both set with non-reflecting characteristic boundary
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conditions, with a relaxation on the pressure at the exit boundary condition [85]. Turbulent velocity
fluctuations are superimposed to the bulk flow at the injection on both oxygen and fuel streams [86,
87] following the injection profiles plotted in Fig. 9 and a Passot-Pouquet spectrum. The same grid
distribution, boundary conditions and numerics are used for all the simulations. Only mass flow
rates and injected species are changed to correspond to the case considered.
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Fig. 9 Injection velocity profiles. (a) Mean axial velocity u, (b) Axial (u′x), radial (u′r) and azimuthal (u′φ) rms

velocities. ubulk is the bulk velocity at inlet.

3.3 Averaging procedure and computational time

All the statistics presented in this paper are obtained using a Reynolds averaging procedure. For all
simulations, the calculations are run for 1 convective time (based on the oxygen injection velocity
and the flame length) before statistics are gathered. In order to asses the required computational
time for a proper comparison between the cases, case A60 is computed on a coarse grid (see Sec.
4.1 for details) for 2 averaging times τav. Mean and rms profiles for τav=100 ms (black lines) and
τav=50 ms (red lines) are shown on Fig. 10. It shows that an averaging time of 50 ms is sufficient,
except at x=20 d and r<10 mm where little departures are noticeable. This is due to the very low
velocity in this region, close to zero. In the following, averages are then performed over 50 ms.

Averaging and computational times are gathered in Tab. 2.

Case τav [ms] Number of temporal iterations CPU time [h]
C60 50 4.8 106 180 000

A60 coarse mesh 50 3.1 106 35 000
A60 50 4.8 106 180 000
G2 50 2.9 106 155 000

Table 2 Averaging times and CPU cost of the simulations. Simulations are run on Intel Broadwell processors at
2.6 GHz and with 2240 cores for the fine grids and 560 cores for the coarse grid.

4 Validations

4.1 Numerical strategy for LES

The numerical approaches are tested within the LES framework (i.e. with sub-grid scale models
and combustion models activated) and on a realistic case, the case A60. In order to highlight the
possible influence of numerics on the results, a coarse grid is used in this section. The impact of
numerics observed here is expected to be strongly reduced as the grid is refined. The characteristic
cell size is increased by a factor 1.5 over the whole domain, keeping the same distribution than
the original grid (referred as the fine grid herein). The coarse grid contains 750,000 points and
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Fig. 10 Influence of averaging time on statistics for case A60. Radial profiles of temperature (plots a, b, c and
d) and axial velocity (plots e, f, g and h) at x=5 d, x=10 d, x=20 d and x=30 d from the injector. Black lines:
averaging time of 100 ms, red lines: averaging time of 50 ms. Continuous lines correspond to mean values, dashed
lines are rms data.

4,400,000 tetrahedra and the injector tip resolution is consequently reduced to 3 cells . Radial pro-
files of mean and rms temperature and axial velocity at 3 different axial positions along the flame
are plotted in Fig. 11. Conservative and non conservative approaches are plotted in black and red,
respectively. The parameter ξ is set to 0.0 for these two simulations. Only small differences can
be seen between the two approaches, the flame length of the non conservative one being slightly
shorter. As expected from the 1d tests cases, the conservative procedure produces more pressure
fluctuations than the non conservative one (Fig. 12), especially near the injector lips, were density
gradients and artificial viscosity are the largest. For such a simulation, these fluctuations remains
limited and have only a small influence on the jet destabilization, the initial spreading rate be-
ing slightly increased in the non-conservative procedure compared with the conservative one. The
non-conservative procedure is however chosen to limit possible artificial pressure disturbance in
combustion instabilities simulations. Eventually, the impact of numerics is investigated by increas-
ing the parameter ξ from ξ=0 to ξ=1, ξ=3 and ξ=10. It is found that the numerical parameter
ξ can be increased up to ξ=3 with no major changes in the global results to further reduce the
amount of artificial dissipation in practical simulations as shown in Fig. 11. In particular, maximum
temperature is decreased at x=5d and x=10d as ξ is increased, especially for the case ξ = 10. On
the contrary, axial velocity at x=5d is virtually unaffected by the numerical change, which seems
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to indicate that numerics impact combustion in this case. To investigate this aspect, radial profiles
of Z and Z ′′ are plotted in Fig. 13. At x=5d, all the mixture fraction profiles are close to each
other. The variance of Z is however slightly larger for the cases with ξ = 3 and ξ = 10 compared
with the other, which could explain the lower temperature predicted in these cases in the near
injector region. Numerical dissipation also increases the flame spreading rate. This is observed at
x=10d on mixture fraction, temperature and velocity profiles.
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Fig. 11 Influence of numerical parameters on case A60. Radial profiles of temperature (plots a, b, c and d) and
axial velocity (plots e, f, g and h) at x=5 d, x=10 d, x=20 d and x=30 d from the injector. Black lines: fully
conservative artificial viscosity with ξ = 0.0 in Eq. 14, red lines: non conservative artificial viscosity with ξ = 0.0,
magenta lines: non conservative artificial viscosity with ξ = 1.0, green lines: non conservative artificial viscosity with
ξ = 3.0, blue lines: non conservative artificial viscosity with ξ = 10.0. Continuous lines correspond to mean values,
dashed lines are rms data.

4.2 Mesh convergence

The influence of the grid resolution in assessed performing case A60 on the coarse grid depicted in
Sec. 4.1. Longitudinal slices of instantaneous temperature, axial velocity, density and oxygen mass
fraction fields are shown in Fig. 14 for the coarse and the fine grids, respectively. Flows are similar,
with the same flame topology and dynamics.
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a) b)

Fig. 12 Influence of numerical parameters on case A60. Longitudinal slices of pressure rms (blue: 0 ; red: 0.5 bar).
(a) Conservative artificial viscosity, (b) Non conservative artificial viscosity.
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Fig. 13 Influence of numerical parameters on case A60. Radial profiles of mean mixture fraction Z (continuous
lines) and its variance Z′′ (dashed lines) at x=5 d, x=10 d, x=20 d and x=30 d from the injector. Black lines: fully
conservative artificial viscosity with ξ = 0.0 in Eq. 14, red lines: non conservative artificial viscosity with ξ = 0.0,
magenta lines: non conservative artificial viscosity with ξ = 1.0, green lines: non conservative artificial viscosity with
ξ = 3.0, blue lines: non conservative artificial viscosity with ξ = 10.0.

Radial profiles of temperature and axial velocity at 3 different axial positions along the flame
are plotted in Fig. 15. Agreement between the two meshes is satisfactory, both in terms of mean
and rms values, validating the grid chosen for the study. In the same way, radial profiles of Z and
Z” are similar for the two meshes as shown in Fig. 16. Variance is slightly higher for the coarser
mesh, as expected. The strong departure on Z profiles at x=20d and r<0.01m is due to limited
statistics in this region where the velocity is close to zero (Fig. 16g).
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Temperature Axial velocity

a) b)
Density O2 mass fraction

c) d)

Fig. 14 Mesh convergence on case A60. Longitudinal slice of instantaneous (a) temperature, (b) axial velocity, (c)
density and (d) oxygen mass fraction on fine and coarse grids. Lowest values are in blue, largest ones are in red.
The color map is the same for both grids.

4.3 Comparison with experimental data

Comparison between reconstructed OH* emission signal, OH mass fraction and tem-
perature fields

For the very high pressure cryogenic cases simulated here, available experimental results essen-
tially consist in OH* emission signals [88,82]. In order to accurately compare experimental and
numerical results, OH* emission should be included in the simulation. This is attempted here using
the partial equilibrium method proposed by Fiala and Sattelmayer [89]:

[XOH∗ ] = [XOH ] exp

(
−∆g0mf
RT

)
= ρ

YOH
WOH

exp

(
−∆g0mf
RT

)
(28)

where [XOH∗ ] is the molar concentration of OH*, [XOH ] the molar concentration of OH, WOH the
molar mass of species OH and ∆g0mf is the difference in the molar Gibbs standard state enthalpy
of formation. To account for flame / turbulence interaction, a β-pdf is used to filter YOH∗ mass
fraction, similarly to what is done for species:

[XOH∗ ] = ρ
YOH
WOH

exp

(
−∆g0mf
RT

)
= ρ

ỸOH∗(Z̃, Z̃”2)

WOH
(29)

Instantaneous fields of OH∗ concentration, OH mass fraction and temperature are shown in Fig.
17 for case A60. OH mass fraction and OH* concentration fields are very close from each other:
the two fields show signal at the same position, only limited amplitude departures are noticeable.
Comparing temperature fields with OH field indicates that high temperature (greater than 2000
for case A60) may also be suited to get the flame position.

Comparison with experimental visualizations
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Fig. 15 Mesh convergence on case A60. Radial profiles of temperature (plots a, b and c) and axial velocity (plots
d, e and f) at x=10 d, x=20 d and x=30 d from the injector. Black line: coarse grid, red line: fine grid. Continuous
lines correspond to mean values, dashed lines are rms data.

Comparisons of the numerical results with Abel transformed experimental OH* emission (which
estimate longitudinal cuts from integrated signals) from Juniper et al. [88] and Singla et al. [82] are
proposed in Fig. 18 for cases C60, A60 and G2. For each simulated case, mean OH* concentration
field from LES is shown in the top and experimental visualization is shown in the bottom. For
an easier comparison of flame position, the location of the maximum emission from experiment is
plotted in dashed lines. Experimental results for case C60 show a strong asymmetry between the
lower and upper part of the visualization, thus two lines are plotted here, showing the top (in red)
and bottom (in black) experimental flame position. Very good agreements between experiments
and numerics are obtained. In particular, the global flame positions are properly retrieved, with
a good initial spreading angle and a correct position of the maximum spreading. For case C60,
the position of maximum emission lies between the top and bottom experimental lines, the flame
position seems then properly captured. In specific, in agreement with the experiments, the flame is
not closed at the end of the window for case C60 while it is closing at the end of the visualization
window for case A60 and it is terminated for case G2, with a good agreement in terms of flame
length. However, OH* emission amplitudes are in poor agreements between LES and experiments.
In particular, maximum emission is found at x=12d for cases A60 and C60, while it is located
between x=2d and x=7d in the experiment. The reasons for such discrepancies are not clear.
For proper comparison, one needs actually to integrate along the line of sight and to account



18 Thomas Schmitt

a)
0 0.005 0.01 0.015 0.02 0.025

r [m]
0

0.2

0.4

0.6

0.8

Z 
an

d 
Z'

' [
-] 

x=5d

c)
0 0.005 0.01 0.015 0.02 0.025

r [m]
0

0.2

0.4

0.6

0.8

Z 
an

d 
Z'

' [
-] 

x=10d

b)
0 0.005 0.01 0.015 0.02 0.025

r [m]
0

0.2

0.4

0.6

0.8

Z 
an

d 
Z'

' [
-] 

x=20d

d)
0 0.005 0.01 0.015 0.02 0.025

r [m]
0

0.2

0.4

0.6

0.8

Z 
an

d 
Z'

' [
-] 

x=30d

Fig. 16 Mesh convergence on case A60. Radial profiles of mean mixture fraction Z (continuous lines) and its
variance Z′′ (dashed lines) at x=5 d, x=10 d, x=20 d and x=30 d from the injector. Black line: coarse grid, red line:
fine grid.

Fig. 17 Comparison between OH* concentration, OH mass fraction and temperature for case A60. Instantaneous
cuts of (a) temperature between 2000 K and 3500 K, (b) OH mass fraction between 0.00105 and 0.105 and (c) OH*
emisson between 3.4 10−6 and 3.4 10−4 mol/m3.

for absorption and re-emission during integration and the presence of the high density jet, and
eventually to perform an Abel transform from the reconstructed emission from the flame. This
very difficult task has not been attempted here. Finally, large-eddy simulation properly reproduces
these transcritical flames, validating the solver and the methodology. The flame spreading rate at
x=12d for case C60 seems to be better captured in this work compared with the previous simulation
shown in Schmitt et al. [51]. The difference between the two simulations may probably come from
the use of the thickened flame model in [51], theoretically not adapted to diffusion flames. Also,
an over-prediction of the flame length for case G2 was obtained in [27], certainly because of the
thickened lips that were used. The flame length is now well captured is this work.
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Fig. 18 Comparison with experimental visualizations. Upper half: Mean OH* concentration from LES (between
1.1e-6 and 1.1e-5 mol/m3 for case C60, 3e-6 and 1e-5 mol/m3 for case A60 and 1e-6 and 1e-5 mol/m3 for case G2).
Lower half: Abel transform of OH* emission from experiments [88,82]. d is the oxygen injector diameter. Dashed
lines show the top (in red) and bottom (in black) experimental flame position corresponding to the position of
maximum emission.

5 Results and discussion

5.1 Flame topology and flow dynamics

5.1.1 Flame topology

The interaction between the flame and the flow is illustrated for the three cases with a temperature
isosurface colored with axial velocity in Fig. 19. Three zones can be distinguished. From the injector
and up to x ≈ 8d (d is the oxygen injector diameter), the flame is characterized by a limited
spreading angle with intense and small sized turbulent structures generated by the strong shear
between the two jets. Between x ≈ 8d and x ≈ 12d, these small intense structures decrease in
intensity and increase in size, and transition towards larger scale dynamics occurs, leading to a
larger jet opening. Finally for x > 12d, the jets fully expand, large scales dominate the flow and
turbulence decreases. Such a flame topology has not been observed so far with unconfined flames
[53,54]. The sudden expansion of the flame together with the change in flow dynamics around 10d
is therefore expected to be the consequence of the confinement of the jets by the walls.

5.1.2 Flame expansion

Longitudinal slices of instantaneous and mean axial velocity are shown in Fig. 20. The annular
jet interacts with the walls and two recirculation zones are established. The first one is located
between the annular jet and the walls. The second one, highly unsteady and dynamic, lies between
the high velocity annular stream and the high density inner jet for cases A60 and C60, while a
central recirculation region is created for case G2, explaining the sudden termination of the flame
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a)

b)

c)

Fig. 19 Flame topology. Instantaneous iso-contour of temperature (2000 K) colored by the axial velocity ux (red :
ux > 50 m s−1 ; blue: ux < -10 m s−1). (a) Case C60, (b) case A60 and (c) case G2.

[27]. The size and intensity of the recirculation region seem to increase with the momentum flux
ratio.

Instantaneous Average

Fig. 20 Flame dynamics. Longitudinal slices of instantaneous (left) and mean (right) axial velocity (red : ux > 100
m s−1 ; blue: ux < 20 m s−1 ; Minimum and maximum of the colormaps are adapted to each case). White isolines
show axial velocity equal to zero.

This is illustrated in Fig. 21a where the mean axial velocity is shown for the three simulations.
A minimum of axial velocity is present around 22d for case C60, 19d for case A60 and 13d for case
G2. Its value decreases as J is increased, and become strongly negative for case G2 leading to the
sudden drop of oxygen mass fraction observed in Fig. 21b. As a consequence, the flame length,
defined in this work as the distance from the injector at which the oxygen mass fraction is lower
than 0.1, is around 12d for case G2, 30d for case A60 and 62d for case C60 (Fig. 21b).

5.2 Comparison between cases A60 and C60

Cases A60 and C60 are compared in the following to characterize the role of fuel injection velocity
(a comparison with case G2 will be less immediate since it is based on a different fuel and oxygen
mass flow rate). Longitudinal slices of instantaneous density are shown in Fig. 22. The two inner
jets present similar destabilization dynamics. Therefore, the axial distance at which density has
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Fig. 21 Flame length. Centerline profiles of (a) mean axial velocity and (b) mean (continuous) and rms (dashed)
oxygen mass fraction.

decreased to 50% of its injection value is the same for both cases (6.5d). The inner jet destabilization
seems to be only weakly affected by the change in annular stream velocity. This is also deduced
by looking at the oxygen intact core length (distance at which the oxygen mass fraction is lower
than 0.99), equal to 11.3d for case A60 and 13.5d for case C60 (Fig. 21b). However, stronger
differences may be observed further downstream. There is a much longer penetration of oxygen in
the domain in case C60 characterized by strong oxygen intermittency in the second part of the
domain (x > 30d). The formation of large scale pockets of oxygen detached from the inner jet end
surrounded by the flame is observed only in case C60 (Fig. 22).

A comparison of the axial distribution of heat release is plotted in Fig. 23. Note that the power
of the flame is the same for the two cases considered since hydrogen is in excess. The heat release
rate is 1.5 times higher in the initial mixing layer for case A60 than for case C60, proportional with
the increase of inlet velocity between the two cases. There is a first maximum of heat release after
the inner jet destabilization (x ≈ 4d). A much stronger increase of heat release, 2 times larger for
case A60 than C60, is measured further downstream (x = 10d), that corresponds to the region of
recirculation induced by the confinement that locally enhances mixing and combustion.

Finally, the main difference between the two cases is a higher heat release rate (and thus an
higher oxygen consumption rate) for case A60 because of the stronger shear in the reactive layer.
On the contrary, as shown in Fig. 24, the inner jet destabilization seems only weakly affected by
the difference of outer velocity between the two cases. The initial decrease of the inner high density
jet is similar between the two cases, and density fluctuations are of the same level. Moreover, the
jets opening occurs at the same axial position. Because of turbulent diffusion, shear and mixing
decrease downstream of the injector. Combustion is then less effective. Since oxygen consumption
rate is weaker in case C60 compared to case A60, part of the oxygen is still available in case C60 as
A60 flame is terminating. Since the efficiency of the combustion decreases with the distance from
the injector, the distance required to burn the remaining oxygen is very long and notably increase
the flame length in case C60. As a consequence, it seems that the difference between the two cases
is not linked to a distinct behavior of each inner jets, but could be associated with an increased
combustion efficiency for case A60 because of the effect of a higher turbulent mixing combined
with a progressive decrease of combustion efficiency further downstream.

6 Conclusions

This article presents the large-eddy simulation of three reactive coaxial jets corresponding to cases
A60, C60 and G2 experimentally studied in the Mascotte test rig [4,8]. These experiments operate
at supercritical pressure for reactants, whereas oxygen is transcritical at injection. Fluids show
strong departure from a perfect gas behavior and a real-gas formulation is needed to model the
fluid state. The AVBP solver was adapted accordingly, using a cubic equation of state. A good
representation of the flame shapes is obtained for all cases validating the developed approach. The
flow is characterized by small and intense vortices in the near injector region. Further downstream,
confinement influences the flow by enhancing mixing and modifying turbulent structures as the
outer jets impinge the walls. By comparing cases A60 and C60, which only differ for the annular
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Fig. 22 Comparison between cases A60 and C60. Longitudinal slices of instantaneous density, oxygen mass fraction,
temperature and axial velocity.

injection velocity and mass flow rate, a strong impact of the momentum flux ratio J on the
flame length is observed. It is shown that this behavior is not primarily associated to a modified
destabilization of the inner high density jet. It is actually due to a combined effect of the lowered
initial shear, which reduces the initial consumption rate, and the drop of combustion efficiency
downstream of the injector. The strategy proposed here can accurately represent high pressure
transcritical flame in rocket engines and has been applied for the simulation of complex cases [56].
However, combustion modeling could be improved to account for chemistry effect [43,72,36,30,73,
90,34], that may become influential in some extreme cases. Current works focus on combustion
instability prediction using LES [91,56] and extension of thermodynamics to handle two-phase and
transcritical flows within the same framework. This last point is currently an active field of research
[6,92–94].
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a) b)

Fig. 23 Comparison between cases A60 and C60. (a) Mean heat release rate as a function of the axial distance
from injector for cases A60 (black line) and C60 (red line). (b) Ratio between the mean heat release of case A60
and the one of case C60.
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Fig. 24 Comparison between cases A60 and C60. Centerline mean and rms density (continuous lines and dashed
lines, respectively) as as function of the axial distance for cases A60 (black line) and C60 (red line).
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A Jacobian matrices for TTG schemes

The general expression for the Two-Step Taylor Galerkin schemes [76] used in AVBP are given by :

−→̃
wn = −→wn − α∆t

−→
∇ · F

n
+ β∆t2

−→
∇ ·

(
A(
−→
∇ · F

n
)

)
(30)

−→wn+1 = −→wn −∆t
−→
∇ ·

(
θ1F̃

n

+ θ2F
n
)

+ γ∆t2
(
ε1∇ ·

(
A(
−→
∇ · F

n
)

)
+ ε2∇ ·

(
A(
−→
∇ · F̃

n

)

))
(31)

where˜corresponds to values computed at the intermediate step. The coefficients α, β, θ1, θ2, ε1 et ε2 are set to

0.49, 1/6, 0, 1, 0.01 et 0 for TTGC. The tensor A = (A,B,C) is the vector of the jacobian of the convective flux

tensor, where A, B et C are the jacobian matrixes of the non-viscous fluxes given by :

A(−→w ) =
∂
−→
f

∂−→w
B(−→w ) =

∂−→g
∂−→w

C(−→w ) =
∂
−→
h

∂−→w
(32)

with −→w = (ρu1, ρu2, ρu3, ρE, ρYk)T and F = (
−→
f ,−→g ,

−→
h ) the inviscid flux matrix:

−→
f =


ρu21 + P
ρu1u2
ρu1u3
ρu1H
ρku1

−→g =


ρu1u2
ρu22 + P
ρu2u3
ρu2H
ρku2

−→h =


ρu1u3
ρu2u3
ρu23 + P
ρu3H
ρku3
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where H = E + p/ρ is the sensible total enthalpy and

A =


u1(2− Λ) −u2Λ −u3Λ Λ Γk + Λec − u21

u2 u1 0 0 −u1u2
u3 0 u1 0 −u1u3

H − Λu21 −u1u2Λ −u1u3Λ u1(1 + Λ) u1(−H + Γk + Λec)
Yk 0 0 0 u1(1− Yk)



B =


u2 u1 0 0 −u1u2
−u1Λ u2(2− Λ) −u3Λ Λ Γk + Λec − u22

0 u3 u2 0 −u2u3
−u1u2Λ H − Λu22 −u2u3Λ u2(1 + Λ) u2(−H + Γk + Λec)

0 Yk 0 0 u2(1− Yk)



C =


u3 0 u1 0 −u1u3
0 u3 u2 0 −u2u3

−u1Λ −u2Λ u3(2− Λ) Λ Γk + Λec − u23
−u1u3Λ −u2u3Λ H − Λu23 u3(1 + Λ) u3(−H + Γk + Λec)

0 0 Yk 0 u3(1− Yk)


with the coefficients Ωk and Λ given by:

Γk =
Cpvk

Cvβ
− Λhk (33)

Λ =
α

ρβCv
(34)

In Eq. 33 and 34, Cp and Cv are the heat capacities at constant pressure and volume, α is the thermal
expansion coefficient and β is the isothermal compressibility coefficient. Partial-mass volume and enthalpy are vk

and hk, respectively and ec = 1/2
3∑
i=1

u2i is the kinetic energy.
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