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Abstract. Determining if a claim is accepted given judge arguments is an important
non-trivial task in court decisions analyses. Application of recent efficient machine
learning techniques may however be inappropriate for tackling this problem since,
in the Legal domain, labelled datasets are most often small, scarce and expensive.
This paper presents a deep learning model and a methodology for solving such
complex classification tasks with only few labelled examples. We show in partic-
ular that mixing one-shot learning with recurrent neural networks and an attention
mechanism enables obtaining efficient models while preserving some form of inter-
pretability and limiting potential overfit. Results obtained on several types of claims
in French court decisions, using different vectorization processes, are presented.
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1. Introduction

Text classification has long been identified as an important topic for Computer Science
applications in the Legal domain [1]. A large diversity of applications can indeed be
framed around classifying legal entities that are, or can be represented as, sequences of
words, e.g. cases, decisions, claims, contracts. Interest for text classification has for in-
stance be motivated by the recurrent need expressed by lawyers to find the most rele-
vant cases according to specific contexts of interest [2] – text classification can indeed
be used to structure case corpora by populating a predefined organization of cases that
will further be used to improve case retrieval. Such classification techniques can also be
used for filtering cases, and deciding whether it is relevant or not for a law firm to accept
or reject a new case [3]. Recent applications for analyzing the impact of legal change
through case classification have also been proposed [4]. Other examples of applications
in the legal domain are: legal norms classification [5], detection of the semantic type of
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legal sentences [6,7], detection of clause vagueness [8], or prediction of supreme court
rule and the law area to which a case belongs to [9].

This paper presents our work on the definition of a deep learning model and a
methodology for solving complex text classification tasks with only few labelled exam-
ples. The selected application is a general court decision classification setting applied on
a French corpus of court decisions - court decision classification is an important non-
trivial task in court decisions analyses. Court decisions have been labelled based on the
acceptance of claims. In that context, we study in particular how mixing one-shot learn-
ing with recurrent neural networks and attention mechanisms in order to obtain efficient
models.

The paper is organized as follows. Section 2 reviews some related works. Section 3
presents the model. Section 4 presents the datasets and the word vectorizations used in
our experiment. Finally, Section 5 discusses the results.

2. Related works

Rule-based approaches and Machine Learning (ML) approaches are generally distin-
guished in text classification [5]. Rule-based classification systems rely on predefined
domain expert rules, e.g. if the decision contains the utterance “Article 700” then label it
with class Damage. The broad literature related to these approaches cannot be reduced to
this simple example. Nevertheless, even if effective and relevant in specific cases2, rule-
based approaches de facto suffer from the need to express rules and to manage rule in-
teractions for ensuring good performance. ML approaches may be used to overcome this
limitation by implicitly inferring the decision rules of interest to drive efficient classifi-
cation.3 From a labelled dataset composed of numerous classification examples, learning
algorithms are used for building predictive models. These approaches are today often
preferred and have proven successful in numerous application contexts.

A large literature in Machine Learning, Natural Language Processing (NLP) and
Computational Linguistics studies (text) classification. Among the most popular mod-
els widely used for text classification since the past two decades, we can cite: Naive
Bayes Classifier, Logistic Regression, Random Forest, Support Vector Machine (SVM)
and Multilayer Perceptron. These models require defining a vector representation of a
text that will later be considered as model input. Specific and often ad hoc features of
interest are sometimes used for building these representations – e.g. a boolean feature
could be “Does the text contains an utterance of ’Article 700?’ ”. To overcome the lim-
itation of manually defining features, information related to the words composing the
vocabulary used in the text corpora is often used as features. From simple bag-of-words
and vector space models from the late 60s, to more refined weighting scheme modelling
word relevance for classification, e.g. TF-IDF, these approaches have led to the definition
of efficient models able to automatically solve interesting problems framed within text
classification [10]. For instance, SVM have been used to perform legal norm classifica-
tion with an accuracy of more that 90% for more than 13 different classes [5]. Using
the same model, with TF-IDF vector representations, accuracy rates up to 94% have also

2Interpretability and the fact that these approaches do not rely on datasets may be interesting advantages.
3We focus on supervised ML, the traditional setting considered for text classification.



been obtained in a sentence classification task [11]. Despite these encouraging successes,
more complex problems related to text classification are still out of reach.

The recent developments in Deep Learning have led to a fruitful diversity of rad-
ically new efficient neural network-based classification models, among which specific
developments are of particular interest for text classification. Recurrent neural networks,
such as Long Short-Term Memory (LSTM), are very useful for processing sequential
data (e.g. such as texts, sequences of words) [12]. Embedding techniques have been de-
veloped and refined for encoding entities of interest, such as words, sentences, or texts, in
law dimension spaces (e.g., BERT, ELMo, FastText) – these representations can next be
used for classification or other ML pipelines [13,7]; note that these representations do not
need to be defined explicitly through feature definition, as done in traditional Machine
Learning approaches.

Attention mechanisms are also developed for better identifying and incorporating
important information during the decision process. Technical aspects related to these
approaches and techniques will later be introduced. They have led to very interesting
performance improvements in various popular challenges offered to text classification
[14,15,16]. Nevertheless, due to their intrinsic properties, deep learning models require
large (labelled) datasets to be trained. This is an important issue for their use in the
legal domain since it is most often difficult to mobilize experts in this domain, generally
leading to data scarcity with only expensive and small labelled corpora available [4].
This limitation contributes to explaining the reduced amount of works on the use of Deep
Learning for text classification in the legal domain. Active researches in ML focus on
reducing the need of labelled data using (i) approaches to reuse models trained in related
contexts (e.g., transfer learning, fine-tuning), (ii) by exploiting unlabeled data (e.g. via
embeddings), or (iii) by exploiting as much as possible the information expressed in
labelled data (e.g, one-shot learning, siamese neural networks).

Applying advanced deep learning techniques on small datasets is indeed possible
given the right setup while avoiding overfitting. A strategy experimented in this paper is
to implement one-shot learning aiming at solving classification tasks only using few ex-
amples [17]. This approach is today mainly used in computer vision [18] with memory-
augmented networks [19] but can be adapted to NLP [20], or even to estimate word
embeddings [21]. Instead of learning to directly map an input to an output class, the
one-shot approach implemented using siamese networks aims at estimating a similarity
function between pairs of observations [22]. This problem can be reduced to a binary
classification task by setting a given label if both inputs are similar (i.e. share the same
original label). Using such a discriminant approach, a model can be learned from a single
example per class. However, since this task is non trivial in NLP due to the sequential
aspect of language, entire datasets are generally used instead.

Applications and development such advanced deep learning techniques have to be
encouraged in the legal domain in order to fully benefit from recent advances in Machine
Learning. This paper presents how they can be used to classify judge decisions.

3. One-shot learning using a siamese recurrent network with attention

The proposed model implements one-shot learning using a siamese recurrent network
with an attention mechanism to fine tune sentence representations. These embeddings
are next reused jointly with selected features to solve a classification task.



3.1. General architecture

The general architecture of our model is presented in Figure 1.
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Figure 1. Proposed siamese network architecture

A siamese network composed of two symmetric sub-networks sharing the same
weights but taking different inputs (sentences) is considered (see Section 4.2 for word
representations). As we need to process sequences of words, the architecture relies on
a bidirectional Long-Short Term Memory (LSTM) cell which takes pre-vectorized sen-
tences as inputs (x(a)emb and x(b)emb). In order for the network to focus on specific areas, an
attention mechanism is added on top of the recurrent layer: to each part of the sentence
is assigned a specific weight which denotes how important a word is, relative to other
ones. These weights are then used to compute a weighted sum over the output of the
LSTM, yielding a fixed 2-dimensional tensor encoding the sentence – this is defined in
the literature has a many-to-one attention mechanism. Depending on the dataset and the
setup, we use two different variants of this mechanism: the concatened version and the
general Luong dot product attention [15] which rely on slightly different sub-networks
for computation. A fully connected layer (dense) is also applied on the 2-dimensional
tensor; this projection is later reused for the second classification task (bottom of Figure
1).

One-shot learning requires to compute a distance function between two samples that
go through the siamese network. As we are using a binary cross entropy loss, the out-
put is squashed using a dense layer with a sigmoid activation. Two distance functions
(d(x̃(a), x̃(b)) yield better performances given specific setups (details presented in Section
4). Those functions are applied feature-wise: the first one is based on the absolute differ-
ence between the two projections and the second one on a modified cosine distance. If



the weighted sum of distances is minimal, the sigmoid outputs a 0 and both samples will
share the same label.

As datasets used for this task are very small (less than 100 labelled sentences), the
network is compact with small layer sizes and dropout (0.25) to prevent overfitting. The
LSTM has a (16 x 2) hidden size and the attention added on top is composed of 16 units.4

3.2. Classification

The top part of the network can be used independently for prediction. Given a new sam-
ple, it can be compared to known and precomputed samples from the training set. The
same label as the closest or top closest sentences can then be associated. Using a second
classifier however is often more reliable, stable and provides better performances.

The output of the dense layer preceding the distance function can be seen as a sen-
tence embedding with a fixed size. This representation is transferred and concatenated
with a selected set of discriminant words for this task. As classification is done directly
on the original dataset (no couples involved), the number of features must be small to pre-
vent overfitting. Word selection has been done comparing frequencies between classes.
We employ a simple absolute distance metric which shows the best performances in our
case. As we are in a binary case (the judge accepts or rejects a claim), frequencies have
been defined as follows: with f w

c the frequency of word w in sentences from category c,
the discriminant words are those maximizing the difference | f w

i − f w
j |.

4. Datasets and words representations

In this section we describe the 5 datasets used for the classification task and the exper-
iment setup. The preprocessing pipeline and the way specialized words embeddings are
trained are also presented.

4.1. Datasets

Five datasets are chosen to cover different types of claims. They have been manually an-
notated by lawyers who labelled the part where the judge gives its argument for the spe-
cific claim and the result associated (accept or reject). This result is not straightforward
to infer as French legal language has very specific vocabulary and expressions which are
mostly unknown and extremely ambiguous for nonexpert people. The datasets are bal-
anced and relative to name change requests (600.NOM, 74 observations), unpaid debts
(600.DEC, 96 observations), lawyers’ liability (500.RES, 400.RES, 100 observations
each) and damage and interest claims for serious injuries (300.DOM, 98 observations).

4.2. Representation

Representing words and sentences is a challenging task and has a strong impact on clas-
sifiers performance. We compare different vectorization approaches from the simple TF-
IDF to state-of-the-art models like BERT [23].

4This number is doubled when the data augmentation strategy later introduced is applied.



We built specialized word embeddings ranging from 32 up to 128 dimensions. All of
them have been trained on a large corpus composed of 670 millions tokens from (French)
court decisions and written laws. As French legal texts are very sensitive to case and
punctuation (e.g. semicolons are important separators), these symbols have been kept.
We estimate 3 different word embeddings: FastText [24], ELMo [25] and Flair [26];
BERT has however not been trained on our corpus as it requires massive computation
power – the Bert-base multilingual cased pretrained model has been used instead.5 On
the one hand, all of them can handle out of vocabulary words and have specific char-
acteristics: FastText and BERT use n-grams, Flair focuses on characters, while ELMo
considers words and characters at the same time. On the other hand, FastText is static
while all others are contextual, meaning they can change the word representation with
respect to a specific context for disambiguation purpose. This is done by using recurrent
layers or multi-head attention from the transformer architecture [16]. Training requires
a few hours for FastText while ELMo and Flair need days to converge. As legal texts
tend to have similar structures, a niche vocabulary and redundant expressions, very com-
pact models can achieve low perplexity (< 20 for ELMo with 64 base dimensions) – this
shows that French legal language is predictable.

4.3. Data augmentation

Data augmentation is a common way to deal with small datasets. Its main purpose is to ar-
tificially enrich and increase the number of observations (words) lying in the texts of the
dataset. This is a challenging task in NLP as modifying one single word can drastically
change the meaning of a sentence, which implies bias in the prediction over tiny samples.
We investigate different approaches to see whether this technique can be done on legal
language. First, words are randomly replaced by their synonyms using a thesaurus. This
creates poor quality sentences as standard synonyms are not suitable for juridical specific
vocabularies. Second, a random noise has been added on vectorized sentences with and
without random word permutations. This does not yield any improvement, even leading
to worse generalization capacities. Last, a translation tool is employed by going through
several translations until returning to French language. This yields interesting new sen-
tences relevant to the original ones. Augmenting data this way significantly improves the
performance of the classifiers (see Section 5) allowing the models to be trained deeper
while avoiding overfitting.

5. Experiment and results

We compare different approaches to find how fine tuning word embeddings and vocabu-
lary selection can improve performances on small datasets (Figure 2). We start by inves-
tigating standard algorithms coupled with simple vectorization processes: the first one
is based on TF-IDF while the second one relies on a selected vocabulary and a naive
sentence embedding based on the average word representation (Table 1). We then show
how fine-tuning using one-shot learning (Table 2) and data augmentation (Table 3) yield
significant improvements. All results are averaged with 10-fold cross validation.

5https://github.com/google-research/bert
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Figure 2. Train-test one-shot learning

5.1. Standard algorithms

SVM Random Forest Logistic

P R F P R F P R F

600.NOM* 0.798 0.740 0.748 0.782 0.822 0.786 0.743 0.740 0.728

600.NOM** 0.820 0.820 0.781 0.867 0.780 0.813 0.752 0.748 0.739

600.DEC* 0.669 1.000 0.788 0.747 0.872 0.795 0.6578 0.96 0.767

600.DEC** 1.000 0.842 0.908 0.931 1.000 0.959 0.889 0.934 0.902

500.RES* 0.591 0.583 0.568 0.651 0.731 0.619 0.674 0.700 0.645

500.RES** 0.716 0.712 0.659 0.623 0.733 0.636 0.639 0.546 0.570

400.RES* 0.943 0.710 0.795 0.826 0.890 0.837 0.810 0.882 0.828

400.RES** 0.783 0.848 0.789 0.924 0.876 0.893 0.709 0.820 0.736

300.DOM* 0.827 0.923 0.834 0.847 0.888 0.854 0.847 0.903 0.825

300.DOM** 0.963 0.916 0.931 1.000 0.925 0.952 1.000 0.857 0.910

* TF-IDF vectorization Precision (P), Recall (R) and F-measure (F)
** Selected vocabulary + mean embedding

Table 1. Comparing classification performances with different inputs

The random forest better performs on each demand category except for lawyers’ liabil-
ity (500.RES) for which SVM and logistic classifiers provide better F-measures. Words
representations are averaged to provide a sentence embedding which is concatenated
with the selected vocabulary. This yields significant gains compared with TF-IDF which



is obviously overfitting, for instance a F-measure gap of 0.164 is recorded on unpaid
debts (600.DEC). TF-IDF shows poor performances for two main reasons: vocabulary is
large and fixed, leading to a sparse representation; it is unable to handle variations con-
sistently (e.g plural) unlike word embeddings. Selecting a subset of discriminant words
often achieves similar performances with far less parameters and computation.

5.2. One-shot siamese recurrent network

The results of the one-shot siamese recurrent network are presented in Table 2. In this
case, the mean embedding is replaced by the one-shot strategy which acts as a pow-
erful sentence embedding model (fine-tuned weighted sum). The classifier outperforms
the random forest on each demand category with the aid of ELMo. BERT shows lower
performances as it has not been trained on a large legal corpus. Models are trained over
embeddings with 32 dimensions, concatenated attention, and the `1 distance function.

FastText ELMo Flair BERT

P R F P R F P R F P R F

600.NOM 0.842 0.810 0.818 0.867 0.830 0.846 0.842 0.850 0.843 0.755 0.923 0.789

600.DEC 0.945 1.000 0.967 0.975 1.000 0.986 0.986 1.000 0.992 0.986 0.983 0.983

500.RES 0.756 0.690 0.701 0.774 0.714 0.734 0.805 0.665 0.709 0.610 0.863 0.686

400.RES 0.868 0.916 0.882 0.907 0.921 0.908 0.828 0.901 0.854 0.921 0.843 0.872

300.DOM 1.000 1.000 1.000 1.000 0.983 0.990 0.983 0.983 0.982 0.963 0.983 0.971

Table 2. Comparing embeddings on one-shot classification task

These overall improvements come from the fact that we now rely on a model able to
take advantage of the sequential aspect and long-short term dependencies (using LSTM
and attention). This is fundamental as french legal language tends to be extremely am-
biguous with double negatives, references, implicit reasoning...

With augmentation Without augmentation Overall gains

P R F P R F ∆F* ∆F**

600.NOM 0.870 0.960 0.880 0.867 0.830 0.846 +0.034 +0.094

600.DEC 0.986 1.000 0.992 0.986 1.000 0.992 +0.000 +0.197

500.RES 0.794 0.903 0.817 0.774 0.714 0.734 +0.083 +0.172

400.RES 0.918 0.969 0.940 0.907 0.921 0.908 +0.032 +0.107

300.DOM 1.000 1.000 1.000 1.000 1.000 1.000 +0.000 +0.146

Average +0.030 +0.142

* F-measure difference with and without augmentation
** F-measure difference with augmentation and naive TF-IDF

Table 3. Best overall models with and without augmentation



Finally, Table 3 presents the contribution of the text augmentation. Improvements on 3
categories are observed. As we have access to more examples, we can deepen our model
architecture by increasing layer sizes (they are all doubled) and using larger word em-
beddings (64 dimensions). Coupled with Luong attention and a cosine distance function,
we achieve better generalization given the extra flexibility yields by more parameters.
Further increasing embeddings size does not provide additional gain.

5.3. Attention for interpretability

Vocabulary selection provides a way to extract discriminant words but fails to take into
account less frequent expressions or variations (e.g plural). Attention is a soft selection
mechanism linking each input to a specific score given the context. As we feed words,
we can find out which part of the sentence has high weights and where the network is
focusing. The output of attention is a weighted sum over the temporal dimension, this
leads to a more accurate and fine grained sentence embedding compared with a simple
word average (see Table 1 and 2). Adding this mechanism also helps dealing with long
term dependencies as it is insensitive to sequence length, even LSTM cells can suffer and
forget large information parts from long sequences (> 30 words).

6. Conclusion

The one-shot siamese recurrent network proposed in this paper outperforms traditional
algorithms of the literature for the purpose of predicting decisions outcome given highly
ambiguous judge arguments. The results obtained with attention mechanisms as well as
data augmentation seem to be promising; they illustrate how the Legal domain could
benefit from advanced deep learning techniques suited for contexts in which only small
labelled datasets are available. This work also opens the way on the employ of recent
network architectures in jurimetrics such as adversarial networks, which provide some
good potential to find discriminant words and expressions.
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