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Autonomous Navigation for Unmanned
Underwater Vehicles: Real-Time Experiments Using

Computer Vision
Adrian Manzanilla , Sergio Reyes , Miguel Garcia , Diego Mercado , and Rogelio Lozano

Abstract—This letter studies the problem of autonomous naviga-tion for unmanned underwater vehicles, using computer vision for 
localization. Parallel tracking and mapping is employed to localize the vehicle with respect to a visual map, using a single camera, 
whereas an extended Kalman filter (EKF) is used to fuse the vi-sual information with data from an inertial measurement unit, in order 
to recover the scale of the map and improve the pose estima-tion. A proportional integral derivative controller controller with 
compensation of the restoring forces is proposed to accomplish trajectory tracking, where a pressure sensor and a magnetometer 
provide feedback for depth control and yaw, respectively, while the remaining states are provided by the EKF. Real-time experiments 
are presented to validate the navigation strategy, using a commer-cial remotely operated vehicle (ROV), the BlueROV2, which was 
adapted to perform as an autonomous underwater vehicle with the help of the robot operative system.

Index Terms—Marine robotics, autonomous vehicle navigation, AUVs, trajectory tracking, visual-based navigation.
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I. INTRODUCTION
In the last decades, the scientific and tecnological developments in underwaters robotics have played a very important role in 

many civilian and military applications, such as the attention of disasters, environmental inspection and industrial tasks. Within 
the Unmanned Underwater Vehicles (UUV) there are several classifications, among which stand out the Remotely Operated 
Vehicles (ROVs) and Autonomous Underwater Vehicles (AUVs), which can be used for coast patrolling, surveillance, bridge 
inspection, marine cartography, 3D reconstruction, mapping and tracking [1], etc.

In order to increase the level of autonomy in navigation, localization arises as one of the main challenges. The use of 
the mathematical model to improve the measurement in some navigation techniques is a common approach, such is the case of 
dead reckoning, which also makes use of inertial measurements to integrate accelerations and velocities to estimate the position, 
although they present unbounded error accumulation (drift), and can not be thrust in long term missions. Alternatively, the 
Doppler Velocity Logs (DVLs) are used to estimate the velocity of the vehicle using acoustic signals directed to the bottom of 
the ocean and observing the Doppler effect. Nevertheless, integration is required to recover position, resulting in error drift.

Due to these issues, most of the localization methods are based on acoustic sensors, which are mostly heavy, large, expensive 
and with some other deficiencies such as: a small bandwidth, high latency in water, reduced battery life as they increase the 
power used to transmit the ultra sound signals, variable sound speed due to temperature and salinity. Some systems track pings 
from underwater units, measuring the Time-Of-Arrival (TOAs). Different solutions enter this classification depending on the 
number of transducers and receivers, and the locations of them, for example, using a receive-only Ultra-Short Baseline (USBL) 
array, to determine the location of the objects and then transmit it to the vehicle using acoustic modem technology [2]. Other re-
lated alternatives are the Long-Baseline (LBL) systems, USBL systems and the related Super-Short-Baseline (SSBL). Global 
Positioning Systems (GPS) Intelligent Buoys (GIB) work as an inverted LBL device where the transducers are replaced by 
floating buoys, self-positioned by GPS. The tracked position is calculated in real-time at the surface from the TOAs of the 
acoustic signals sent by the underwater vehicle, and acquired by the buoys [3]–[5].

Vision-based localization is a powerful alternative for autonomous navigation. In some works, the use of visual Simultaneous 
Localization and Mapping (vSLAM) [6] has been proposed, which can be implemented through the use of conventional cameras, 
providing a significant amount of information at low cost, such as color, edges, size, texture, shape, etc. This data allows a 
vehicle to be located in a certain way, using a sequence of captured images that estimates the movement of the vehicle in a 
mostly static scene. The implementation of SLAM in real underwater environments can be considered an open problem of great 
interest in robotics [7].
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Within the literature of vSLAM applied to underwater vehi-
cles, we can find in [8] the use of a direct mapping method that
estimates in real time a dense reconstruction in 3D of an under-
water scene and the position of the vehicle, using a monocular
camera. In [9], a technique for loop closures grouping the key
points is presented, with the purpose of validating it in an AUV,
in marine environments with low textures. Based on insights
from [10], they use Speeded-Up Robust Features (SURF) for
feature detection, showing that the algorithm is capable of lo-
calizing an AUV in different environments. However, this is not
a purely camera driven SLAM solution since they incorporate a
DVL and sonar into their framework. The authors in [11] pro-
pose an underwater SLAM called DolphinSlam, which claims
to be able to improve the perception at low resolution, ambiguity
of perception and long-term tasks for a 2D plane, using a neural
network.

The application of these techniques depends mainly on the
computational cost, light and image conditions, i.e., illumina-
tion, shadows, blurriness, turbidity, scale, rotation, reflectance,
among some other environmental factors. These are negative
effects that affect the features detection and alter the estimation
of the pixel shift between image frames, leading to errors in the
estimation [12].

A qualitative study of visual navigation algorithms, using
SLAM in the underwater scenario, is presented in [13], where
several SLAM algorithms are tested off-line in data sets cap-
tured by ground, aerial and marine vehicles. The authors en-
counter that the best results for underwater applications are
achieved by PTAM (Parallel Tracking and Mapping), ORB-
SLAM, COLMAP, g2o and Ceres algorithms. The document
further studies the ORB-SLAM algorithm and implements it on
the BlueROV2.

In this work, a conventional low-cost monocular camera is
used for underwater location, based on the pose estimation ob-
tained from the PTAM algorithm [14], fused with data provided
by the Inertial Measurements Unit (IMU) using an Extended
Kalman Filter (EKF). This method, originally conceived for
augmented reality, is used to estimate the scaleless pose of
the camera in an unknown scene. The algorithm can be di-
vided into two separate tasks, one in charge of tracking and the
other in mapping, processed in parallel threads in a computer.
This algorithm can be employed even in a phone camera [15].
PTAM has been successfully implemented for localization of
aerial vehicles, fusing it with inertial measurements to recover
the scale and improve the estimation [16]. To our knowledge,
this technique has not been applied to underwater vehicles be-
fore. Estimation from the EKF is complemented with a pressure
sensor and a magnetometer to measure depth and yaw respec-
tively. Once a suitable feedback of the pose of the vehicle is
available, a Proportional Integral Derivative controller (PID)
with compensation of the restoring forces is used to accom-
plish trajectory tracking in fully autonomous operation. Real-
time experiments are provided to validate the proposed strat-
egy, in a customized BlueROV2 vehicle (see Fig. 1), adapted
to perform autonomously. The proposed scheme has potential
application in inspection missions for flat structures such as

Fig. 1. A) AUV in an autonomous mission using vision based localization.
B) A frontal camera in the vehicle is used to obtain the feature points for
localization. C) Map generated by the PTAM algorithm for localization.

Fig. 2. Coordinate frames. A body fixed frame OB moves with respect to an
inertial frame fixed to the earth OI .

hulls, damns and bridges, as well as coast patrolling, among
others.

The outline of the document is as follows: in Section II the
general dynamic model of the vehicle is presented. In Section III
the implementation of the vision-based localization and the data
fusion are described, while in Section IV the control strategy
is provided. In Section V the characteristics and modifications
of the prototype are discussed. In Section VI, the experimen-
tal results of trajectory tracking for fully autonomous operation
using visual-based navigation are presented. Finally, a discus-
sion about this work and future developments is detailed in
Section VII.

II. DYNAMIC MODEL

The dynamic model for an UUV must consider a body ref-
erence frame OB and an inertial one OI . This model considers
the hydrodynamic effects, generalized inertial forces, gravity,
buoyancy and force given by the thrusters, as shown in Figure 2.
The dynamics of the vehicle can be represented based on the
matrix equations proposed by Fossen [17], which are based on
the general notation for submarine vehicles populated by [18],
and can be written as follows:

Mν̇ + C(ν)ν +D(ν)ν + g(η) = τ + ω

η̇ = J(η)ν
(1)



Fig. 3. The forces acting on the submarine are due to 6 thrusters. Thrusters 1
to 4 are used for the rotation movement in yaw and the advance-recoil, while
thrusters 5 and 6 are used to raise and descend. Roll and pitch are stable by
design. Thrusters 1, 4 and 5 use clockwise propellers, while 2, 3, and 6 are
counter-clockwise, cancelling the reactive moments.

where M represents the inertial matrix and is formed by MRB

representing the mass and the inertial matrix of the rigid body
and MA denoting the matrix due to the kinetic energy of the
fluid (added mass and added inertia), C(ν) describes the terms
of Coriolis and is the sum of the Coriolis matrix of aggregate
mass CA (ν) and the Coriolis matrix of the rigid body CRB (ν),
D(ν) describes the hydrodynamic damping matrix and is com-
posed by the body friction DS (ν) and the potential damping
DP (ν), wave drift damping DW (ν) and damping due to vortex
shedding DM (ν), also g(η) represents the vector of hydro-
static forces, τ = [X,Y,Z,K,M,N ]T represents the vector of
forces and moments in the body frame and ω defines the distur-
bance vector, J(η) is the kinematic transformation between the
body and the inertial frame, η = [x, y, z, φ, θ, ψ]T represents
the vehicle’s position and orientation in the inertial frame and
ν = [u, v, w, p, q, r]T denotes the linear and angular velocities
in the body frame.

A. The BlueROV2 Underwater Vehicle

For the particular case of the BlueROV2, it is composed of six
thrusters from which 1 to 4 are used for the rotational movement
in yaw, as well as the forward-reverse and lateral movements,
while to raise and descend, the thrusters 5 and 6 are used. The
configuration of the thrusters allows the vehicle to move freely
within these four degrees of freedom, as illustrated in Figure 3.
By design the submarine robot has symmetry in two of its planes
and is stable mechanically in the roll and pitch angles, thanks
to a careful selection of the center of buoyancy, i.e., φ, θ ≈ 0,
which implies that the submarine has the ability to return to
steady state after a disturbance (movement generated by water
flow), thereforeK,M, p, q, ṗ, q̇ ≈ 0. From now on, we consider
only the reduced state vector η̄ = [x, y, z, ψ]T and the reduced
force vector τ̄ = [X,Y,Z,N ]T .

From equation (1), using the short notation sin(a) = s(a)
and cos(a) = c(a), following the methodology as in [19] and
considering only the reduced system, the translational and rota-
tional dynamics particularly for this robot can be expressed as

follows

X = (m−Xu̇ )u̇+Xv̇ v̇ − (myg −Xṙ )ṙ + (Yv̇ v +mw)r

− (Xu )u+ fB s(θ) (2)

Y = (m+ Yv̇ )v̇ + (mxg − Yq̇ )ṙ − (Xu̇u− (mu))r

− (Yv )u− fB c(θ)s(φ) (3)

Z = (m− Zẇ ) − (Zw )w − fB c(θ)c(φ) (4)

N = (−myg −Xṙ )u̇+ (mxg − Yṙ )v̇ + (Izz −Nṙ )ṙ

− (Yv̇ v −mv)u+ (Xu̇u+mu)v − (Nr )r (5)

where Xu, Yv , Zw ,Nr are the linear damping coefficients;
Xk̇ , Yk̇ , Zk̇ ,Kk̇ ,Mk̇ ,Nk̇ with k̇ : u̇, v̇, ẇ, ṗ, q̇, ṙ represent the
hydrodynamic added mass coefficients; m defines the mass of
the vehicle. In addition, rg = [xg , yg , zg ]T form the distance
vector from the origin of the body fixed frame OB to the center
of gravity of the robotCG ; fB = W −B stands for the restoring
forces vector resulting from the difference between the vehicle’s
weight W and the buoyancy force B. Finally, Izz is the inertia
moment in z.

Taking into account the physical properties of the vehicle and
that only slow motions below 2m/s are considered, moreover,
the origin of the body fixed frame OB coincides with the center
of gravity CG , and is colinear with the main axes of the inertial
reference frame OI , the reduced vector of forces and moments
τ̄ that acts in the vehicle can be expressed as:

τ̄ =

⎡
⎢⎢⎢⎢⎣

−F1c(ϕ1) − F2c(ϕ2) − F3c(ϕ3) − F4c(ϕ4)

F1s(ϕ1) − F2s(ϕ2) + F3s(ϕ3) − F4s(ϕ4)

F5 + F6

ξ

⎤
⎥⎥⎥⎥⎦

(6)

with ξ = lx(F1c(ϕ1) − F2c(ϕ2) − F3c(ϕ3) + F4c(ϕ4)) + ly
(F1s(ϕ1) + F2s(ϕ2) − F3s(ϕ3) − F4s(ϕ4)). Fi:1,...6 are the
forces generated by each thruster; ϕi:1,...4 are the angles be-
tween the xB axis and the force Fi:1,...4 applied in the AUV;
lx and ly are the distances between the horizontal and vertical
thrusters with the center of gravity CG (see Figure 3). Note that
all propellers are in the same plane with the CG .

III. VISION-BASED LOCALIZATION

In order to accomplish fully autonomous navigation underwa-
ter, real-time localization arises as one of the main challenges.
Given that acoustic sensors, which are the preferred solution, are
normally heavy, large and expensive, computer vision presents
an interesting alternative.

PTAM is an algorithm developed to estimate the pose of a
camera in an unknown environment and was originally con-
ceived for augmented reality (AR), the main advantages of this
algorithm are that it does not require special markers, previously
known maps or structured scenarios, and it only requires a sin-
gle camera. The operation basically consists of separating the
tracking and mapping into two separate tasks, processed in par-
allel, generating a 3D map of the observed characteristic points



[14]. The generated map estimates a dominant visual plane from
the feature points while refining the map, having a fast, accurate
and robust tracking.

The monocular vision algorithm provides a scaleless estima-
tion of the pose of the camera, without drift over time, at a slow
rate. With the purpose of recovering the scale of the position
and to improve the estimation, the PTAM algorithm is fused
with inertial measurements from the IMU (accelerometers and
gyroscopes) using an EKF. This allows as well to increment
the estimation rate, taking advantage of the faster IMU mea-
surements. In order to do so, the sensor fusion libraries from
[20], [21] are used. This libraries where developed for aerial
vehicles and are also available as a ROS package. The PTAM
estimation is used as the update sensor, while the accelera-
tions and angular speeds are used directly in the prediction
step, running at a faster rate. Another interesting advantage of
this approach is that it auto-calibrates itself since it does not
only attempt to estimate the pose and velocity, it also estimates
the missing scale and the intrinsic rotations between the differ-
ent coordinate frames, ensuring long-term operations without
error drift (only spacial drift may be present from the visual
algorithm).

IV. CONTROL STRATEGY

Provided that a suitable state feedback is available from the
IMU, pressure sensor and vision algorithm with the EKF, the
control objective is to track a time varying trajectory for mon-
itoring and inspection applications. It is common to use sensor
measurements referred to the Euler angles (for orientation) and
the inertial frame (for the position). Then, the reduced dynamic
model of an AUV is expressed in the frame fixed to the ground
using the kinematic transformations proposed by Fossen [17],
and is represented by the following equation:

Mη (η̄)¨̄η + Cη (ν, η̄) ˙̄η +Dη (ν, η̄) ˙̄η + gη (η̄) = τ̄η (7)

where the subindex η represents coordinates in the inertial
frame. In this section, the implementation of a PID controller
is approached for two cases, depth and yaw stabilization, and
for trajectory tracking in x and y position. The PID controller
with compensation of the restoring forces is implemented in the
underwater robot for regulation, and is given by:

τ̄η = gη (η̄) − JT (η̄)
[
Kpe+Kdė+Ki

∫
e

]
(8)

where e = η̄ − η̄d defines the error and the feedback gains Kp ,
Kd and Ki are diagonal positive definite matrices such that
Kj :{p,d,i} = diag(kjx , kjy , kjz , kjψ ). The proposed controller
renders the system asymptotically stable, as can be probed by
Lyapunov’s second method of stability and LaSalle’s invariance
principle (see [17], chapter 12).

V. EXPERIMENTAL PLATFORM

The robot used for this work is the BlueROV2, by Blue
Robotics, presented in Figure 4. It is a small-size ROV of
approximately 45.71 × 33.81 × 22.1cm [22]. The electronic

Fig. 4. Underwater vehicle BlueROV2 during a mission. The BlueROV2 was
modified in this work to accomplish fully autonomous operation as an AUV
instead of remotely operation as a ROV.

TABLE I
PHYSICAL PARAMETERS FOR THE VEHICLE

components are installed in a hermetic acrylic tube, for the
battery there is another acrylic tube which has a direct con-
nection to the electronic tube. The prototype has the capacity
of sinking up to 100 m depth according to the manufacturer.
It is equipped with six Blue Robotics T200 thrusters config-
ured as shown in Figure 3. The main physical parameters of
the prototype are presented in Table I, where SI base units are
adopted.

The BlueROV2 uses the open source software ArduSub in-
stalled on a PixHawk autopilot, furthermore, it runs ROS in a
Raspberry Pi on-board computer, while the MAVLink protocol
is used to communicate the on-board computer and the autopi-
lot, to obtain the sensors information. Via ROS the vehicle is
connected to a ground station using a Fathom-X tether interface
trough 100 m of wire providing communication with a band-
width of 80 Mb/s. Video from a frontal camera, with a resolution
of 640 × 480, is transmitted to the ground station at a frame
rate of 15fps. The vision algorithm, along with the EKF and
the control strategy are computed in the ground station and re-
turn the Pulse-Width Modulation (PWM) value to the vehicle’s
thrusters.

Figure 5 displays the main ROS nodes running in the ground
station, where the BlueROV2 node provides the sensor measure-
ments from the vehicle, including the video stream which is fed
to the PTAM node. The sensor fusion node reads the pose es-
timation from PTAM and merges it with inertial measurements
from the embedded IMU. The control node was developed for
this work and uses the pose estimation from the EKF, along
with the pressure and magnetometer measurement to accom-
plish trajectory tracking using a PID with compensation of the
restoring forces, and delivers the PWM signals to the ROV’s
thrusters. Real-time visualization of the states is possible thanks
to the rqt_plot node, while online parameter tuning is available
through a Graphical User Interface (GUI).



Fig. 5. Main ROS nodes used in the implementation. The BlueROV2 node
provides information from the embedded sensors in the vehicle. The PTAM node
takes the video stream from the BlueROV2 and estimates the scaleless pose of
the vehicle w.r.t. the visual map. The sensor fusion node merges together the
PTAM estimation along with inertial measurements from the IMU to improve
the pose estimation. The control node implements a PID controller to accomplish
autonomous trajectory tracking. Finally, the rqt_reconfigure and rqt_plot nodes
are used respectively for on-line parameter tuning and real-time visualization.

TABLE II
CONTROL GAINS

VI. REAL-TIME EXPERIMENTS

In this section, the validity of the vision algorithm for un-
derwater applications is demonstrated. The main objective is to
autonomously track a trajectory, using vision-based localization
and applying the control law given by (8).

The test was performed in an olympic pool whose dimensions
are (25 × 50 × 1.6m). It consisted in stabilizing yaw and depth
at a constant reference ψd = 110◦, zd = −35cm, respectively,
and performing trajectory tracking in (x, y). For the trajectory
tracking of the longitudinal movements the desired signal is
given by: xd = 0.7 ∗ cos(2πt/25) and yd = 0.5 ∗ sin(2πt/25).
Several perturbations were applied during the test to further
test the robustness of the proposed algorithms, at seconds 310,
400 and 475. The controller parameters were heuristically ad-
justed and are presented in Table II, using SI base units. The
covariance matrix for the EKF update step is provided by the
PTAM algorithm, while for the prediction step the noise vari-
ances for the accelerometers σ2

a ; gyroscopes σ2
ω and their bias

σ2
ba respectively σ2

bω are taken into account, i.e., σ2
a = 0.25m

2

s3 ,

σ2
ba = 0.025m

2

s5 , σ2
ω = 0.013 rad

2

s and σ2
bω = 0.0013 rad

2

s3 re-
spectively. For more details about the EKF implementation
see [20], [21].

In Fig. 6, we can observe the x, y and z position of the
vehicle during the path tracking, as measured by the PTAM
(pink dotted) and estimated by the EKF (dashed blue) against
the desired trajectory (solid red line). We can appreciate that the
proposed strategy is good enough to accomplish this task, with
bounded error, in spite of unexpected disturbances at time 310s,

Fig. 6. Autonomous trajectory tracking using vision-based localization: posi-
tion. Desired (solid red line); PTAM measurement (pink dotted line) and EKF
estimation (dashed blue line) position; x coordinate response on top, y coordi-
nate on the center and z coordinate on bottom. Important perturbations were
applied at time 310s, 400s and 475s.

Fig. 7. Autonomous trajectory tracking using vision-based localization: ori-
entation. Desired (solid red line) vs IMU measurements (dashed blue line). The
vehicle is mechanically stabilized by design in roll φ and pitch θ angles, thanks
to a careful selection of the center of buoyancy.

400s and 475s. The orientation of the AUV is depicted in Fig. 7.
There we can appreciate the mechanical stability property of
the vehicle in roll φ and pitch θ angles, achieved through a
suitable selection of thr center of buoyancy. An aerial view
of the position estimation and the behavior of the controller
before the perturbations can be seen in Fig. 8. We can note the
action of the EKF (dashed blue) in order to recover the missing
scale in the PTAM algorithm (dotted pink), and improve the
estimation. Finally, the control inputs are shown in Figure 9.

The behavior of the AUV during this experiment
can be appreciated in the following video: https://www.
youtube.com/watch?v=v0Uj-IuztIs. From there, we can ob-
serve the system performance and robustness while facing un-
expected disturbances such as important rotations and displace-
ments, or camera occlusions, causing the vehicle to deviate from
the trajectory. As expected, the use of an EKF with data from
the IMU helps to recover the map.

https://www.youtube.com/watch?v=v0Uj-IuztIs
https://www.youtube.com/watch?v=v0Uj-IuztIs


Fig. 8. Autonomous trajectory tracking using vision-based localization: aerial
view before perturbations. Desired trajectory (solid red line); PTAM measure-
ment (dotted pink line) and EKF estimation (dashed blue line).

Fig. 9. Autonomous trajectory tracking using vision-based localization: con-
trol inputs. The motors operate in a PWM range from 1100 to 1500 in one
direction and from 1500 to 1900 in the other.

VII. CONCLUSIONS AND FUTURE WORK

In this work, fully autonomous trajectory tracking was suc-
cessfully achieved using PTAM and IMU data merged via an
EKF. The PID controller with compensation of restoring forces
showed a good performance, even when unexpected distur-
bances were present. The implementation of different control
laws is contemplated as future work to improve the system’s
behavior, for example, adaptive control may be used to com-
pensate unknown dynamics, or predictive control to take care of
potential communication delays in a tetherless vehicle.

The use of PTAM in an aquatic environment was validated
in real time experiments, exposing potential use for underwater
applications in real world scenarios such as bridge, dams and
hull inspection; coast patrolling; monitoring in shallow waters;
etc. Field experiments are envisioned to demonstrate the limits
of the algorithms under different real conditions.

The main contribution of this work is then, the implemen-
tation of the PTAM algorithm to perform autonomous naviga-
tion of an underwater vehicle, and the validation on real-time

experiments. We are currently working on the implementation
of the algorithms fully embedded in the vehicle, with this we
intend to avoid the use of a long tether, increasing the level of
autonomy and the coverage of the vehicle.
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