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Abstract. In agriculture, plant cultivation requires to take numerous
decisions. One of the major problems is the irrigation: a proper irriga-
tion decision has to be made accordingly to the hydric state of the plant
and the soil, and the weather prediction. In precision agronomy, this leads
to use hydric sensors combined with a numerical model of growth plant
model. Such models can not often be tuned by experts. We proposed
an automatic parameter calibration of the potato growth model based
on data collected in several open fields. As these parameter calibration
problem are ill-posed, the associated black-box optimization problem is
supposed to be multi-modal. We then compare the performances of two
state-of-the-art Evolution Strategies which use different restart mecha-
nisms to automatically tune the set of parameters on different crops, and
shows that multi-modal optimization methods may be recommended for
such class of optimization problems.

1 Introduction

As others domains (industry, urban, etc.), precision agronomy benefits new sen-
sors which are enhanced by numerical models and simulations. Therefore, the
decision making process can be supported by the knowledge bringing by this
new numerical environment. For plant cultivation, one major decision is the ir-
rigation. The farmer have to decide to irrigate a field according to the hydric
state of plant and the soil, the weather prediction, and the cost of an irrigation.
In that case, new decision-making technic uses hydric sensors to measure the
quantity of humidity of the soil, and, a growth plant model to able to estimate
the hydric state of the plant, and the available quantity of water for the plant
which depends on the root size, and the characteristics of the soil. Although
such numerical approach can lead to an accurate prediction of the crop state,
and beyond the sensor precision, one drawback is the setting of the numerous
parameters of the plant growth model. Indeed, models combines different sub-
models based on differential equations, finite state transitions, etc. that require
the settings of many numerical biological, or geological parameters. Even if ex-
perts can measure, estimate, or give bounds of some parameter values3, most of
3 Some parameters can also have no meaning from a biological point of view.



2 A. Dubois et al.

times precise value of parameters are not known for a field-scale crop as they
depends on specific soil, and plant specie/variety. In this work, we show that it
is possible to set precisely the model parameters of potato plant growth based
on the data acquisition of hydric sensors, and a relevant optimization algorithm
that minimizes the distance between a predicted values computed by the model,
and real data.

In evolutionary computation, this black-box problem is known as a calibra-
tion problem [19,7]. The parameter settings of potato plan growth model shows
specific difficulties. As the parameters depends on local specificity such as soil,
potato variety, weather exposition, etc. the data are difficult to collect, and rare:
a campaign of data acquisition with hydric sensors for a potato field lasts 4
months, and can be done on the same field every 3 years due to crop rotation.
On the other hand, the number of model parameters is high: several dozens for
representative models such as STICS [22], AquaCrop [14], or Weedric [15]. As a
consequence, the calibration problem of potato growth model is ill-posed. Several
parameters settings lead to the same input-output behavior, and the simulations
are consistent with the measurements in the field. Thus, the optimization prob-
lem related to model calibration is not only a problem with many local optima,
but a multi-modal problem for which the quality of several local optima is very
close to those of the global optima.

In this work, we formulate the calibration optimization problem from the
farming irrigation model Weedric (defined in section 2.1), and available hydric
data. More precisely, we have a model with many continuous parameters for
which we have no a priori knowledge about their implications in equations, sim-
ulations or the interactions between the different model parts. Experts can only
define the bounds of each parameter values. So, we consider it as a continuous
black-box function from the search space of dimension d > 1: [0, 1]d. As stated
above, we assume that this problem is highly multi-modal, with one global opti-
mum but has many local optima close to the global one. It is therefore necessary
to check the maximum number of optima in order to determine the global one.

This kind of problems is known as Multi-Modal Optimization (MMO). Nu-
merous algorithms have been proposed, many of them use the derivative of the
gradient but in black box context, these algorithms are not directly applicable.
Gradient free methods are generally based on Evolution Strategy (ES) which
have shown their robustness and their efficiency [6,16,17] . ES consists in gen-
erating better solutions iteratively from a starting point. In MMO context, ES
are generally combined with either a niching technique [12,13] or a restart strat-
egy [1,3,10], in order to find all the optima. In this paper, we propose to compare
different state-of-the-art restart strategy algorithms: QRDS [20,18] and CMAES-
IPOP [3] to automatically tune the parameters model.

The rest of this paper is organized as follows: Section 2.1 describes the
Weedric simulator. Then, we present the Quasi-Random Restart Strategy (QRDS)
and Covariance Matrix Adaptation Evolution Strategy with Increasing POPu-
lation (CMAES-IPOP) in section 3. Next, we compare their performances in
section 4. Finally we conclude in section 5.
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2 Calibration problem of an irrigation model

2.1 Farming irrigation model

Many models have been proposed to deal with this plant growth. For example,
STICS [22] is a deterministic generic model for the simulation of crops and
their water and nitrogen balance developed at INRA institute (France) since
1996. It calculates both agricultural variables (yield, input consumption) and
environmental variables (water and nitrogen losses). AquaCrop [14] is also a
deterministic generic model. It provides an estimation of crop productivity in
relation to water supply and agronomic management in a framework based on
current plant physiological and soil water budgeting concepts. Unfortunately,
these models requires a large number of parameters such as they are generic,
several type of plants can be modeled, and involve other biological mechanisms
in addition to the irrigation issue.

Weedric is an agricultural irrigation model for the culture of potatoes devel-
oped by the Weenat company 4. This model has emerged from a collaborative
project between computer, and agriculture researchers [15]. It is intended to
farmers in order to help them with a decision support. The Weedric model
consists in the combination of several deterministic existing biological mod-
els [4,2,11,5] to provide a specific model for this kind of culture. Initially, theses
models are independent, and the interest of the Weedric model (see Fig. 1) is to
be able to connect them in order to propose two high-level models:

– Soil model: this model considers the soil as a succession of horizontal layers
and each layer has a quantity of water varying over time according to the
different exchanges between the layers (percolation, upwelling), the weather
(temperature, rain, wind,...) and the interactions with the Plant model.

– Plant model: it simulates the development and the behavior of a potato plant
from planting to harvesting, based on current water quantity and weather
forecasts.

Using the planting date and the weather forecasts, the multi-model Weedric
can predict the water stress of the potato plant, and the Soil Water Content
(SWC). The SWC is the available quantity of water that the potato plant can
use, and extract from the soil. Unfortunately, to be fully effective, the d = 38
real parameter values must be tune for a particular potato variety and soil type.

2.2 Black-box calibration problem

The goal is to calibrate the Weedric model using the Soil Water Content (SWC),
and the hydric sensors. Sensors are put in the field, and they regularly send data.
This makes it possible to obtain an approximation of the pressure of the water in
the ground which can be converted into a quantity of water using the well know
Van Gernuchen equation [21]. The black curve "sensors" of the Fig. 2 shows the
SWC over a season of n = 73 days.
4 https://www.weenat.com/
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Fig. 1: Simplified diagram of how the multi-model Weedric growth crop model
works. This one is divided into several sub-models in which the d = 38 variables
are assigned. The green arrows indicate the entry points of the model by which
the different inputs (pressure, temperature, wind, rainfall, . . . ) can be filled in.
The black arrows indicate the interaction and information sharing of the models
between them. SWC is the Soil Water Content under interest in this work.

Following the expert knowledge, a set of default parameters value is defined.
The green curve "default" on the Fig. 2 shows the predicted SWC by the Weedric
using those default values. From the first day to approximatively the 30th day,
the predicted value follows the measured values by sensors. During this period,
the SWC increasing is mainly due to the increasing of the roots. During a dry
period after the 30th day, the model with default parameter values seems to
over-estimate the dryness of the soil which could be due to misleading values of
the soil model, or plant model, or a combinaison of the two. The interaction of
different components of the model are not linear.

The fitness function of the calibration problem is defined as the root mean
square error over the crop period of the SWC value predicted by the model.
More formally, for every settings x ∈ [0, 1]d, with d = 38, of the Weedric model,
the fitness function f is defined by:

f(x) =

√√√√ 1

n

n∑
t=1

(SWCt − ŜWCt)2 (1)

where n is the number of days of culture period, SWCt is the SWC at the day
t measured by the sensors, and ŜWCt is the predicted SWC by the model with
the parameters settings x. The fitness function is to be minimized in order to
reduce the distance between predicted, and real SWC values.
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Fig. 2: Evolution of the Soil Water Quantity (SWC) over time (n = 73 days).
The black curve represents the sensor values, the green represents the prediction
of the model with the basic values and the red curve, the prediction of the model
with the optimized values. The closer the curves are to the black curve, the better
the prediction. At the beginning of the simulation the two parameter sets are
quite similar but over time, the model with the default parameters is no longer
accurate.

3 Multi-Modal Optimization algorithms

In this section we present the Quasi-Random restarts with Decreasing Step-size
algorithm (QRDS) and the Covariance Matrix Adaptation Evolution Strategy
with Increasing POPulation (CMA-ES IPOP), one of its variants for multi-modal
problems.

3.1 Quasi-Random restarts with Decreasing Step-size

Random restarts with Decreasing Step-size and its improvement (Quasi-Random
restarts with Decreasing Step-size[18]) are an Evolution-Strategy-based Multi-
Modal Optimization algorithms which uses the restarting technique.

It is composed by a simple local search algorithm combined with a restart
strategy following a random (or quasi-random) sequence. Local search is a simple
(1+1)-ES using the 1/5 adaptation rule (see Algorithm 1).
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At the beginning, a point is selected. Then, Iteratively, the algorithm gen-
erates a candidate by mutating the current best point according to a normal
distribution with a standard deviation (step-size) σ. The best of both points is
kept. The update of the step-size σ is really simple : if the candidate solution,
i.e. the new generated point is better, the step-size σ is increased, otherwise σ
is decreased as we may need to focus on smaller neighborhood.

We use this step-size value as the stopping criterion of the local search. If
it is too small, we consider that the local search has converged to an optimum
(global or local). The solution is saved and the local search is restarted until the
evaluation budget is reached.

A feature of QRDS is its “murder operator”. In order to avoid converging
to an already known solution, the algorithm checks at each evaluation, if the
current solution is greater than a distance δthreshold of all the optima already
discovered. If it is true, the search is aborted without saving the solution (we
don’t want to spend time for an already found optimum).

For the restart strategy (see algorithm 2), each time the algorithm is restarted,
the initial position is sampled according a quasi-random sequence.

3.2 CMA-ES IPOP

The Covariance Matrix Adaptation Evolution-Strategy is an Evolution Strategy
that adapts the full covariance matrix of a normal search distribution [9]. This
algorithm is presented in Algorithm 3. An important property of this algorithm
is its invariance against linear transformations of the research space. CMA-ES is
effective in minimizing unimodal function, and is superior when the problem is ill-
conditioned and non-separable. In multi-modal context, [8] shows that increasing
the size of the population can improve performances of the CMA-ES. [3] proposes
a version of CMA-ES using a restart strategy: at each restart (whenever the
stopping criterion is met), the size of the population is doubled see Algorithm 4.
By increasing the population size, the local search becomes more global after
each restart. The results given in [3] show that this improvement provides good
performances on multi-modal black-box context.

4 Experimental analysis

We compare the multi-modal algorithms, on the Weedric model calibration prob-
lem defined in the previous section 2. The data from 5 different crops are used
with different soil types, and potato varieties. The two algorithms are also com-
pared with default parameters values given by the experts. For each crop, the
number of independent runs of each algorithms is 100. The maximum number of
evaluations for each algorithm is 105. Notice that the simulation time of Weedric
model is enough short for such number of evaluation within minutes.

All the results are reported in Tab. 1, and correspond to the best value found
over the 100 runs, mean with confidence interval, and the median value. Both
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Algorithm 1: SearchDS
{Search an optimum using a Decreasing Step-size }
Input:
f : function to optimize
σ0: initial step-size
ϵσ: threshold value of the step-size
y∗: maximum fitness of the function
ϵy: threshold value of the fitness
x: initial position for the search
ϵx: threshold value of the position
X̂: set of previously found optima

Output:
X̂: updated set of optima

1 begin
2 y ← f(x)
3 σ ← σ0

4 repeat
{mutation}

5 x′ ← N (x, σ)
6 y′ ← f(x′)

{selection with 1/5th adaptation}
7 if y′ > y then
8 x← x′

9 σ ← 2σ

10 else
11 σ ← 2−1/4σ

{discard search if optimum already known}
12 if ∃x̂ ∈ X̂, ∥x− x̂∥ < ϵx then
13 break

{store found optimum}
14 if ∥y − y∗∥ < ϵy then
15 X̂← X̂ ∪ {x}
16 break

17 until σ < ϵσ or max nb of function evaluations reached

algorithms substantially improved the default settings of the experts. These re-
sults show the relevance of using data-oriented calibration with an ES algorithm
on this kind of real world application since it is able to find a set of parameters
that allows the model to correctly predict sensor values. Moreover, according
to the Mann-Whitney test at confidence level 0.01, the QRDS outperform the
CMAES-IPOP on all crops. Figs. 3 shows the dispersion of the values found
over all runs (smaller is better). The restart strategy of QRDS seems to be more
effective on such multi-model problem. Indeed, the exploration behavior of the
QRDS allows to find more interesting search space area. As an example of the
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Algorithm 2: RDS
{Random restarts with Decreasing Step-size}
Input: f, σ0, ϵσ, y

∗, ϵy, ϵx
Output: X̂

1 begin
2 X̂← ∅
3 repeat
4 x← sample search-space
5 X̂← SearchDS(f, σ0, ϵσ, y

∗, ϵy,x, ϵx, X̂)

6 until all optima found or max nb of function evaluations reached

Algorithm 3: CMA-ES
{Covariance Matrix Adaptation Evolution Strategy}
Input:
f : function to optimize
λ: number of sample per iteration
x: set of population
s: set of fitness

Output: x1: best optima find so far
1 begin
2 Initialization while stop criterion not met do
3 for i in 1. . .λ do
4 xi = sample
5 si = f(i)
6 Sort(x1...λ )
7 Update_mean_to_better_solution()
8 Update_isotropic_evolution_path()
9 Update_anisotropic_evolution_path()

10 Update_covariance_matrix()
11 Update_step-size()
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Algorithm 4: CMA-ES-IPOP
{Covariance Matrix Adaptation Evolution Strategy with Increasing

POPulation } Input:
f : function to optimize
λ: number of sample per iteration
λ0: size of the initial population
n: number of restart
X: set of solution

Output: X or X1 : set of optima or the best one
1 begin
2 n← 0 while number of evaluations not reach do
3 n← n+ 1
4 λ← λ0 + 2× n
5 X ← cmaes(λ, f)

result, the Fig. 2 shows the predicted SWC by the best parameter settings of the
Weedric model. In particular, the parameters setting improves the prediction for
the dry period after the 30 day.

The second experiment consists in testing the robustness of an optimized
parameter set. To do this, we select the parameter set that has obtained the
best (smallest) fitness (one solution of the crop 4), then we use this set (from
crop4) on the other crops. Tab. 2 presents the results of the corresponding fitness
with the fitness of the best optimized solutions and default parameters. We
can see that, indeed, results are not as good as a specific optimization, but
the solution is robust enough as it is by far better than the specific expert
parameters. Fig. 4 presents the results of the corresponding fitness with the
fitness of the best optimized solutions and basic parameters. Without a priori
knowledge, statistically QRDS always finds better solutions than CMAES-IPOP.

5 Conclusion

In this paper we propose to describe a farming decision-making model for irriga-
tion into a black box optimization problem and we experiment on two state-of-
the-art algorithms QRDS and CMA-ES IPOP. Results show that for this kind
of problem using an ES algorithms is very efficient, since independently of the
crops, the set parameters calibrated by the algorithms are always significantly
better than those by default (which have been designed by experts or available
in the literature). Moreover, the multi-modal QRDS seems to be very effective
on such problems.

The proposed method is "offline" which means that the optimization of the
parameter sets can only be done once the growing season is completed. Moreover,
in agriculture, it is impossible to replant the same plant before 3 to 5 years on
the same crop (and obviously the weather changes from year to year). This is for
these reasons, that it is interesting to be able to find a robust solution, which may
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Table 1: Best, median and mean fitness (with the confidence interval at 95%)
found by each algorithm over 100 runs with a budget of 105 evaluations (smaller
is better). The bolded median values are significatively better according to the
Mann-Whitney at confidence level of 0.01.

Crop Algorithm Best Mean Median

Crop 1
Default 80.83 / /
QRDS 15.8 16.3± 0.03 16.3
CMA-ES IPOP 16.4 18.5± 0.12 18.3

Crop 2
Default 57.81 / /
QRDS 16 16.7± 0.03 16.7
CMA-ES IPOP 17 19± 0.08 19

Crop 3
Default 63.65 / /
QRDS 17.5 18± 0.03 17.9
CMA-ES IPOP 19 21.5± 0.12 21.6

Crop 4
Default 47.85 / /
QRDS 14.2 15.8± 0.06 16
CMA-ES IPOP 16.7 20± 0.25 19.4

Crop 5
Default 50.74 / /
QRDS 15.1 15.3± 0.02 15.3
CMA-ES IPOP 15.3 16.6± 0.07 16.5
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Table 2: Evaluation of the robustness of the best set of parameters found on crop
4 on the other crops compared to the fitness of their best optimized solution as
well as the basic one (smaller is better). The best set of parameters ever found
is not as good as the specific optimization of the problem but greatly improves
fitness compared to the basic values.

Parameters Crop1 Crop2 Crop3 Crop5

Default 80.83 57.81 47.85 50.74
Best Optim 15.8 16 17.5 15.1
Crop 4 38.27 25.78 31.8 17.71

still be good for the next year. In order to have a solution as robust as possible,
a possible future work could be to optimize different crops at the same time.
Finally, we could also develop an "online" method able to predict the outputs of
the model according to the already collected data and parameter sets.
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