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Abstract—In this paper, we discuss the possibility of using computer algebra tools in the process of modeling
and qualitative analysis of mechanical systems and problems from theoretical physics. We describe some con-
structions—Courant algebroids and Dirac structures—from the so-called generalized geometry. They prove
to be a convenient language for studying the internal structure of the differential equations of port-Hamilto-
nian and implicit Lagrangian systems, which describe dissipative or coupled mechanical systems and systems
with constraints, respectively. For both classes of systems, we formulate some open problems that can be
solved using computer algebra tools and methods. We also recall the definitions of graded manifolds and
Q-structures from graded geometry. On particular examples, we explain how classical differential geometry
is described in the framework of the graded formalism and what related computational questions can arise.
This direction of research is apparently an almost unexplored branch of computer algebra.

1. INTRODUCTION AND MOTIVATION

This paper is a part of a large project on “geometri-
zation of mechanics,” which includes a series of works
aimed at describing a formalism (associated with dif-
ferential or algebraic geometry) that is suitable for the
qualitative analysis and modeling of a sufficiently wide
class of mechanical systems. In this project, we inves-
tigate a broad spectrum of problems: from describing
the mathematical model of a system under analysis
and defining suitable geometric structures to selecting
(or developing) numerical methods that preserve the
constructed structures. The efficient software imple-
mentation and application of the numerical methods
are also investigated. These methods are called geo-
metric integrators. Recent publications demonstrate
advantages of this approach: the consideration of con-
servation laws, system symmetries, and constraints
imposed on the system improves accuracy of the
numerical method and, therefore, the reliability of
modeling results, including the reliable description of
qualitative properties of the system.

In this paper, we focus on some related problems
that are difficult or even impossible to solve by classi-
cal analytical methods. We believe that computer alge-
bra methods can be successfully employed in this con-
text. Some of these problems are purely technical, and
computer algebra only speeds up the computation.

However, most of the problems are rather conceptual,
where issues of the existence of solutions and optimi-
zation of algorithms are important.

It should be noted that we consider open problems.
In these problems, it is clear what needs to be done and
it is roughly understandable how to do it, i.e., some
promising directions can be found. We believe that
there are no conceptual obstacles to solving these
problems because there are obvious constructive solu-
tions to some specific instances. The absence of solu-
tions in the general case is due to the lack of regular
communication between specialists in computer alge-
bra and applied scientists from other fields: physics,
mechanics, and especially geometry. In this paper, we
try to fill this gap by adequately describing the geomet-
ric structures that are the baseline minimum for
understanding the related problems and their direct
solution.

Organization of the Paper
In Section 2, some structures from generalized

geometry that occur in applications to mechanics and
theoretical physics are defined. Then, in Sections 3
and 4, we describe mechanical systems for which this
geometry suits as a “language” and explain which
problems can be solved using computer algebra meth-
ods. Section 5 is devoted to graded geometry: we
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define some necessary mathematical concepts and
describe some important problems of computer alge-
bra that are not yet solved (as far as we know) in stan-
dard packages.

2. GENERALIZED GEOMETRY
In this section, we briefly describe the geometric

constructs mentioned in Introduction, namely, Cou-
rant algebroid and Dirac structures. As compared to
the original paper [1], we simplify the discussion by
omitting some technical details that are not important
for the results we are interested in. Nevertheless, this
section should be sufficient to understand and formu-
late some computer algebra problems. In particular,
we use the concepts “manifold” and “bundle” without
defining them; for understanding, one can read “vec-
tor space of the corresponding dimension.”

2.1. Vector Fields

Suppose that is an n-dimensional manifold, TM
is a bundle tangent to it (a set of all tangent vectors at
each point), and  is its cotangent bundle. Locally,
TM can be considered as follows:

where V is a vector space that have the same dimension
as M. Then,

The set of sections of TM is denoted by :
these are vector fields on M. On these vector fields, the
following commutator is defined:

In terms of components, it is written as

where  is the derivative with respect to the jth coor-
dinate.

2.2. Differential Form
On V, we can define skew-symmetric k-linear

forms. Having done this at each point of M, under cer-
tain regularity conditions, we obtain an object called a
differential k-form; in fact, it is a skew-symmetric “func-
tion” whose “arguments” are k vector fields on M.

Functions on M can be regarded as 0-forms. Standard
examples of 1-forms (i.e., covector fields) are objects
dual to the vector fields ; they are denoted by dxi. Here,
duality is understood in terms of , where 
is the Kronecker delta. In the dimension 2, an example
of a 2-form is the oriented area.

M
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On differential forms, the following two natural
operations are defined.

• Contraction of the vector field  with the form
:

It lowers the degree of the form.
• External differential of the form :

where  denotes the omission of the argument.
The external differential increases the degree of the

form.

The notation  is not accidental: objects dual to
 are actually differentials of coordinates. If ,

then the form α is called closed. If the form α itself is a
differential of some other form ( ), then the
form α is called an exact one, while the form  is some-
times called its integral.

If a 2-form is non-degenerate (at each point, in
terms of linear algebra), then it is called an almost sym-
plectic one; if it is also closed, then it is called a symplec-
tic form. A vector field  whose convolution with a
symplectic form  is an exact form with an integral H
( ) is called a Hamiltonian vector field with the
Hamiltonian H.

Note that a similar construction is also possible on
a cotangent bundle with the result being multivector
fields. An analogue of the symplectic form is the Pois-
son bivector; we detail this in Section 5.

2.3. Courant Algebroid and Dirac Structures

Let us consider a bundle , which is
sometimes called the generalized tangent bundle or
Pontryagin bundle. Its sections are pairs , where

 is a vector field and α is a 1-form, i.e., a covector
field. On pairs of sections, two following operations
are defined.

An analogue of the scalar product (at each point,
with values in R):

An analogue of the vector product:

The second operation is called the Courant–Dorfman
bracket, while the entire construction is an example
(quite general) of a Courant algebroid.

v

α ⋅, ⋅,( )…

ι α := α ,⋅, .
v

v( ) ( )…

α

+

<

α , , , := − α , , ,

+ − α , , , , , , , ,





v v v v v v v

v v v v v v

0 1 0

0

( ) ( 1) ( )

ˆ ˆ( 1) ([ ] )

i
k i i k

i
i j

i j i j k
i j

d … … …

… … …

v̂

idx
∂i α = 0d

α = βd
β

v

ω
ι ω =
v

dH

= ⊕ *E TM T M

, αv( )
v

, α , ,β := ι β + ι α.
v

v( ) ( ) ww

, α , ,β := , , ι + ι β − ι α.
v v

v v[( ) ( )] ([ ] ( )CD ww w d d d
2



The Dirac structure is a subbundle  that,
first, is maximally isotropic (i.e.,  and has
the maximum rank equal to the dimension of M) and,
second, is stable under the action of :

where  denotes the set of sections . By weaken-
ing the second condition, we obtain an almost Dirac
structure.

A trivial example of the Dirac structure is
. A more interesting example is given by

the graph of the 2-form , i.e., by the set of pairs

The condition on the scalar product is guaranteed by
the skew symmetry of the form. The condition on

 is satisfied when the form is closed. Thus, the
symplectic structure is a special case of the Dirac
structure.

Other examples include Poisson structures. We
discuss them in Section 5, while their general descrip-
tion can be found in the original paper [1].

Dirac structures were introduced by T. Courant
with some inspiration from mechanics: the system can
be considered in terms of coordinates and velocities or
coordinates and momenta. In these cases, geometric
descriptions are made on TM or , respectively. To
some extent, Dirac structures could link these two
ways of description. However, in his subsequent
works, Courant focused only on their geometric prop-
erties. Applications to mechanics occurred later in the
works on implicit Lagrangian [2–5] and port-Hamil-
tonian [6, 7] systems, which are discussed in the next
two sections.

3. IMPLICIT LAGRANGIAN FORMALISM
AND SYSTEMS WITH CONSTRAINTS

One of the reasons why Dirac structures did not
immediately find their application in mechanics is
that it is not correct to regard TM and  simply as
the phase space of the system. It turns out that the cor-
rect construction involves spelling out the Dirac struc-
tures on the manifold that is already a bundle:

, where  is the configuration space of the
system. In this case, the necessary formalism uses
double bundles and some of their fundamental prop-
erties described in [8].

This approach allows us to reconsider the classical
formalism of systems with constraints. With the con-
ventions adopted in the previous section, let us con-
sider  and ,
where d is the number of degrees of freedom of the sys-
tem, V is the space of velocities  at each point q of the
configuration space, and  is the space of momenta

⊂D E
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p. Imposing constraints on the system means restrict-
ing the admissible points in the configuration space
and, at each admissible point, selecting a subspace of
admissible velocities; let us denote the resulting set by ∆.
This geometric construction is called a distribution;
under certain nondegeneracy conditions, we can
assume that it is a kernel of a certain number of 1-forms.

Now, following the approach from the previous
section, let us consider  and

. The distribution  and the span
of 1-forms lift to this double bundle; let us denote the
result of this lift by  and , respectively. Note that,
on , there is a canonical symplectic form Ω that
defines a map , as in the example from the
previous section. Then, the (almost) Dirac structure
for the system with constraints is given by the follow-
ing condition:

The dynamics of the system, in turn, is given by the
Lagrangian  (the differential of which can
be lifted to ), and vector field—section of . This
dynamics preserves constraints if this pair belongs to .

Of course, this construction is not necessary for
deriving equations of motion for the system: the con-
straints can be investigated using, e.g., Lagrange mul-
tipliers. However, the geometric approach has an
important advantage: all its objects and operations
have natural discrete analogues. This makes it possible
to develop a numerical method for solving the derived
motion equations that preserves constraints better
than classical methods.

In more detail, this construction was described in
[4, 5]. In this paper, having omitted the technical
details, we provide only the final equations that define :

(3.1)

Here, the first line specifies the constraints: αa rep-
resents the 1-forms that define the distribution ∆.
Below is the discrete version of these equations:

(3.2)

where  is a discrete Lagrangian of the
system, while the subscripts k or k + 1 denote the
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instant at which the corresponding variable is evalu-
ated. The equations explicitly include the variables p at
the kth and th steps, while  is given by a cer-
tain approximation of the velocity  involving .
Thus, it is easy to verify that the system is defined and
complete; moreover, it is linear in all variables except,
eventually, .

In the context of computer algebra, two problems
naturally arise. The first one is purely technical: the
derivation of equations (3.1) and their discretization.
The second problem is much more conceptual: dis-
crete equations (3.2) need to be solved at each integra-
tion step, i.e., the problem of efficiency arises. This
leads us to the first problem formulated in this paper.

Problem 1. For the equations of the form (3.1) and
(3.2), it is required to determine when the numerical
method is explicit and when it is not. What geometric
(e.g., type of constraints) and numerical (e.g., approx-
imation of ) factors affect this? For each class, it is
required to develop an algorithm for the exact (sym-
bolic) or approximate (iterative) solution of system
(3.2).

The answer to the first question seems quite obvi-
ous: it depends on the degree of nonlinearity for the
relationships between known and sought-for variables,
which is a classical question of computer algebra.
Depending on the answer, a suitable solution algo-
rithm is selected. In this case, the geometric and
mechanical interpretation of the answer can be quite
interesting.

4. PORT-HAMILTONIAN FORMALISM
AND INTERACTING SYSTEMS

In Section 3, we have defined the symplectic struc-
ture and Hamiltonian vector fields. This is a conve-
nient formalism for describing conservative mechani-
cal systems that do not interact with the environment.
In the notation of the previous sections, on the cotan-
gent bundle  with the canonical symplectic form,
these systems read as

(4.1)

It can be verified that the flow of the Hamiltonian vector
field  preserves the function H, which, in terms of
mechanics, corresponds to energy conservation. Appar-
ently, the first geometric integrators appeared in this con-
text [9, 10]: they preserve the symplectic structure and
volume in the phase space and, hence, make it possi-
ble to control energy conservation.

However, most of the applied mechanical systems
interact with each other and are not conservative. For
such cases, a modification of the formalism was pro-
posed. It is associated with the so-called port-Hamilto-
nian systems [6, 7], and equations of the form (4.1) are
extended by adding terms responsible for interaction
and dissipation:

+( 1)k vk

v kq

v

v

*T Q

∂ ∂= , = − .
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� �

H Hq p
p q

v

Then, the dynamics of the system is completely deter-
mined by the function  and force F. In a
more general case (for noncanonical symplectic
forms), we consider the system of equations

(4.2)

where  is a skew-symmetric matrix, while 
and f are new terms responsible for interaction and
dissipation, which are absent in classical Hamiltonian
systems. In [6, 7], these terms were classified and their
physical meaning was discussed.

It should be noted that the port-Hamiltonian for-
malism itself does not provide any new information
about the system. However, it allows one to “order”
the system, i.e., to partition it into simple blocks that
interact based on understandable laws, which can be
useful for modeling (see, for example, [11]). In addi-
tion, it turns out ([7]) that port-Hamiltonian systems
can be described using Dirac structures, which is very
important in the context of geometric integrators. This
brings us to the second problem formulated in this
paper.

Problem 2. Given a system of differential equations,
it is required to construct its optimal port-Hamilto-
nian representation and describe the corresponding
Dirac structure.

Note the word “optimal” in the formulation of the
problem. It is easy to verify that any system of differen-
tial equations can be rewritten in the port-Hamilto-
nian form: it is sufficient to “forget” the Hamiltonian
structure and declare all the right-hand sides “ports.”
In this case, however, the information about energy
balance in the system is lost, and it can potentially tri-
ple in size. For application purposes, this solution of
the problem does not make much sense. Optimality
can be understood, e.g., as limiting the number of
added variables. Then, the standard questions about
the existence of the solution and quick tests that
exclude unsolvable cases arise.

The construction of the Dirac structure, in turn, is
necessary for its subsequent use in the context of geo-
metric integrators. Here, it is necessary to understand
what form makes the answer the most constructive
one, namely, how to describe the Dirac structure in
the form convenient for discretization. In this context,
there can be certain connection with the questions
posed in Section 5.

5. GRADED GEOMETRY
In this section, we describe a geometric construc-

tion—graded manifolds—which is even more general
than that described in Section 3. As before, instead of
manifolds, we can think of vector spaces; in the graded

∂ ∂= , = − +
∂ ∂

� �

H Hq p F
p q

= ,( )H H q p

∂= − + ,
∂

� ( ( ) ( )) ( )HJ R gx x x x f
x

( )J x ( )R x
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case, however, this simplification can have more inter-
esting consequences.

Suppose that, on a manifold M, a grading is defined,
i.e., for each coordinate  on M, a quantity 
called a degree is defined. For simplicity, we assume
that  is non-negative for all coordinates.

This grading is used to determine the commutation
relations between the coordinates. In contrast to the
classical case,

In addition, for all coordinates, the following relation
holds:

The most general functions on this manifold are
formal series in all variables. However, in cases of
interest, it is sufficient to restrict ourselves to polyno-
mials in coordinates with nonzero degrees whose coef-
ficients are smooth functions of coordinates with zero
degrees. For them, the notion of a homogeneous func-
tion and its degree (and, therefore, the commutation
relations) is correctly defined:

Many objects and operations of classical differen-
tial geometry can be defined on graded manifolds. An
important difference is that, each time graded objects
are rearranged, a sign appears that depends on their
degree. For instance, a graded vector field  of an
even degree automatically commutes with itself:

The commutation condition for an odd-degree vector
field Q is nontrivial:

A self-commuting vector field of degree 1 is called a
Q-structure.

A graded manifold with this vector field is called a
differential graded manifold (or, in the physical litera-
ture, a Q-manifold). Below we consider several Q-man-
ifolds to illustrate the computational process in the
graded case.

5.1. Differential Forms

As before, let us consider a tangent bundle to an
ordinary manifold Σ with the linear coordinates  on
its fiber of degree 1; this object is denoted by .
With  = 0, we have  and

, ..., σd)) = 0. The equality  implies

ix ∈( )ideg x Z

( )ideg x

⋅ = − ⋅ .( ) ( )( 1)
i ji j deg x deg x j ix x x x
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σ1( (deg h µθ =( ) 1deg
that . An arbitrary homogeneous func-
tion on  of degree p has the form

As above,

It is easy to see that this construction replicates the
operations on differential forms defined in Section 2:

Let us consider the vector field .

Note that  and ; therefore, it
is a Q-structure that exactly replicates the external (de
Rham) differential.

5.2. Poisson Structures
Suppose that, on the manifold M, a Poisson

bracket, i.e., a skew-symmetric operation {·, ·} :
 that satisfies the Leibniz

identity

and Jacobi identity

is defined.
From a geometric perspective, the Poisson bracket can

be rewritten as {f, g} = , where  is
a bivector field with components  = {xi, xj} (see Sec-
tion 3). The bivector field is a bidifferentiation, which is
why it satisfies the Leibniz identity. In terms of the
components π, the Jacobi identity has the following
form:

(5.1)

Now, let us consider , a cotangent bundle to
M with coordinates on the fiber of degree 1, i.e.,

 = 0 and . On it, the canonical sym-
plectic form  is defined. Then, the

bivector field defines the function  on

 with the corresponding Hamiltonian vector
field having the form
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It is useful to verify that  and that the con-
dition  is equivalent to (5.1).

Thus, graded geometry describes quite different
objects (e.g., differential forms and Poisson struc-
tures) in a similar way. In addition, this formalism is
applicable to the Dirac structures described above (see
the general statement in [12] and specific mechanical
examples in [13, 14]), as well as to the Lie and Courant
algebroids and many other objects, which, as men-
tioned above, are widely used in mechanics and theo-
retical physics.

It should be noted that, with all the elegance of the
definitions of graded objects, real-life computations
for particular examples are quite time-consuming and
not always straightforward. Thus, we arrive at the third
problem of computer algebra, which is quite vaguely
formulated as follows.

Problem 3. It is required to extend standard differ-
ential geometry packages to include operations on
graded objects.

As far as we know, the existing packages for work-
ing with non-commuting objects (which, in fact, is the
main feature of graded manifolds) are written for spe-
cific tasks. In contrast, packages for classical differen-
tial geometry are very well developed, and their exten-
sion would make an invaluable contribution to the
corresponding applied fields. More specifically, it
would be useful to supplement all standard operations
(differentiation, computing contractions and commu-
tators of vector fields, algebraic simplification, etc.)
with signs that are due to gradings, which is just a mat-
ter of programming. Moreover, it is necessary to con-
sider the correspondence between the fairly simple
conditions of the form Q2 = 0 and the classical condi-
tions of form (5.1), which are partial differential equa-
tions, and use them for simplification of expressions.
This is a nontrivial problem even without taking grad-
ings into account; one of the possible approaches can
be the description of partial differential equations in
the jet space [15, 16].

6. DISCUSSION AND CONCLUSIONS

Thus, we have formulated three problems of com-
puter algebra that arise when investigating geometric
aspects of mechanical systems. The first problem is
quite technical: computer algebra can help to avoid
time-consuming, potentially erroneous computations.
The second problem is more conceptual: it is aimed at
facilitating the qualitative analysis of differential equa-
tion systems and avoiding “guessing” their correct
form. The third problem seems quite an unexplored,

π
∂ ∂π ∂= π −

∂∂ ∂
1( ) .
2

jk
ij

j j ki i
i

Q x p p p
px x

π =deg( ) 1Q

π =2 0Q
potentially promising direction in the development of
computer algebra.

Once again, we emphasize that the solution of
these problems is important to us not just for fun. For
mechanics, their solution can permit the development
of full-cycle software complexes (from describing the
physics of the system to the results of numerical com-
putations). We have mentioned this approach in the
Introduction; presently, each instance analyzed in this
way deserves publication. That is why the automation
of the process in the framework of Problem 2 seems to
be a natural and important direction of computational
mechanics. This is also true for Problem 3, which
arises, e.g., when carrying out computations in theo-
retical or high energy physics. Anyway, a motivated
reader can regard these problems as an invitation to
join efforts.

In conclusion, we would like to note that, in addi-
tion to the “continuous” constructions described
above, it is important to spell-out their discrete ana-
logues. We are interested in this research direction [17,
18] particularly in the framework of the project on
“geometrization of mechanics” mentioned above; this
direction is obviously related with the problems for-
mulated in this paper.
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