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Abstract This study introduces CNRM‐ESM2‐1, the Earth system (ES) model of second generation
developed by CNRM‐CERFACS for the sixth phase of the Coupled Model Intercomparison Project
(CMIP6). CNRM‐ESM2‐1 offers a higher model complexity than the Atmosphere‐Ocean General
Circulation Model CNRM‐CM6‐1 by adding interactive ES components such as carbon cycle, aerosols,
and atmospheric chemistry. As both models share the same code, physical parameterizations, and grid
resolution, they offer a fully traceable framework to investigate how far the represented ES processes
impact the model performance over present‐day, response to external forcing and future climate
projections. Using a large variety of CMIP6 experiments, we show that represented ES processes impact
more prominently the model response to external forcing than the model performance over present‐day.
Both models display comparable performance at replicating modern observations although the mean
climate of CNRM‐ESM2‐1 is slightly warmer than that of CNRM‐CM6‐1. This difference arises from
land cover‐aerosol interactions where the use of different soil vegetation distributions between both
models impacts the rate of dust emissions. This interaction results in a smaller aerosol burden in
CNRM‐ESM2‐1 than in CNRM‐CM6‐1, leading to a different surface radiative budget and climate.
Greater differences are found when comparing the model response to external forcing and future
climate projections. Represented ES processes damp future warming by up to 10% in CNRM‐ESM2‐1
with respect to CNRM‐CM6‐1. The representation of land vegetation and the CO2‐water‐stomatal
feedback between both models explain about 60% of this difference. The remainder is driven by other
ES feedbacks such as the natural aerosol feedback.

1. Introduction

The sixth phase of the Coupled Model Intercomparison Project (CMIP6, Eyring et al. (2016)) is a standard
experimental protocol for studying the outputs of coupled Atmosphere‐Ocean General Circulation Models
(AOGCMs) and Earth systemmodels (ESMs). Proposed experiments aim at addressing outstanding scientific
questions that arose as part of the process leading to the elaboration of the Sixth Assessment Report (AR6) by
the Intergovernmental Panel on Climate Change (IPCC). The goal is to improve the understanding of
climate and to provide estimates of future climate change that will be useful to those considering its possible
consequences and the effect of mitigation strategies.

Compared to the fifth phase of the Coupled Model Intercomparison Project (CMIP5), CMIP6 proposes to
stratify analyses within focused model intercomparison projects (MIPs) endorsed by CMIP6, which alto-
gether aim to:
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1. Compare models' versions between each other within an ensemble of models of the same generation or
across an ensemble of models of different generations and evaluate how realistic these models are in
simulating the recent past.

2. Characterize the model's response to external forcing, and, in particular, understand some of the factors
responsible for differences in model projections, including quantifying some key feedbacks such as those
involving clouds and the carbon cycle.

3. Prospect the range of magnitude and pace of climate change at centennial timescales given an ensemble
of scenarios considering the role of the climate variability at interannual and decadal timescales, and
assess the predictability of relevant climate variables.

In order to support research on these overarching topics, the CNRM‐CERFACS climate group aims at con-
tributing to a large number of MIPs using three different models (Table 1): the standard resolution (i.e., ~1°
or ~140 km) AOGCM of sixth generation (CNRM‐CM6‐1, Voldoire et al. (2019)), the high‐resolution (i.e.,
~0.5° or ~50 km) AOGCM (CNRM‐CM6‐HR), and the standard (i.e., ~1° or ~140 km) resolution Earth sys-
tem model of second generation (CNRM‐ESM2‐1, this study). These three models have been designed to
tackle the overarching scientific questions as proposed by CMIP6 using an alternative mapping (with respect
to CMIP5) pending on model resolution and complexity.

This paper provides key information relative to CNRM‐ESM2‐1 contribution to CMIP6. In particular, we
document the development of CNRM‐ESM2‐1, which uses the physical‐dynamical core of the ocean‐
atmosphere coupled climate model CNRM‐CM6‐1 as detailed in Voldoire et al. (2019) and accounts for sev-
eral Earth system feedbacks enabled by interactive atmospheric chemistry and aerosols, as well as interac-
tive land and ocean carbon cycles. We also detail the modeling setup used for CMIP6 including the use of
recommended forcing and the spin‐up strategy.

So far, the published literature assessed in IPCC AR4 (2007) and in IPCC AR5 (2013) has assumed that the
inclusion of Earth system components in a climate model may affect predictions of future climate for a given
forcing because of the representation of biogeochemical and other Earth system feedbacks (e.g., Ciais et al.,
2013). It is also believed that this inclusion could degrade the model's simulation of the present‐day climate
since driving inputs originally derived from observed quantities (such as aerosols, vegetation, or ocean chlor-
ophyll distributions) are replaced by interactive schemes for which the driving processes remain poorly con-
strained and are potentially less well understood than physical processes (e.g., Booth et al., 2012; De Noblet‐
Ducoudré et al., 2012; Friedlingstein et al., 2014). However, both working hypotheses have not been dis-
proved or corroborated to date because of the lack of traceable AOGCM/ESM pairs from the various model-
ing groups at the time of CMIP5 (e.g., see Table 9.1 in Flato et al. (2013)).

Here, the comparison between CNRM‐ESM2‐1 and CNRM‐CM6‐1 provides a comprehensive framework to
investigate how far an ESM can differ from an AOGCMwhen they are both based on the same physical core.
Indeed, the development of CNRM‐ESM2‐1 and CNRM‐CM6‐1 has been guided to ensure the maximum of
compatibility between both configurations, which substantially contrasts with the previous cycle of develop-
ment for CMIP5 configurations where CNRM‐CM5 and CNRM‐ESM 1 were based on different codes.

As a consequence, this manuscript aims at assessing the “traceability” of CNRM‐ESM2‐1 with respect to
CNRM‐CM6‐1. Traceability can be understood as a comprehensive description of differences between these
two models, either in terms of code or represented processes, and their impact in terms of present‐day mean
state climate and response to external forcings.

This manuscript is structured as follows: the model is presented in section 2; section 3 describes the model-
ing setup employed for CMIP6; the results of the CNRM‐ESM2‐1 simulations are discussed in section 4; and
finally, conclusions are summarized in section 5.

2. CNRM‐ESM2‐1 Components
2.1. The Physical Core
2.1.1. Physical Components Shared With CNRM‐CM6‐1
CNRM‐ESM2‐1 is based on the physical core of the CNRM‐CM6‐1 AOGCM which represents atmosphere,
land, ocean, and sea ice physical as well as dynamical processes and their interactions (Voldoire et al., 2019).
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In this section, the various components of the CNRM‐ESM2‐1 physical core are briefly described in terms of
grids and key characteristics.

The atmosphere component is based on Version 6.3 of the global spectral model ARPEGE‐Climat (ARPEGE‐
Climat_v6.3). The atmospheric physics and dynamics are solved on a T127 triangular grid truncation that
offers a spatial resolution of about 150 km in both longitude and latitude. Consistently to CNRM‐CM6‐1,
CNRM‐ESM2‐1 employs a “high‐top” configuration with 91 vertical levels that extend from the surface to
0.01 hPa in the mesosphere; 15 hybrid σ‐pressure levels are available below 1500 m. The dynamical core
and the physical component of the model are identical to those employed in CNRM‐CM6‐1. In particular,
they use the same calibration. The reader is referred to Voldoire et al. (2019) for further details.

To simulate surface state variables and fluxes at the surface‐atmosphere interface, CNRM‐ESM2‐1 uses the
SURFace EXternalisée modeling platform Version 8.0 over the same grid and with the same time step as the
atmosphere model. SURFEXv8.0 encompasses several submodules for modeling the interactions between
the atmosphere, the ocean, the lakes and the land surface. Similarly to CNRM‐CM6‐1, CNRM‐ESM2‐1
employs the Exchange Coefficients from Unified Multi‐campaigns Estimates scheme and the FLAKEmodel
revisited by Le Moigne et al. (2016) to simulate surface fluxes over oceans and lakes, respectively. Over the
land surface, both CNRM‐CM6‐1 and CNRM‐ESM2‐1 use the Interaction Soil‐Biosphere‐Atmosphere
(ISBA) land surface model coupled to the CNRM version of the Total Runoff Integrating Pathways
(CTRIP) river routing model to solve energy and water budgets at the land surface, as well as to simulate
river discharge. ISBA explicitly solves the continental hydrological cycle accounting for snow, canopy inter-
ception, floodplains, liquid and solid soil moisture, unconfined aquifers, and upward capillarity fluxes into
the superficial soil. Plant transpiration is controlled by stomatal conductance of leaves which has been
adapted to ISBA from following the Jacobs et al.'s (1996) formulation (Calvet et al., 1998). However, in the
configuration of ISBA‐CTRIP as used in CNRM‐CM6‐1, the leaf area index (LAI) is not calculated as the
result of the carbon balance of the leaves but prescribed from climatological ECOCLIMAP data (Faroux
et al., 2013; Masson et al., 2003), involving that only the CO2 effect on stomatal closure is represented (called
the “antitranspiration” effect of CO2). There are no land cover changes in CNRM‐CM6‐1, and the land cover
distribution is fixed in time according to the ECOCLIMAP database (Table 2). This database includes clima-
tological observations at high resolution over the 2000s, such as LAI, vegetation roughness length, snow‐free
land surface albedo (Carrer et al., 2014), or soil textural properties, from the Harmonized World Soil
Database at a 1‐km resolution (HWSD, 2012). More details on the physical processes represented in the
ISBA‐CTRIP system can be found in Decharme et al. (2019).

The ocean component of CNRM‐ESM2‐1 is the Nucleus for EuropeanModels of the Ocean (NEMO) Version
3.6 (Madec et al., 2017) which is coupled to both the Global Experimental Leads and ice for ATmosphere and
Ocean (GELATO) sea ice model (Salas Mélia, 2002) Version 6 and also the marine biogeochemical model
Pelagic Interaction Scheme for Carbon and Ecosystem Studies version 2‐gas (PISCESv2‐gas detailed in
section 2.5). NEMOv3.6 operates on the eORCA1L75 grid (Mathiot et al., 2017) which offers a nominal reso-
lution of 1° to which a latitudinal grid refinement of (1/3)° is added in the tropics; this grid describes 75
ocean vertical layers using a vertical z*‐coordinate with partial step bathymetry formulation (Bernard
et al., 2006). The ocean layers are distributed unevenly as a function of depth with a resolution of 1 m at
ocean surface to 200 m below 4000 m.
2.1.2. Earth System Processes Represented in CNRM‐ESM2‐1
This section focuses on Earth system processes and the biophysical couplings represented within the physi-
cal component of CNRM‐ESM2‐1 and CNRM‐CM6‐1. In the following, we detail component by component
where Earth system processes or biophysical couplings differ between CNRM‐ESM2‐1 and CNRM‐CM6‐1.
These latter are summarized in Table 2.

In atmospheric physics, key differences between CNRM‐ESM2‐1 and CNRM‐CM6‐1 arise from the use of
interactive atmospheric chemistry and aerosols (see sections 2.2 and 2.3 for further details). In CNRM‐

ESM2‐1, the 3‐D concentrations of aerosols and of a number of trace gases, including CO2, interact with
the atmospheric radiative code at each call of the radiative scheme, for the longwave part of the spectrum
(aerosols, H2O, CO2, O3, CH4, N2O, CFC11, and CFC12) and for its shortwave counterpart (aerosols, O3,
H2O and CO2). This enables the representation of aerosol‐radiation and chemistry‐radiation interactions
as well as the interactions between climate and aerosols (Table 2).
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Over the land surface, key differences represented processes between
CNRM‐ESM2‐1 and CNRM‐CM6‐1 which arise from the representation
of both vegetation phenology and land cover changes (Table 2).
Conversely to CNRM‐CM6‐1, the vegetation in CNRM‐ESM2‐1 responds
to environmental variations. It accounts for both CO2 effect on stomatal
closure and the CO2 fertilization on vegetation biomass. As a consequence,
the LAI of vegetation in CNRM‐ESM2‐1 results from the carbon balance of
the leaves (section 2.4). These ecophysiological processes enable the repre-
sentation of vegetation‐radiation and vegetation‐hydrological interactions
(Table 2). Land cover changes are prescribed in CNRM‐ESM2‐1 following
CMIP6 standard, enabling the representation of interactions between the
dust emission scheme (depending on bare soil fraction) and the land cover
distribution (summarized as “vegetation‐dust” in Table 2). It also plays a
role in the vegetation‐radiation interactions by modifying the reflective
characteristics of land surfaces (Table 2). Further details about land cover
changes are detailed below (section 2.5).

Finally, in the ocean, CNRM‐ESM2‐1 uses the same suite of ocean physical
schemes as in CNRM‐CM6‐1, except from the representation of marine
biota‐radiation interactions (Table 2). Indeed, the main difference in the
ocean component of CNRM‐ESM2‐1 with respect to CNRM‐CM6‐1 arises
from the use of the ocean biogeochemicalmodel PISCESv2‐gas (detailed in
section 2.6), which resolves the interaction between the marine phyto-
plankton and the penetration of downwelling shortwave radiation
(Table 2). In this scheme, the radiative transfer in the water column is
resolved using a chlorophyll‐dependent three‐wave band scheme as
described in Lengaigne et al. (2007) and Mignot et al. (2013). As explained
in Voldoire et al. (2019), CNRM‐CM6‐1 uses a 12‐month climatology of
surface chlorophyll derived from a former NEMO‐PISCES simulation per-
formed at 25 km and forced by atmospheric reanalyses (Lee et al., 2016) to
estimate the modulation of the solar warming rate by phytoplankton. In
CNRM‐ESM2‐1, PISCESv2‐gas (see section 2.6) enables the representation
of the phytoplankton‐light feedback in CNRM‐ESM2‐1 because the chlor-
ophyll concentrations of the phytoplankton intervene in the computation
of the solar warming rate by modulating the amount of downwelling solar
radiation across the water column (see Supplementary Materials).
2.1.3. Coupling and Outputs
CNRM‐ESM2‐1 exploits the full capabilities of the OASIS3‐MCT software
(Craig et al., 2017), which allows the exchange of 31 physical and 4 biogeo-
chemical fields across the various model components (Figure 1). In the
CNRM‐CERFACS climate models such as CNRM‐ESM2‐1, the coupling
is implemented in SURFEX, NEMO, and CTRIP. The generic coupling
interface implemented in SURFEX is detailed in Voldoire et al. (2017).

CNRM‐ESM2‐1 is also interfaced with XIOS (Meurdesoif, 2018) which is
an Input/Output parallel server software allowing for a declarative
description of output files content and for the realization of online calcu-
lation on geophysical fields.

2.2. Atmospheric Chemistry

The atmospheric chemistry scheme of CNRM‐ESM2‐1 is Reactive
Processes Ruling the Ozone Budget in the Stratosphere Version 2
(REPROBUS‐C_v2), first implemented and evaluated in a former version
of CNRM climate model (Michou et al., 2011), and more recently during
the course of the Chemistry Climate Model Initiative (CCMI) researchT
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(e.g., Maycock, Matthes, et al., 2018; Maycock, Randel, et al., 2018; Morgenstern et al., 2017; Wales et al.,
2018; Zhang et al., 2018). It is an “online” scheme whereby the chemistry routines are part of the physics
of the atmospheric climate model and called at each time step of the physics. The scheme resolves the
spatial distribution of 63 chemistry species but does not represent the low troposphere ozone non‐methane
hydrocarbon chemistry. Chemical evolution is computed down to the ad hoc level of 560 hPa (for details,
see Michou et al. (2011) and Morgenstern et al. (2017)). Below this level, the concentrations of a number of
species (i.e., N2O, CH4, CO, CO2, CFC11, CFC12, CFC113, CCl4, CH3CCl3, CH3Cl, HCFC22, CH3Br,
H1211, and H1301) are relaxed toward the yearly evolving global mean abundances set by the CMIP6
experiments (Malte Meinshausen et al., 2017); for other species, concentrations below the 560‐hPa level
are relaxed toward the 560‐hPa value. Consistently with the relaxation, explicit emissions, dry deposition,
washout, and parameterized transport (diffusion and convection) of the chemical fields are not considered.

The main differences between the current and the Michou et al. (2011) versions of the chemistry scheme
consist of the following: (a) Kinetics and photolysis rates are now those of Sander et al. (2011), (b) monthly
distributions of stratospheric sulfate aerosols are, on the basis of the study of Thomason et al. (2018), those of
CMIP6, as is the solar information that modulates the photolysis rates (Matthes et al., 2017), (c) photolysis
rates are no longer modified according to cloudiness, (d) a different processing between the surface and
the 560‐hPa level as detailed above, and (e) the vertical extension of the chemistry scheme that goes with that
of the climate model (91 model levels from the surface into the mesosphere, up to about 80 km). This did not
require any specific adjustment except for the relaxation of H2O performed over the first seven levels of the
model (below 0.5 hPa, toward 6.5 ppmv). Forty‐four chemical variables are transported by the large‐scale
advection scheme of CNRM‐ESM2‐1, as the meteorological variables.

Figure 1. Overview of the coupling between CNRM‐ESM2‐1 components. t denotes model time step in minutes. Orange, blue, and red arrows give the direction of
the exchange of energy, water, and biogeochemical fields between models. * denotes the biogeochemical fields that are used in all CNRM‐ESM2‐1 simulation,
except in stand‐alone configuration such as OMIP. ** denotes the biogeochemical fields that are used only in emission‐driven simulations.
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To shed light on this intercomparison exercise between CNRM‐CM6‐1 and CNRM‐ESM2‐1, one has to note
that the CNRM‐CM6‐1 chemistry consists, firstly, of a simple parameterization of the ozone production rate
which is a linear function of the ozone mixing ratio, the temperature, and the partial ozone column above
the point considered (Table 2, see also Voldoire et al. (2019) for further details). All coefficients of this linear
function had been computed from simulations performed with the atmospheric component of
CNRM‐ESM2‐1 using the CMIP6 historical forcings over the years 1950–2014 (an ensemble of three
realizations was performed), and the CMIP6 projected forcings from 2015 to 2100. Coefficients are time‐
varying monthly averages after 1950 and kept at the 1950 values beforehand. Therefore, by construction,
the ozone concentrations of CNRM‐CM6‐1 should be close to those of CNRM‐ESM2‐1. Second, a simple
parameterization of the upper‐stratospheric source of water vapor due to methane oxidation is implemented
in CNRM‐CM6‐1 (European Centre for Medium‐Range Weather Forecast, 2014).

2.3. Tropospheric Aerosols

CNRM‐ESM2‐1 includes an interactive tropospheric aerosol scheme included in the atmospheric compo-
nent ARPEGE‐Climat. This aerosol scheme, named Tropospheric Aerosols for ClimaTe In CNRM
(TACTIC_v2), represents the main anthropogenic and natural aerosol species of the troposphere.
Originally developed in the European Centre for Medium‐Range Weather Forecast Integrated Forecasting
System as presented in Morcrette et al. (2009), this scheme has been adapted to the ARPEGE/ALADIN‐
climat code (Michou et al., 2015; Nabat et al., 2015). It is based on a sectional representation of desert dust
(three size bins whose limits are 0.01, 1.0, 2.5, and 20 μm), sea‐salt (three bins whose limits are 0.03, 0.5,
5.0, and 20.0 μm), sulfate (one bin), organic matter (two bins), and black carbon (two bins). The separation
in two bins for organic matter and black carbon allows us to distinguish hydrophilic and hydrophobic par-
ticles. An additional prognostic variable is added to represent sulfate precursors considered as sulfur dioxide
(SO2). Sulfate precursors evolve in sulfate aerosols through a simple equation depending on latitude. All
these 12 species are prognostic variables in the model, affected by transport (semi‐lagrangian advection, tur-
bulent and convective transport through the atmospheric convection scheme), dry deposition, and in‐cloud
and sub‐cloud scavenging.

Natural emissions are calculated online as a function of surface wind and soil characteristics (Kok, 2011;
Marticorena & Bergametti, 1995) for desert dust particles and as a function of surface wind and sea surface
temperature (Grythe et al., 2014; Jaeglé et al., 2011) for sea‐salt particles. The dust emission scheme uses soil
textures, bare soil fraction, surface roughness length, and superficial soil moisture provided by the land sur-
face module in SURFEX. Dimethylsulfide (DMS) emissions are also taken into account through the clima-
tology of (Kettle et al., 1999), as well as volcanic sulfur emissions. Anthropogenic and biomass burning
emissions come from official CMIP6 inventories, respectively provided by van Marle et al. (2017) and
Hoesly et al. (2018). All these aerosols interact with shortwave and longwave radiation, through optical prop-
erties (extinction coefficient, single scattering albedo and asymmetry parameter) calculated using the Mie
theory. Sulfate, organic matter, and sea‐salt concentrations are used to determine the cloud droplet number
concentration following Menon et al. (2002), thus representing the cloud albedo effect (first aerosol
indirect effect).

The inclusion of this interactive aerosol scheme in CNRM‐ESM2‐1 is one of the main differences with
CNRM‐CM6‐1 (Table 2). In the latter, aerosols are prescribed through monthly aerosol optical depth
(AOD) fields varying each year (Voldoire et al., 2019), coming from atmosphere‐only type simulations using
the TACTIC_v2 scheme and the same emissions as CNRM‐ESM2‐1. Here, interactive aerosols enable the
representation of Earth system feedbacks such as changes in natural aerosol emissions (i.e., dust and sea‐
salt) with climate change.

2.4. Land Carbon Cycle

Land carbon cycle and vegetation‐climate interactions in CNRM‐ESM2‐1 are simulated with the ISBA
scheme embedded in the SURFEXv8.0. ISBA simulates plant physiology, carbon allocation and turnover,
and carbon cycling through litter and soil as detailed in Calvet et al. (1998) and Gibelin et al. (2006, 2008).
The main characteristics of the land carbon cycle module are described below.

Vegetation in ISBA is represented by six biomass pools (leaves, stem/twigs, wood, fine and coarse roots, and
a storage of nonstructural carbohydrates) (Gibelin et al., 2008). Vegetation biomass is simulated interactively
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based on the carbon assimilated by photosynthesis and released by turnover and respiration. Vegetation bio-
mass is also influenced by natural disturbances such as natural fires which are simulated interactively by
ISBA. The carbon balance of the leaves controls the vegetation phenology and the LAI as detailed in
Gibelin et al. (2006).

The litter and soil organic matter module derives from the CENTURY soil carbonmodel (Parton et al., 1988).
It includes four litter carbon pools which differ between each other by their location (above‐ or below-
ground), presumed chemical composition, and potential decomposition rates (or turnover times). The three
soil organic matter reservoirs (active, slow, and passive) are characterized by their resistance to decomposi-
tion with turnover times spanning from a few months for the active pool to 240 years for the passive pool.

Compared to the version used in CNRM‐ESM 1, key improvements have been done in ISBA as used in
CNRM‐ESM2‐1; they relate to the assimilation and autotrophic respiration processes used in the vegetation
physiology scheme. In particular, the structural parameters of the photosynthetic scheme such as the meso-
phyll conductance, the maximum photosynthetic rate, and the leaf carbon‐to‐nitrogen ratio have been cali-
brated on the TRY database (Kattge et al., 2011). The autotrophic respiration scheme has been revised
following Joetzjer et al. (2015) which scale leaf to canopy respiration by using a vertical exponential profile
of leaf nitrogen as suggested by Bonan et al. (2012). Finally, in the absence of nitrogen cycling within the
vegetation, an implicit nitrogen limitation scheme has been implemented in ISBA following the meta‐
analysis of Yin (2002). Leaf nitrogen concentration per unit mass decreases with increasing CO2, which
results in a decrease in specific leaf area (SLA) with increasing CO2 concentration because ISBA linearly
relates SLA to leaf nitrogen concentration per unit mass (Gibelin et al., 2006). This decrease in SLA limits
leaves growth and LAI and indirectly reduces assimilation of atmospheric CO2.

While this empiric relationship does not aim at replacing a fully resolved nitrogen cycle, this implicit nitro-
gen limitation parameterization is assumed to capture the vegetation response to nutrient limitation under
rising CO2 (Yin, 2002).

Other key differences arise from the fact that ISBA includes both natural and anthropogenic disturbances.
The considered natural disturbances are wildfires and flooding that affect litter and soil organic carbon
leaching. Both processes impact the net ecosystem carbon balance and are relevant for biomes and climate
studies. In CNRM‐ESM2‐1, the soil carbon leaching scheme as simulated by ISBA‐CTRIP is coupled to
PISCESv2‐gas (see section 2.4). Yet, this model version only handles the transport of dissolved organic car-
bon (DOC) through the aquatic continuum as simulated by CTRIP. Thus, CTRIP does not include other
carbon‐related chemical species such as dissolved inorganic carbon which would enable the computation
of air‐water carbon exchange. As a consequence, the carbon cycle as simulated in CNRM‐ESM2‐1 is not
entirely bounded.

2.5. Land Cover Change

The land cover changes are the only anthropogenic disturbances represented in ISBA. This means that land
use processes (i.e., harvest of crop and wood, nitrogen fertilization, or irrigation) are not simulated in ISBA.

These changes are prescribed in ISBA by yearly net changes in land cover. The net land cover changes are
derived from the Land Use Harmonized (LUH, Hurtt et al., 2006) Version 2.0 h data set (http://luh.umd.
edu/data.shtml) and the modern distribution of the 16 living plant functional types (see Table S2) and 3
non‐living types (bare soil, permanent ice, and rocks) as given in ECOCLIMAP (Faroux et al., 2013;
Masson et al., 2003). The yearly changes in land cover distribution in CNRM‐ESM2‐1 drive changes in the
rate of dust emissions because the aerosol scheme uses the fraction of bare soil to compute the amount of
dust that can be emitted from the ground (Table 2).

2.6. Marine Biogeochemistry

The biogeochemical component of CNRM‐ESM2‐1 uses the Pelagic Interactions Scheme for Carbon and
Ecosystem Studies Volume 2 version trace gases (PISCESv2‐gas), which derives from PISCESv2 as described
in Aumont et al. (2015).

Within the ocean interior, PISCESv2‐gas resolves the evolution of 26 compartments which enables the reso-
lution of oxygen, carbon, sulfur, and nutrients on the NEMO grid.
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Common key characteristics of PISCESv2‐gas and PISCESv2 are described in the following. PISCESv2‐gas
simulates the distribution of five nutrients (from macronutrients nitrate, ammonium, phosphate, and sili-
cate to micronutrient iron) which regulate the growth of two explicit phytoplankton classes (nanophyto-
plankton and diatoms). In CNRM‐ESM2‐1, PISCESv2 uses the complex iron chemistry of Tagliabue and
Völker (2011). This formulation of iron chemistry employs on two ligands and five iron forms. Diatoms differ
from nanophytoplankton because they need silicon and more iron (Sunda & Huntsman, 1997) and because
they have higher half‐saturation constants due to their larger mean size. Phytoplankton growth is also lim-
ited by light. Redfield ratios between carbon, nitrate, and phosphate are assumed identical for all plankton
classes (122:16:1, respectively; Takahashi et al. (1985)), while the internal concentrations of carbon, iron,
chlorophyll, and silicon (for diatoms only) are represented in phytoplankton biomasses. Their evolution fol-
lows a mixed Monod‐Quota approach as detailed in Aumont et al. (2015), except for phytoplankton chloro-
phyll concentration which follows the formulation of Geider et al. (1998). Two zooplankton groups
(microzooplankton and mesozooplankton) interact with the two phytoplankton groups, with each other,
and with the organic carbon pools (see below). Compared to phytoplankton, only the total carbon biomass
is modeled for these two zooplanktons. As a consequence, the ratios between carbon, nitrogen, phosphate,
and dioxygen are fixed in time and space and are set to the Redfields ratio as published by Takahashi et al.
(1985): 122/16/1 for carbon/nitrogen/phosphate and the oxygen‐to‐carbon ratio is set to 1.34 following
Körtzinger et al. (2001). The iron to carbon ratio is also constant and set to 10 μmol Fe/mol C. PISCESv2‐
gas resolves the evolution of semi‐labile dissolved organic matter (characterized by a lifetime between 1
month and a few years), small (1–100 μm) and large (100–5000 μm) sinking particles. The internal concen-
trations in carbon, nitrogen, and phosphate within these pools of organic carbon are derived from Redfield
ratios fixed in time and space whereas that of iron, silicon, and calcite pools are resolved explicitly.

In addition to these compartments, PISCESv2‐gas resolves the evolution of dissolved inorganic carbon, total
alkalinity (Alk), dissolved oxygen, DMS, and nitrous oxide across the water column.

The following suite of parameterizations is specific to the model set‐up as used in CNRM‐ESM2‐1.

Dissolved inorganic carbon and Alk are involved in the computation of the carbonate chemistry, which is
resolved by “model the ocean carbonate system” Version 2 (mocsy 2.0,Orr & Epitalon, 2015) in PISCESv2‐
gas. Mocsy 2.0 enables a better and faster resolution of the ocean carbonate chemistry at thermodynamic
equilibria. Besides, calcium carbonate is assumed to exist only in the form of calcite. The production of cal-
cite is prescribed according to a variable rain ratio which is a function of the mixed layer depth, temperature,
and light. The dissolution of calcite depends on the local saturation state.

Oxygen is prognostically simulated using two different oxygen‐to‐carbon ratios, one when ammonium is
converted to or mineralized from organic matter, the other when oxygen is consumed during nitrification.
Their values have been set respectively to 131/122 and 32/122.

The distribution of oxygen is used to define the regions where oxic or anoxic degradation processes take place.
It also influences the production of nitrous oxide (N2O) within the ocean column because PISCESv2‐gas uses
the oxygen‐dependent formulation of N2O production of Jin andGruber (2003). This formulation assumes an
oxygen‐dependent yield of N2O, which also encompasses the denitrification and nitrification; both processes
enhance the production of N2O at low oxygen concentrations. This formulation also assumes a constant
background yield presumed to represent the N2O production by nitrification and a consumption of N2O in
suboxic conditions. Originally implemented by Martinez‐Rey et al. (2015), this N2O scheme has benefited
from a recoding and an improved calibration. In PISCESv2‐gas, the coefficients assigned to background
and the oxygen‐dependent yields are set to 1.1 10−4 mol N2O mol O2

−1 and 30 10−4, respectively. They are
closer to those proposed by Jin and Gruber (2003). The consumption of N2O is set of 7.12 10−4 d−1, which
is twice greater than the values used in Martinez‐Rey et al. (2015), but within the range provided by
Bianchi et al. (2012).

PISCESv2‐gas simulates the distribution of DMS and dimethylsulfoniopropionate (DMSP) using a mechan-
istic scheme following Masotti et al. (2016). This scheme computes the particulate DMSP from the carbon
biomass of the two phytoplankton groups using group‐specific DMSP‐to‐carbon ratios. Once produced, par-
ticulate DMSP is instantaneously transformed into dissolved DMS by bacteria. The production of particulate
DMSP by phytoplankton increases with phosphorus and iron limitation. This production also increases with
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rising incoming solar radiation and rising ocean temperature following the formulation proposed by Vogt
et al. (2010). Compared to Masotti et al. (2016), PISCESv2‐gas includes a response of DMSP production to
ocean acidity inferred from Six et al. (2013), which mimics the mean reduction of DMS concentration to ris-
ing ocean acidity as inferred from laboratory mesocosm experiments. The DMS consumption by bacteria is
driven by light, nutrients (nitrogen, phosphorus, and iron) and DOC. In this version of PISCES, the photo-
chemical loss of DMS is controlled by the amount of photosynthetically available radiation and not by the
total irradiance as used in Masotti et al. (2016), which is consistent with observational studies such as
Bouillon (2004) or Derevianko et al. (2009).

At ocean surface, PISCESv2‐gas exchanges carbon, oxygen, DMS, and nitrous oxide (N2O) tracers with the
atmosphere using the revised air‐sea exchange bulk as published by Wanninkhof (2014). Nonetheless, the
exchange of carbon is fully resolved in a two‐way mode in the emission‐driven configuration of CNRM‐

ESM2‐1 only.

At the bottom of the ocean, the exchange between the sediments and the ocean is treated differently between
species. The burial of particulate organic carbon is determined using a formulation proposed by Dunne et al.
(2007). The meta‐model of Middelburg et al. (1996) is used to determine the fraction of degradation of the
remaining organic matter that is due to denitrification. This latter is then used to estimate the magnitude
of denitrification and oxic degradation fluxes at the sediment interface.

PISCESv2‐gas uses several boundary conditions which represent the supply of nutrients from five different
sources: atmospheric deposition, rivers, sediment mobilization, sea ice, and hydrothermal vents. PISCESv2‐
gas handles external nutrients inputs as PISCESv2. Yet, some exceptions are found for the treatment of the
external nutrients supply as used in CNRM‐ESM2‐1. Dust depositions as used in CNRM‐ESM2‐1 are derived
from a modern 1986–2005 climatology of dry and wet dust deposition as estimated from the aerosol scheme
used in CNRM‐ESM2‐1 (see section 2.3 for further details). Riverine inputs are interactive in CNRM‐ESM2‐1
because the litter and soil carbon leaching in SURFEXv8.0 (see section 2.4 for further details) is routed as
dissolved organic carbon in CTRIP and supplied to the oceans as organic carbon by rivers in PISCESv2‐
gas. Since only the routing of DOC is bounded in CNRM‐ESM2‐1, the supply of the other nutrients has been
parameterized using the global average ratios of nitrogen‐to‐DOC (0.72), phosphorus‐to‐DOC (0.59), and
silicon‐to‐DOC (0.15) from Mayorga et al. (2010) and the global average ratios of dissolved inorganic
carbon‐to‐DOC (1.48) and Alk‐to‐DOC (1.11) from Ludwig et al. (1996). Finally, PISCESv2‐gas as used in
CNRM‐ESM2‐1 does not include iron supply from sea ice melting and hydrothermal vents as described in
Aumont et al. (2015).

3. Model Setup for CMIP6 Experiments

Table 3 documents how external forcings are taken into account in CNRM‐ESM2‐1 and CNRM‐CM6‐1. The
only exception that is not included in Table 3 is the ocean chlorophyll which is neither a boundary condition
properly speaking nor an external forcing as recommended for CMIP6 (Eyring et al., 2016). Yet, we believe
that this field is relevant in the context of this study because it is used by both models in different manners
and it impacts the regional climate with a magnitude comparable to the radiative forcing of land cover
change (e.g., Lengaigne et al., 2009; Mignot et al., 2013).

The CMIP6 specification requires eachmodel to reach its equilibrium state before kicking off formal simula-
tions. To obtain the initial conditions for CNRM‐ESM2‐1 preindustrial steady state at year 1850, we first initi-
alize the various physical and biogeochemical components of the model as described below.

ARPEGE‐Climat_v6.3 and SURFEXv8.0 were initialized from modern present state, except vegetation and
soil carbon reservoirs which were set to zero. NEMOv3.6 and PISCESv2‐gas were initialized from modern
observed climatologies from the World Ocean Atlas 2013 observations for temperature (Locarnini et al.,
2013), salinity (Zweng et al., 2013), oxygen (Garcia et al., 2014a), nutrients (Garcia et al., 2014b), and the
Global Ocean Data Analysis Project Version 2 (GLODAPv2.0, Key et al., 2015; Lauvset et al., 2016; Olsen
et al., 2016) for dissolved inorganic carbon and Alk. GELATOv6 was initialized using an analytical state
of sea ice: the sea ice concentration was set to 100% and its surface temperature at −10 °C where sea surface
temperature is at freezing point. The sea ice thickness was set to 2 m in the Arctic and 1 m in the Antarctic.
The initial thickness of the snow layer upon sea ice was set to zero.
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From these initial conditions, CNRM‐ESM2‐1 was spun‐up as follows.

The land surfaces were spun‐up using a sequential approach where SURFEXv8.0 was first run offline during
1000 years using the atmospheric fields taken from a preindustrial atmosphere‐alone simulation with
ARPEGE‐Climat. For the atmospheric forcing, a sequence of 10 years is repeated continuously. The spin‐
up for land carbon reservoirs employs an acceleration scheme updating the wood growth, the litter, and soil
carbon modules several times per model time step with constant incoming carbon fluxes and physical con-
ditions, allowing the various reservoirs of carbon to fill up much faster. Consequently, soil carbon and wood
reservoirs were respectively spun‐up for 21800 and 1200 years.

The ocean biogeochemistry was also run using a sequential approach where the marine biogeochemical
model PISCESv2‐gas was run offline using the daily ocean and sea ice outputs of the last 20 years of the fully
coupled preindustrial simulation of CNRM‐CM6‐1 (Voldoire et al., 2019). About 1500 years of offline spin‐up
were used to equilibrate deep ocean biogeochemical state variables of PISCES consistently with the recom-
mendation of Séférian, Gehlen, et al. (2016).

With all physical and biogeochemical reservoirs at equilibrium, a fully coupled spin‐up was performed with
CNRM‐ESM2‐1 under preindustrial conditions (Table 3). This fully coupled spin‐up lasted for about 900
years during which global mean concentrations of nutrients and Alk were restored to global mean observed
concentrations. Finally, a 300‐yearlong spin‐up simulation has been achieved with CNRM‐ESM2‐1 in fully
coupled mode with the land‐ocean riverine carbon coupling.

4. Results and Discussions
4.1. Preindustrial Mean State and Model Equilibrium

In this section, we analyze the preindustrial steady state as simulated by CNRM‐ESM2‐1 in the CMIP6 pre-
industrial control (piControl) simulation.

Table 3
Overview of the External Forcings Involving Model Boundary Conditions (i.e., Atmospheric Concentrations or Emissions) as
Used by CNRM‐CM6‐1 and CNRM‐ESM2‐1

CNRM‐CM6‐1 CNRM‐ESM2‐1

External forcing CO2 Annual global mean
concentration

Calculated in emission‐driven
simulation (not investigated
in this study)

Well‐mixed
greenhouse gases

Annual global mean
concentration

Ozone Linear ozone scheme
with monthly coefficients
from an atmosphere‐only
CNRM‐ESM2‐1 simulation

Aerosols Derived from a monthly
aerosols optical depth
climatology varying each year

Land use Fixed in time to the 1990s
land cover distribution

Prescribed net land cover
change varying each year

Natural* Annual global mean for
solar forcing; zonal
monthly mean for
volcanoes and aerosols

Annual global mean for solar
forcing; zonal monthly
mean for volcanoes and aerosols

Note. This table lists the climate forcings required to be changed from the preindustrial control run in order to set up
and perform each CMIP6 experiment. The green shading denotes that forcing is taken into account and its evolution
is fully interactive (see section 2.1.2). The yellow shading indicates that the forcing is derived using a semi‐offline
approach, that is from a previous model simulation or an offline computation. The orange shading highlights the use
of prescribed boundary condition or forcing that varies each year if not specified otherwise. The red shading indicates
where a forcing is missing or kept the same as in the preindustrial control simulation. *Natural forcing includes varia-
tions of solar incoming radiation and volcanic aerosol injections.
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The calibration strategy applied for CNRM‐CM6‐1 is described in Voldoire et al. (2019). The main
objective was to prevent a drift of the global mean SST of the coupled system by targeting a net surface
energy balance on the ocean surface close to 0 W m2 after a spin‐up phase. As CNRM‐ESM2‐1 and
CNRM‐CM6‐1 share the same physical core, and given the close distribution of aerosol and ozone for-
cings, no additional tuning was carried out for CNRM‐ESM2‐1. It allows a better traceability between
the two versions.

Figure 2 shows an overview of key climate metrics tracking the level of equilibrium of CNRM‐ESM2‐1. The
global mean top of the atmosphere (TOA) net radiative balance and global mean net surface heat flux docu-
ment the global energy cycle as simulated by CNRM‐ESM2‐1 over the 500‐yearlong preindustrial simulation.
The global land water storage and the sea surface salinity are used to characterize the global hydrological
cycle over land masses and over the oceans. The Northern Hemisphere and Southern Hemisphere sea ice
volume (NIV, SIV, respectively) are global metrics for the cryosphere as resolved in CNRM‐ESM2‐1. The glo-
bal land and ocean carbon fluxes and stocks are used to track the level of equilibration of the global carbon
cycle. Finally, global mean temperature (GMT) and global average ocean surface temperature (OST) are pro-
vided as a qualitative metrics to assess the stability of preindustrial temperature as given by CNRM‐ESM2‐1
and to document potential drift of the model in terms of simulated GMT and OST.

All these metrics indicate that CNRM‐ESM2‐1 has reached a satisfying global equilibrium after the 1100‐
yearlong spin‐up, although Figure 2a shows a slight mismatch between TOA net radiative balance and
net surface heat flux. This difference is of about 0.68 W m−2 in average over the 500 years of the
piControl simulation. This mean mismatch has been substantially reduced compared to CNRM‐ESM 1
(about 2.7 W m−2; Séférian, Delire, et al. (2016)). The long‐term trend for both net radiative fluxes is 0.01
W m−2 century which is comparable to that of CNRM‐CM6‐1 (Voldoire et al., 2019) but four times smaller
than of CNRM‐ESM 1.

The hydrological cycle global scale metrics (Figure 2bc) indicate almost no drift for sea surface salinity, NIV,
and SIV, with drifts smaller than 10−5 units per century or 10−5 106 km2 per century. The only exception is
land water storage, with a drift of about 10−3 Yt per century, slightly greater than the other hydrological cycle
global scale metrics. It may be explained by the treatment of ice sheets in CNRM‐ESM2‐1 which would
require a longer spin‐up to reach equilibrium (~10 ky).

Land and ocean carbon fluxes have also reached a steady state after themodel spin‐up (Figure 2d). Long‐term
steady‐state carbonfluxes between the atmosphere and land and ocean are about−0.009 PgC y and 0.79 PgCy
averaged over the 500 years of the piControl simulation. The long‐term drift of both land and ocean carbon
fluxes is about −10−4 GtC y−1 per century which fits the recommendation of C4MIP (Jones et al., 2016).

Figure 2d shows that CNRM‐ESM2‐1 does not simulate a net carbon imbalance close to zero, although the
mean preindustrial ocean carbon outgassing is consistent with the published estimates of Resplandy et al.
(2018). This net carbon imbalance is explained by the fact that PISCESv2‐gas considers the riverine inputs
of inorganic and organic carbon whereas in ISBA‐CTRIP only represents the export of DOC. The export of
dissolved inorganic carbon, particulate organic and inorganic carbon, and calcium carbonate is assumed
based on observed ratios between these species and DOC at river mouths. We would like to stress that the
magnitude of this net carbon imbalance remains in the range of the known uncertainty on the current global
carbon budget depicted by the magnitude of the budget imbalance (±1.0 PgC y) as given in Le Quéré
et al. (2018).

Figure 2e gives another view of the equilibration of the global carbon cycle by showing the land and ocean
carbon stocks in CNRM‐ESM2‐1. This Figure shows that stocks of carbon over land and in the first 100 m of
the ocean have reached an equilibrium, whereas the total ocean stock of inorganic carbon still drifts over the
500 years of the piControl simulation with a rate of 0.47 PgC y, that is, 0.6% of the total ocean mass dissolved
inorganic carbon (Figure 2e).

Our analyses show that the drift in the total ocean stock of inorganic carbon is mainly controlled by the riv-
erine inputs of inorganic and organic carbon. Indeed, the amount of riverine carbon inputs (~1.68 PgC y)
simulated by CNRM‐ESM2‐1 is too large compared to the current best estimate of riverine carbon export
to the open ocean (~0.95 PgC y; Ciais et al., 2013). These latter are not balanced by the burial of inorganic
carbon in the ocean sediment (~0.43 PgC y), leading to an accumulation of dissolved inorganic carbon of
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about 0.47 PgC y (Figure 2e). A longer spin‐up simulation in boundless carbon cycle mode would have
reduced the magnitude of the drift but would have increased the total ocean stock of inorganic carbon.

Finally, GMT and OST have also reached a steady state (Figure 2f). GMT is about 14 °C in average over the
500 years of piControl. OST is slightly cooler with 13.5 °C on average over the same period. They exhibit a

Figure 2. Overview of the various climate indices that are used to track the equilibration of CNRM‐ESM2‐1 along the 500‐yearlong control simulation. (a) Net
radiative fluxes at the top of the atmosphere (in red, left y‐axis) and the net heat flux at surface (in blue, right y‐axis); (b) continental water storage (in red, left
y‐axis) and sea surface salinity (in blue, right y‐axis); (c) sea ice volume in the Northern Hemisphere (in red, left y‐axis) and in the Southern Hemisphere (in blue,
right y‐axis); (d) global carbon fluxes over land (in red, left y‐axis) and over ocean (in blue, right y‐axis); (e) global carbon stocks over land (in red, left y‐axis) and in
the ocean (in blue, right y‐axis); and (f) near‐surface global average temperature (in red, left y‐axis) and global averaged sea surface temperature (in blue, right
y‐axis). For carbon fluxes, negative (positive) fluxes indicate an uptake (outgassing) of CO2 by land or ocean. The land carbon stock considers the vegetation biomass
and the soil carbon content. The ocean carbon stocks represent the content of dissolved inorganic carbon in the first 100 m of the ocean (solid line) and the total
ocean content of dissolved inorganic carbon across the water column (dashed lines, units are given in the right in brackets).
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drift of−0.3 10−6 °C per century and−0.2 10−6 °C per century, respectively, which is consistent with those of
CNRM‐CM6‐1 (Voldoire et al., 2019).

With this general overview, Figure 2 confirms that energy, hydrological, and carbon cycles simulated by
CNRM‐ESM2‐1 have reached a steady state at the end of the spin‐up simulation and are stable over the pre-
industrial climate simulation.

4.2. Modern Climate Mean State

The performance of CNRM‐ESM2‐1 at reproducing modern observations is now evaluated using the results
of the CMIP6 historical simulations. We compare CNRM‐ESM2‐1 skill against that of CNRM‐CM6‐1 to
determine the level of similarity between both models. All calculations of the present section use an ensem-
ble mean of five realizations of the CMIP6 historical performed with CNRM‐ESM2‐1. They are compared to
ten realizations performed with CNRM‐CM6‐1. All the observational data sets are projected on the model
grid using a bilinear interpolation.
4.2.1. Atmosphere
We start the modern climate mean state evaluation with the comparison of simulated blended surface tem-
perature (Figure 3) and surface total precipitation (Figure 4) against observations.

Blended surface temperature consists in a combination of air surface temperature over land masses and sea
surface temperature over oceans and has been recognized as the most suitable geophysical field to assess

Figure 3. Departure in blended surface temperature as simulated by CNRM‐CM6‐1 (a, c) and CNRM‐ESM2‐1 (b, d) from observations averaged over 1981–
2010. Blended surface temperature combines surface‐air temperature over land and sea ice and sea surface temperature over ice‐free sea water. Observations
average several data sets: HadISST1 (Rayner, 2003) and ERSST v5 (Huang et al., 2017) over ice‐free sea water; BEST (Muller, Curry, et al., 2013; Muller,
Rohde, et al., 2013), CRU‐TS4‐00 (Harris et al., 2014), and GHCN‐CAMS (Fan & van den Dool, 2008) over land and sea ice.
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patterns of global warming over the recent years (e.g., Karl et al., 2015). Both CNRM‐ESM2‐1 and CNRM‐

CM6‐1 are able to capture the geographical structure of the blended surface temperature, with regional
absolute model‐data errors generally smaller than 6 °C (Figure 3). Table 4 highlights that the pattern of
model‐data error is very similar between both models because the pattern correlation between CNRM‐

ESM2‐1 and CNRM‐CM6‐1 model‐data errors is higher than 0.97 in boreal winter (DJFM) and boreal
summer (JJAS). Notwithstanding this level of similarity, both Figure 3 and Table 4 show that CNRM‐

ESM2‐1 is slightly warmer than CNRM‐CM6‐1. Cold biases are weaker in CNRM‐ESM2‐1 than in CNRM‐

CM6‐1. In contrast, the warm bias is greater in CNRM‐ESM2‐1 than CNRM‐CM6‐1. This occurs clearly
over the oceans in the boreal winter (DJFM in Figure 3), especially in the Southern Ocean, and over the
continents in boreal summer (JJAS Figure 3). Flato et al. (2013) explained that the warmer bias over
Southern Ocean represents a commonly shared epistemic error across previous generations of climate
models. Voldoire et al. (2019) show that this epistemic error has been reduced in CNRM‐CM6‐1 compared
to CNRM‐CM5 in the Southern Ocean, but it somehow increased again in CNRM‐ESM2‐1 (Figure 3).
This warm bias is driven by a smaller aerosols burden over the Southern Ocean and a weaker masking
effect of the aerosols in CNRM‐ESM2‐1 compared to CNRM‐CM6‐1 (see sections 4.2.3 and 4.3.3). Despite
these large regional biases, global average bias and root‐mean‐squared error (rmse) are generally smaller
for CNRM‐ESM2‐1 than for CNRM‐CM6‐1 (Table 4).

In addition to surface temperature, precipitation is an important geophysical field when tracking model per-
formance (Flato et al., 2013; Knutti et al., 2013). It is also an important driver of the Earth system by its influ-
ence on the land carbon cycle (Huntzinger et al., 2017; Keenan et al., 2016; Miralles et al., 2019). Figure 4

Figure 4. Departure in precipitation (PR) as simulated by CNRM‐CM6‐1 (a, c) and CNRM‐ESM2‐1 (b, d) from observations averaged over 1981–2010. Observations
average several data sets: GPCC (Schneider et al., 2014), GPCP‐1.2 (Adler et al., 2003), MSWEP (Beck et al., 2017), and TRMM‐L3‐4B43‐V7 (Huffman et al., 2007).
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shows that CNRM‐CM6‐1 and CNRM‐ESM2‐1 exhibit the same geographical distribution of model‐data
error with spatial correlation >0.98 in boreal winter and boreal summer. In particular, both models
strongly underestimate the precipitation over the continents in the tropics inducing model‐data errors in
simulated land carbon cycle (detailed in section 4.2.4). In these regions, it is interesting to note that the
interactive vegetation used in CNRM‐ESM2‐1 does not amplify model‐data error in simulated
precipitation with respect to CNRM‐CM6‐1, which uses a prescribed climatology of modern LAI (hence
nonresponsive to biases in precipitation).
4.2.2. Ocean
The annual maximummixed layer depth is an important ocean geophysical field to evaluate in Earth system
models because of its role in deep water masses formation, ocean ventilation and ocean heat, and carbon
uptake (Ito et al., 2010; Levy, Bopp, et al., 2013; Sallée et al., 2012). Figure 5 displays the annual maximum
mixed layer depth asmodeled by CNRM‐CM6‐1 and CNRM‐ESM2‐1 and observed fromArgomeasurements
(Holte et al., 2017). Overall, both models have a very similar behavior over the historical period. As noted in
Voldoire et al. (2019) for CNRM‐CM6‐1, the main observed deep convection areas are located in the
Labrador Sea and the Greenland‐Iceland‐Nordic Seas. They are reasonably well reproduced in both models,
although with a predominant deep convection in the latter region. In the Southern Hemisphere, an intense
and unobserved persistent polynia is modeled in the Indian sector of the Southern Ocean. This explains rmse
above 100 m in both models, mean biases being comparable and modest (Table 4). Both models display a
deep convection site in the Japan Sea, in agreement with past observations (Talley et al., 2003). Finally, inter-
mediate convection is modeled at subpolar fronts, with an equatorward bias though. Despite the use of an
interactive biophysical coupling in CNRM‐ESM2‐1 (see section 2.1), this high level of similarity between
the two models is not surprising. Indeed, the differences in heat trapping due to phytoplankton is expected
to be small over the modern period because of the high level of similarity between the prescribed chlorophyll
climatology used in CNRM‐CM6‐1 and the interactive chlorophyll concentrations simulated by CNRM‐

ESM2‐1 (see below for further details). In addition, the biological modulation of the solar heat penetration
only affects a shallow surface layer (typically above 50 m depth) and therefore impacts marginally deeper
mixed layers.

Table 5 shows modeled and estimated transports at key oceanic sections, namely, at Drake Passage which
quantifies the Antarctic Circumpolar Current (ACC) transport, the Florida‐Bahamas and Denmark Straits
which contribute to both the North Atlantic gyre and overturning circulations, and the Indonesian through-
flow which is the main heat exchange pathway from the Pacific to the Indian Ocean. Again, both models
have very similar behaviors, with differences below 10% at all sections. In light of recent estimates, the

Table 4
Skill Assessment Metrics (Bias and Root‐Mean‐Squared Error, mse) for CNRM‐CM6‐1 and CNRM‐ESM2‐1 as Derived From Model‐Data Comparison

CNRM‐CM6‐1 CNRM‐ESM2‐1 Correlation
between spatial
pattern of errorRealm Variable bias rmse bias rmse

Atmosphere Surface temperature DJFM [°C] −0.64 2.04 −0.09 1.97 0.98
Surface temperature JJAS [°C] −0.37 1.47 0.15 1.49 0.97
Precipitation DJFM [°C] 0.33 1.53 0.30 1.47 0.99
Precipitation JJAS [°C] 0.31 1.63 0.28 1.56 0.98

Ocean MLDmax [m] −11.45 135.83 −14.33 127.13 0.95
Aerosols and
chemistry

Total ozone column [DU] 1.70 12.00 −0.28 13.00 0.95
AOD [‐] −0.058 0.095 −0.065 0.101 0.95

Land surface
and vegetation

Bare soil Fraction [%] 2.89 14.42 0.21 17.40 0.77
Cropland
Fraction [%]

−1.95 13.11 −1.66 9.64 0.71

LAI min [m2/m2] 0.10 0.28 −0.22 0.39 0.14
LAI max [m2/m2] 0.85 0.60 1.04 0.64 0.30

Marine biology Chlorophyll min [mgChl m−3] −0.14 0.44 −0.12 0.45 0.99
Chlorophyll max[mgChl m−3] −0.06 1.25 0.26 1.27 0.89

Carbon cycle Combined land and ocean carbon fluxes [gC m−2 y−1] 25.15 43.34 −0.47 25.26 0.06

Note. Error pattern correlation is used as a traceability metrics to establish the degree of similarity between the geographical structure of model biases of CNRM‐

CM6‐1 and CNRM‐ESM2‐1.
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Drake Passage and therefore the Antarctic Circumpolar Current transport are largely underestimated by
both models, which put them in the lower range of the CMIP5 ensemble (mean value of 155 ± 51 Sv,
Meijers (2014)). Such a bias is likely related to underestimated meridional density gradients in the
Southern Ocean (Olbers et al., 2004). The Denmark Strait transport is overestimated, consistently with a
too large deep convection in the Greenland‐Iceland‐Nordic Seas (see Figure 5). The Florida‐Bahamas
Strait transport is larger by over 50% in models; however due to the low resolution, the Bahamas archipelago
is not resolved so that the modeled western boundary transport also includes the Antilles Current East of the

Figure 5. Annual maximummixed layer depth (MLDmax) for (a, d) observations, (b) CNRM‐CM6‐1, and (c) CNRM‐ESM2‐1. Observed estimates are reconstructed
from the 2004 to 2018 ARGO observations (Holte et al., 2017). Mixed layer depth is defined with the density threshold of 0.03 kg m‐3 with respect to 10 m. The
annual maximum of mixed layer depth is computed from monthly means. Model estimates are calculated from the ensemble mean historical over the 1981–2010
period; model outputs have been collocated in space and time with observations.

Table 5
Various Estimates of the Mass Transport Across Major Ocean Sections (Expressed in Sverdrup, 1 Sv = 106 m3 s−1)

Transect Observed estimates CNRM‐CM6‐1 CNRM‐ESM2‐1

Denmark Strait −3.4 ± 1.4 −4.4 ± 1.0 −4.8 ± 1.0
Drake Passage 173.3 ± 10.7 108.8 ± 5.0 101.1 ± 4.4
Florida‐Bahamas Strait 31.6 ± 2.1 50.4 ± 2.6 46.5 ± 3.0
Indonesian throughflow −15 ± 3 −13.0 ± 2.0 −12.5 ± 1.8

Note. Observed estimates are based on the most up‐to‐date measurements as detailed in Griffies et al. (2016), except for
the Drake Passage estimate which has recently been updated by Donohue et al. (2016).

10.1029/2019MS001791Journal of Advances in Modeling Earth Systems

SÉFÉRIAN ET AL. 4199



Bahamas. Adding the measured 4.7 ± 7.5 Sv Antilles Current transport (Meinen et al., 2019) gives a reason-
able modeled behavior, with a positive bias though. Lastly, the Indonesian throughflow transport is well
represented by both models.
4.2.3. Atmospheric Chemistry
Figure 6 shows that the observed total ozone column is well reproduced by CNRM‐CM6‐1 and CNRM‐

ESM2‐1 (see skill score metrics in Table 4). The total ozone column climatologies of CNRM‐CM6‐1
(Figure 6b) and CNRM‐ESM2‐1 (Figure 6c) compare well between each other. Both models represent cor-
rectly the observed latitudinal gradient. The observed contrast between the weak zonal variability of the col-
umns in the tropics and the large‐scale zonal variability elsewhere is also well modeled, with the correct
location of the relative maximum in the high northern latitudes or in the 30–60°S band. Globally, the total
ozone column simulated by CNRM‐CM6‐1 is slightly too high compared to NIWA‐BSv3.3 (see http://www.
bodekerscientific.com/data/total‐column‐ozone and Struthers et al. (2009)) with a global mean bias of about
1.70 DU, whereas CNRM‐ESM2‐1 exhibits a smaller negative bias of about−0.28 DU (Table 4). The geogra-
phical distribution of model‐data error for both CNRM‐CM6‐1 and CNRM‐ESM2‐1, with too high columns
in the tropical band and too low columns in the 30–60°N band, could be the signature of a weak Brewer
Dobson circulation, although this is not supported by the excess of ozone in the 30–60°S band in CNRM‐

ESM2‐1 and, to a lesser extent, in CNRM‐CM6‐1. A comprehensive analysis of the ozone in CNRM‐CM6‐
1 and CNRM‐ESM2‐1 will be carried out in a forthcoming work.
4.2.4. Tropospheric Aerosols
Regarding the aerosols, CNRM‐CM6‐1 and CNRM‐ESM2‐1 share the same spatial patterns in average AOD
at 550 nm (Figure 7, Table 4). Both models display high AOD in northern Africa due to mineral dust aero-
sols, in eastern Asia due to anthropogenic emissions, and over the Southern Ocean because of strong winds
generating primary sea‐salt particles. All these important aerosol loads are also present in satellite observa-
tions (MODIS data, Figure 7a).

For both CNRM‐CM6‐1 and CNRM‐ESM2‐1, the aerosol scheme has difficulties at reproducing the high
AOD observed values in northern latitudes, especially over the boreal forests. This suggests that
TACTIC_v2 underestimates the emissions of secondary organic aerosols. Besides, part of this model‐data
error over the western United States and Alaska is due to an overestimated wet scavenging in association
to the excessive precipitation rate over this domain (Figure 4).

Concerning smoke aerosols emitted over the tropical region (Amazonia, Indonesia, and Central Africa),
results confirm Petrenko et al.'s (2017) findings suggesting an underestimation of biomass burning emissions
in the current emission database.

Besides, our analyses suggest that biases in precipitation impact the partition between dry and wet deposi-
tion of aerosols in several regions. This is the case over the Saharan Air Layer where the positive bias in
JJAS precipitation in both models (Figure 4) enhances the wet deposition of dust through below‐clouds
scavenging. Similar conclusions were obtained over the Southeast Atlantic where the transport of significant
smoke aerosol concentrations occurs (Zuidema et al., 2016). It should also be reminded that the differences
observed in AOD could be due to uncertainties in the MODIS AOD retrievals (Gupta et al., 2018), parame-
terization of aerosol optical properties (especially changes with the relative humidity), altitude of injection as
well as the atmospheric dynamics, precipitation, affecting the transport and as well as the dry and wet
removal of aerosols.
4.2.5. Land Cover
Figure 8 highlights how far the land cover differs between the two models. Indeed, both models underesti-
mate the fraction of bare soil compared to the European Space Agency Climate Change Initiative Land
Cover (ESA‐CCI‐LC, Poulter et al., 2015)). The model‐data error is however stronger in CNRM‐ESM2‐1 in
most of the arid area and particularly in Arabia (Figure 8).

Differences in land cover representation between both models drive differences in land cover‐aerosol inter-
actions. Furthermore, land cover changes, considered in CNRM‐ESM2‐1 only, can lead to different aerosol
emissions in CNRM‐ESM2‐1 with respect to CNRM‐CM6‐1. For instance, as the fraction of bare soil is essen-
tial in the dust emission parameterization in TACTIC_v2, dust emissions have been reduced in CNRM‐

ESM2‐1 compared to CNRM‐CM6‐1 and result in a stronger underestimation of dust AOD in CNRM‐

ESM2‐1.
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Figure 6. Mean annual cycle of the total ozone column in Dobson units (DU) presented as a month‐latitude diagram in
averaged over 1979–2014 for (a) observations (Bodeker et al., 2005, NIWA‐BS Version 3.3 updated in 2018), (b) CNRM‐

CM6‐1, and (c) CNRM‐ESM2‐1. The global annual mean are given in brackets.
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Because the aerosols burden influences the surface energy budget, the differences in AOD between CNRM‐

ESM2‐1 and CNRM‐CM6‐1 explain most of the difference in surface temperature and climate over the
present‐day (Table 4). This effect reveals an example of the coupling between the land use and the aerosol
scheme that should be carefully handled in an Earth systemmodel. Yet, Table 4 suggests that the geographi-
cal distribution of bare soils in CNRM‐ESM2‐1 remains realistic with regard to the global averaged bias
and rmse.

Figures 8d–8f show that regional differences over the cropland fractions are much more pronounced in
CNRM‐CM6‐1 than in CNRM‐ESM2‐1 because CNRM‐ESM2‐1 considers the evolution of croplands as pro-
vided by LUHv2.0 h, whereas CNRM‐CM6‐1 does not. As a consequence, regional errors in cropland fraction
are stronger in CNRM‐CM6‐1 than in CNRM‐ESM2‐1.

Figure 7. Mean aerosol optical depth (AOD) at 550 nm over the 2003–2014 period for (a) MODIS AQUA combined pro-
duct (Levy, Bopp, et al., 2013), (b) CNRM‐CM6‐1 and (c) CNRM‐ESM2‐1.
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4.2.6. Land and Ocean Biosphere
Land vegetation and ocean chlorophyll are both important geophysical fields that are recognized as tracers
of biophysical coupling over land (e.g., Zeng et al., 2017) and oceans (e.g., Kahru et al., 1993; Sonntag &
Hense, 2011). The comparison of these fields between the two models provides a valuable information to
decipher differences in model climate response. To further this evaluation, we analyze simultaneously the
seasonal extrema of LAI over land and of surface chlorophyll concentration over oceans (Figure 9).

Prescribed LAI and chlorophyll extremums as used in CNRM‐CM6‐1 bettermatch observations than CNRM‐

ESM2‐1 (Figure 9). The global mean bias and rmse in CNRM‐CM6‐1 (Table 4) are slightly lower than those
associated with the interactive LAI and chlorophyll in CNRM‐ESM2‐1. This result is not surprising because
CNRM‐CM6‐1 uses observational‐derived LAI of the ECOCLIMAP data set and a modern reconstruction for
surface chlorophyll based on a former run with NEMO‐PISCES at 25 km forced by atmospheric reanalyses
(Voldoire et al., 2019). However, these two fields do not respond to the bias in precipitation or mixed layer
depth shown in Figure 4 and Figure 5, which tends to distort the physical consistency of the biophysical feed-
backs as simulated in CNRM‐CM6‐1. This consistency is only captured in CNRM‐ESM2‐1 which displays
errors in LAI and surface chlorophyll in agreement with physical drivers (Figures 9e and 9f).

Figure 8. Fraction of bare soil (left) and crops (right) in 2000 as (a, d) observed from satellite (ESA‐CCI Land cover data product, Poulter et al. (2015)) and the depar-
ture from observed values as simulated by (b, e) CNRM‐CM6‐1 and (c, f) CNRM‐ESM2‐1. Cropland areas included the fraction of C3 and C4 and rainfed and
irrigated croplands for both satellite and models. In CNRM‐ESM2‐1, the cropland area is directly prescribed from the LUHv2.0 h data set.
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Figures 9d and 9f shows that both CNRM‐CM6‐1 and CNRM‐ESM2‐1 display large model‐data errors for the
annual maximum of chlorophyll and LAI. For LAI, this is a common feature also found in the previous gen-
eration of models (Anav, Friedlingstein, et al., 2013). It is explained by a too long growing season and a poor
representation of mortality processes (Anav, Murray‐Tortarolo, et al., 2013). For surface chlorophyll, this
feature is not only explained by an erroneous representation of the phytoplankton growth in high‐nutrient
low‐chlorophyll regions (e.g., Southern Ocean) and the nutrient‐to‐light limitation but also by the difficulty
of remote‐sensing data to observe deep chlorophyll maximum.

Figure 9f sheds light upon important differences in coastal chlorophyll maximum between CNRM‐

ESM2‐1 and CNRM‐CM6‐1. This difference between the two models is attributed to the use of the inter-
active riverine inputs in CNRM‐ESM2‐1 and not in CNRM‐CM6‐1. Properly speaking, this CNRM‐

Figure 9. Composite of yearly minimum andmaximumof leaf area index (LAI) over land surface and surface chlorophyll over ocean (Chl) over 1998–2011 for (a, b)
observations (AVHRR LAI (Zhu et al., 2013) and ESA‐CCI chlorophyll (Valente et al., 2016)) and the departure from observed values as simulated by (c, d) CNRM‐

CM6‐1 and (e, f) CNRM‐ESM2‐1.
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ESM2‐1's feature does not reveal a bias in simulated chlorophyll but rather the difficulties of the open‐
ocean retrieval algorithm (as used in European Space Agency Climate Change Initiative Ocean Color,
ESA‐CCI‐OC, Valente et al. (2016)) to estimate coastal concentrations of surface chlorophyll. The optical
properties of these oceanic coastal domains are influenced by terrestrial substances (such as minerals
and humus) that do not vary with phytoplankton (Zheng & DiGiacomo, 2017). A specific evaluation
of the impact of the land‐ocean aquatic continuum coupling on coastal regions will be carried in a
forthcoming work.
4.2.7. Global Carbon Cycle
We conclude this section with the comparison of simulated carbon fluxes. This evaluation aims at assessing
natural carbon sinks (i.e., the net ecosystem productivity over land and the sea‐to‐air carbon fluxes over
ocean) for both observations and models.

Here the so‐called observations should be taken with caution because they consist in a combination of a
feed‐forward neural network data product (Landschützer et al., 2016) over ocean and in a multimodel
best estimate of land model reconstructions over land (Huntzinger et al., 2013). Both data sets have
been compared to the observations and show a good agreement in terms of mean state over the modern
period, supporting their use for evaluating the natural carbon sinks as simulated by CNRM‐ESM2‐1
and CNRM‐CM6‐1.

The simulated land carbon sinks differ substantially between the two models (Figure 10), with the spa-
tial correlation of model‐data errors of CNRM‐ESM2‐1 and CNRM‐CM6‐1 being below 0.1 (Table 4).
This is explained by different regional features. Figure 10b shows that CNRM‐CM6‐1 overestimates
severely the carbon uptake by the tropical vegetation. This response is unrealistic given the model def-
icit in precipitation over these regions and is due to the use of a prescribed LAI (Figure 9) nonrespon-
sive to climate variations. Figure 10c shows, on the contrary, that the regional errors in land carbon
sink in CNRM‐ESM2‐1 clearly mirror the geographical error of physical drivers such as the precipitation
in the tropics. Besides, CNRM‐CM6‐1 overestimates the land carbon sink, whereas CNRM‐ESM2‐1 does
the opposite.

The ocean carbon fluxes can be only assessed for CNRM‐ESM2‐1 because CNRM‐CM6‐1 does not resolve the
ocean carbon cycle. Figure 10c shows that CNRM‐ESM2‐1 captures the geographical distribution of
observed sea‐to‐air carbon fluxes. CNRM‐ESM2‐1 displays regional errors smaller than 10 gC m−2 y−1 with
respect to observational data product, except in the Southern Ocean where the negative bias in sea‐air fluxes
mirror the error in simulated mixed layer depth. The global mean error in simulated natural land and ocean
carbon sinks of CNRM‐ESM2‐1 (−0.47 gCm−2 y−1) is reasonable in regard to the global‐average estimates of
natural land and ocean carbon sinks (~20 gC m−2 y−1).

4.3. Response to External Forcings

In this section, we compare the response to external forcing as simulated by CNRM‐ESM2‐1 and CNRM‐

CM6‐1 using the CMIP6‐DECK abrupt‐4xCO2 and 1pctCO2 simulations as well as the C4MIP 1pctCO2‐
bgc and the AerChemMIP/RFMIP piClim‐control, piClim‐anthro, piClim‐ghg, piClim‐4xCO2, piClim‐lu,
and piClim‐aer simulations (see Table S1 for further details on these model experiments). In addition, when
possible, we compare both CNRM‐ESM2‐1 and CNRM‐CM6‐1 to the CMIP5 ensemble.
4.3.1. Equilibrium Climate Response to Rising CO2

The influence of Earth system processes in the global climate response to an instantaneous quadrupling of
atmospheric CO2 (relative to preindustrial conditions) is assessed as follows.

First, we use the traditional linear forcing‐feedback framework introduced by Gregory et al. (2004) to diag-
nose the forcing F, the feedback (λ), and the equilibrium climate sensitivity (ECS). In this approach, the
Earth's TOA radiative imbalance (N) is N = F + λ Ts where Ts is the global mean surface air temperature
change, F is the stratosphere‐troposphere adjusted radiative forcing, and λ (< 0) is the radiative feedback
parameter. F, λ, and the equilibrium climate sensitivity (ECS = ‐F/λ) are deduced from a least squares fit
of N onto Ts where the yearly sampled differences are computed between annual means of the instanta-
neous 4 × CO2 experiment (abrupt‐4xCO2) and the climatological mean from the piControl experiment.

Then, we use a radiative kernel approach following Vial et al. (2013) to decompose the climate sensitivity in
terms of feedback and tropospheric adjustments associated with water vapor, temperature lapse rate, surface
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albedo, and clouds. This approach can also be used to estimate λ. The tropospheric adjustments to CO2

forcing are computed using 30‐year mean differences between the instantaneous 4 × CO2 experiment
(piClim‐4xCO2) and the preindustrial control run (piClim‐control) with fixed preindustrial sea surface
temperature. In these simulations, a small global mean surface temperature change occurs (around 0.5 °
C), which is solely due to the land surface warming. The feedbacks are derived using the differences
between abrupt‐4xCO2 and piClim‐4xCO2, where the CO2 concentration is now held fixed, but the surface
temperature is allowed to change as the ocean warms. The reader can refer to Vial et al. (2013) for further
details on the approach and the exact decomposition.

Figure 10. Land and ocean carbon sink (Cflx) in average over 1982–2010 for (a) observations (combination of
the MsT‐MIP model average over land (Huntzinger et al., 2013) and the neural network data product over ocean
(Landschützer et al., 2016)) and the departure from observed values as simulated by (b) CNRM‐CM6‐1 and
(c) CNRM‐ESM2‐1. Shading is indicative of the model‐data absolute difference in magnitude of land and ocean
carbon fluxes. Red regions indicate areas in models where the magnitude of the carbon flux is greater than that
observed, whereas blue regions indicate the reverse. Light gray shading in the middle panel indicates missing
data. Hatching in the bottom panel indicates disagreement in sign of the carbon fluxes between model and
observations.
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As shown in Table 6, the two methods lead to quite different estimates for the three parameters (i.e.,
adjusted forcing, radiative feedback parameter, and ECS) because of the different working hypothesis:
for example, the ECS is estimated at N = 0 with the least squares fit, whereas it is calculated at N ≠
0 with the Kernels. Besides, our analysis suggests that the nonlinear climate response that occurs within
the first 10 years of the abrupt‐4xCO2 experiment in CNRM‐ESM2‐1 (Figure S2) impacts the estimates
of F, λ, and ECS calculated with least squares fit (Table 6). It is also worth noting that the adjusted for-
cing from the kernel approach is the same as the one diagnosed using the “fixed‐SST” method (Hansen
et al., 2005). In the CMIP5 ensemble, the fixed‐SST radiative forcing is known to exceed the regression‐
based one by 0.3–1.1 W m−2 depending on models (Andrews, Gregory, et al., 2012).

Despite these uncertainties due to the choice of the method, the differences between the two model versions
are consistent, especially when excluding the first 10 years in the regression method. Table 6 shows that
CNRM‐CM6‐1 exhibits a stronger forcing and a weaker (less negative) feedback parameter, which both lead
to a stronger ECS than in CNRM‐ESM2‐1, by ~10% (with the regression) to ~15% (with the kernels).

The analysis using the kernel decomposition suggests that the differences in climate sensitivity arise primar-
ily from the feedbacks (Figure 11a). Consistently with the findings of Geoffroy et al. (2012), we show that the
contribution from the tropospheric adjustments (Fadj) and the land surface warming to the GMT change is
small overall (Figure 11a). The direct CO2 forcing (FCO2) induces about one third of the global warming, but
it cannot explain the temperature change difference because FCO2 has been fixed to the value of Vial et al.
(2013) for all models.

Although the differences between both models remain small in comparison to the range of ECS as esti-
mated from the CMIP5 model ensemble (2.1–4.7 °C, Andrews, Gregory, et al., 2012), our analyses show
that represented Earth system processes reduce the climate sensitivity by up to 0.5 °C—an order of mag-
nitude comparable to the albedo or the clouds feedbacks estimated with the kernels. This global scale
analysis shows that the long‐term climate response to rising CO2 may differ between an ESM and an
AOGCM, contradicting the findings of Andrews, Ringer, et al. (2012) established with HadGEM2‐ES
and HadGEM2‐AO.

Figure 11 goes further in the analysis by separating the various contributions to the adjusted forcing
(Figure 11b) and feedback term (Figure 11c). All the adjustments estimated from CNRM‐CM6‐1 and
CNRM‐ESM2‐1 compare well with the range of CMIP5 models as studied in Vial et al. (2013). When map-
ping the feedbacks on the same array of contributors (Figure 11c), our analysis suggests that both models
exhibit fairly similar results, albeit with slightly stronger estimates in CNRM‐CM6‐1 than in CNRM‐

ESM2‐1, which overall explain the difference in climate sensitivity between the two models. The geographi-
cal distributions of these feedbacks are shown in Figures S3, S4, and S5 and highlight stronger intermodel
differences at the regional scale, especially over the oceans, in the North Atlantic, equatorial Pacific, and
the Southern Ocean.

The differences with the previous generation of models is, however, clearer: the feedback contributions to
the ECS in both CNRM‐CM6‐1 and CNRM‐ESM2‐1 are almost twice as large as in the CMIP5 ensemble

Table 6
Various Estimates of Adjusted Forcing, Climate Feedback Parameter, and Equilibrium Climate Sensitivity (ECS) as Simulated by CNRM‐CM6‐1 and CNRM‐ESM2‐1
Using the Linear Regression (Gregory et al., 2004; See Also Figure S2) or the Kernel (Vial et al., 2013) Approaches

CNRM‐CM6‐1 CNRM‐ESM2‐1

Method
Linear regression

Gregory et al. (2004)
Kernels Vial
et al. (2013)

Linear regression
Gregory et al. (2004)

Kernels Vial
et al. (2013)

Years 1–150 (full) 10–150 See text 1–150 (full) 10–150 See text

Adjusted Forcing (W m−2) 7.19 6.94 7.99 5.82 6.45 7.64
Net feedback parameter (W m−2 K−1) −0.73 −0.69 −0.92 −0.61 −0.71 −0.96
ECS (K) 4.95 5.06 4.60 4.84 4.55 3.93

Note. Values highlighted in bold correspond to the best linear fit with R2 > 0.95. These parameters are computed from the abrupt‐4xCO2 with respect to the cli-
matological mean of the first 150 years of the preindustrial control simulation.
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mean, leading to a substantially higher climate sensitivity (Figure 11a and 11c). This difference arises
primarily from the longwave cloud feedback and secondly from the combined water vapor and lapse rate
feedback (Figure 11c). The pronounced increase in the altitude of the tropical high clouds, in CNRM‐

Figure 11. Contributions to equilibrium climate sensitivity for CNRM‐CM6‐1 (red), CNRM‐ESM2‐1 (blue), and the CMIP5 multimodel mean (yellow) following
the decomposition of Vial et al. (2013) using the kernel approach. The different contributions are (a) the Planck response to the stratosphere‐adjusted forcing
(Fco2), the sum of Planck response to the tropospheric adjustments to CO2 forcing (Fadj), and land surface warming (LSW) and the sum of feedbacks (l); (b) the
tropospheric adjustments to CO2 forcing and land surface warming associated with changes in the lapse rate (LR), the water vapor (WV), the sum of water
vapor and lapse rate (WV + LR), the surface albedo (A), the clouds (SW, LW, and NET), and the residual (Re); (c) same decomposition as (b) but for the feedbacks.
All values for CMIP5 models are from Vial et al., 2013 (derived from parameters in Tables 2 and 3). The error bars correspond to the intermodel standard deviation
(1 sigma) for CMIP5 models.
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CM6‐1 and CNRM‐ESM2‐1, could potentially explain the stronger longwave cloud feedback with respect to
the CMIP5 ensemble, as this process dominates the (positive) longwave cloud feedback in general (Zelinka &
Hartmann, 2010). As for the combined water vapor and lapse feedback, it could depend to some extent on
changes in the upper‐tropospheric relative humidity (Vial et al., 2013).
4.3.2. Transient Climate Response to Rising CO2

Table 7 shows that the difference in transient climate response (TCR) is small between the twomodels (~4%).
These two estimates of TCR lie within the upper 5–95% range as assessed in Gillett et al. (2013) with CMIP5
models, that is, 0.9–2.3 °C. The realized warming fraction (RWF), that is, the TCR‐to‐ECS ratio, is higher in
CNRM‐ESM2‐1 than in CNRM‐CM6‐1, suggesting that more warming has being expressed in the former.
This behavior agrees with the findings of Pfister and Stocker (2018) based on the previous generation of
Earth system models, suggesting that high‐ECS models display relatively low RWF and hence a stronger
warming commitment.

We can estimate the transient climate response to cumulative emissions (TCRE) only for CNRM‐ESM2‐
1 because it simulates the evolution of the global carbon sinks in response to rising CO2 and climate
change (see Figure 12 and associated text below). When diagnosing the cumulative CO2 emissions as
in Jones et al. (2013) from the 1pctCO2 simulation, we find a TCRE of about 1.73 K EgC−1 at CO2 dou-
bling (Table 7), which lies well within the range of estimates as produced by the previous generation of
CMIP5 Earth system models, that is, 0.8–2.4 K EgC−1 (Gillett et al., 2013). Nonetheless, CNRM‐ESM2‐1
exhibits a TCRE that is ~28% higher than the observationally constrained best estimate (1.35 K EgC−1)
as published in Gillett et al. (2013).

Figure 12 provides another view of the climate response to rising CO2 by breaking down the response of the
vegetation carbon cycle and hydrological cycle.

Figures 12 shows first that the climate response to rising CO2—that is, α in the climate‐carbon feedbacks fra-
mework of Friedlingstein et al. (2006)—is greater in CNRM‐CM6‐1 (6.20 10−3 °C ppm−1) than in CNRM‐

ESM2‐1 (5.89 10−3 °C ppm−1), given that both models display a stronger sensitivity to rising CO2 than
CMIP5 models. This implies a difference of about 5% between the response of CNRM‐CM6‐1 and CNRM‐

ESM2‐1 which is consistent with the TCR estimates (Table 7).

We explain this difference by three factors:

1. The vegetation antitranspiration effect of rising CO2 under a constant climate
2. The response of vegetation biomass and ecophysiology to rising temperature and climate change
3. The other Earth system feedbacks such as the change in stratospheric ozone and aerosols radiative for-

cing in response to climate change

The first two factors contribute to the CO2‐water‐stomatal feedback which depicts a reduction in vegetation
transpiration due to rising CO2, amplifying the warming (Figure S6). Figure 12 shows indeed that this feed-
back inferred from the transpiration‐CO2 relationship is about 10% stronger in CNRM‐CM6‐1 than in
CNRM‐ESM2‐1. This difference between both models is explained by the fact that CNRM‐CM6‐1 displays
at the same time a stronger response in the carbon assimilation to rising CO2 (Assimilation‐CO2 in

Table 7
Transient Climate Response (TCR), Realized Warming Fraction (RWF), and Transient Climate Response to Cumulative
Emissions (TCRE) as Estimated for CNRM‐CM6‐1 and CNRM‐ESM2‐1 From the 1pctCO2 Simulation With Respect to
the Climatological Mean of the First 150 Years of the piControl Simulation

CNRM‐CM6‐1 CNRM‐ESM2‐1

TCR (K) 2.0 1.92
RWF (‐) 0.40 0.43
TCRE (K EgC−1) NA 1.73

Note. The TCR is estimated using the 21‐year averaged with the central year at CO2 doubling with respect to the long‐
term average of the piControl simulation. The realized warming fraction (RWF) corresponds to the TCR‐to‐ECS ratio
for both models computed from 10 to 150 years excluding the strong nonlinear behavior due to stratospheric ozone
(as shown in Table 6). Finally, the transient climate response to cumulative emissions (TCRE) has been estimated from
the 1pctCO2 simulation as in Gillett et al. (2013).
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Figure 12) and a weaker response of transpiration to rising temperature than those of CNRM‐ESM2‐1
(Transpiration‐Climate in Figure 12). We attribute these differences to the response of vegetation to rising
CO2 and climate change which both impact vegetation biomass and ecophysiology in CNRM‐ESM2‐1 but
not in CNRM‐CM6‐1 (carbon‐climate in Figure 12).

We isolate the influence of the antitranspiration effect of rising CO2 on α by computing the difference
between C4MIP 1pctCO2‐bgc simulations as produced by CNRM‐ESM2‐1 and CNRM‐CM6‐1. We find a dif-
ference of sensitivity of 0.18 10−3 °C ppm−1 in average over the last 10 years of the simulation, implying that
vegetation may drive about 60% of the difference in α between CNRM‐CM6‐1 and CNRM‐ESM2‐1.

The remaining 40% of difference in α are thus attributed to other represented Earth system processes and
feedbacks such as change in stratospheric ozone and aerosol radiative forcing in response to climate change.
We find that changes in sea‐salt aerosol emissions due to increasing surface winds and rising ocean tempera-
ture control the largest part of this signal (not shown).

We also assess the magnitude of the carbon cycle feedbacks in CNRM‐ESM2‐1 using the C4MIP
simulations in the framework of Friedlingstein et al. (2006). Figure 12 shows that CNRM‐ESM2‐1 pre-
dicts a carbon‐concentration feedback, β, which is stronger than the CMIP5 multimodel mean. This is
not surprising because the CMIP5 multimodel mean includes the outcomes of CESM1‐BGC and
NorESM2‐ME which simulated a strong weakening of the CO2 fertilization with a strong
nitrogen limitation.

Figure 12. Spider diagram representing the response of the carbon cycle to rising CO2 and global warming as estimated from CNRM‐CM6‐1 (red), CNRM‐ESM2‐1
(blue), and CMIP5 (orange). Climate‐CO2 (α), carbon‐CO2 (β), and carbon‐climate (γ) represent the carbon cycle‐climate feedback parameters as deduced from
Arora et al. (2013) using piControl and 1pctCO2 from CMIP6‐DECK (Eyring et al., 2016) and 1pctCO2‐bgc as requested by C4MIP (Jones et al., 2016). These
feedback parameters are not available for CNRM‐CM6‐1 because this model does not resolve global carbon cycle. Transpiration‐Climate, Transpiration‐CO2,
Transpiration‐Assimilation of Carbon, and Assimilation of Carbon‐CO2 represent feedback parameters to diagnosed difference in CO2‐stomata‐water feedbacks.
The decomposition of those feedbacks is provided in Figure S6. Parameter estimates for CMIP5 are deduced from the same ensemble of models that were assessed in
IPCC AR5 (Ciais et al., 2013).
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Our analyses show that the relatively strong βfor CNRM‐ESM2‐1 is driven by land carbon cycle (~1.365 PgC
ppm−1); the ocean β of CNRM‐ESM2‐1 (0.705 PgC ppm−1) is slightly lower than the IPCC AR5 best estimate
(0.92 ± 0.44 PgC ppm−1, Ciais et al., 2013). This behavior suggests that the implicit nitrogen limitation para-
meterization as used in ISBA weakly constrains the assimilation of CO2 by land vegetation. With that being
said, the order of magnitude of the land β of CNRM‐ESM2‐1 remains consistent with the range of response
constrained by observations in the Northern high latitudes (Wenzel et al., 2016).

Consistently with its response to rising CO2, the response of the carbon cycle simulated by CNRM‐ESM2‐1
predicts a climate‐carbon cycle feedback, γ, stronger than the CMIP5 multimodel mean. Here again, this
feature is controlled by the response of the land carbon cycle: land γ of CNRM‐ESM2‐1 is stronger
(−85.24 PgC °C−1) than the IPCC AR5 best estimate (−58.4 ± 28.5 PgC °C−1). In contrast, ocean γ of
CNRM‐ESM2‐1 (−8.96 PgC °C−1) is consistent with the IPCC AR5 assessed likely range (−7.8 ± 2.9
PgC °C−1, Ciais et al., 2013). This behavior is not surprising because there is a tight relationship between
β and γ over land (Huntzinger et al., 2017): the magnitude of γ increases with rising β.

The climate gain (g = − αγ/(1+β)) resulting from the carbon cycle feedbacks can be estimated using the fra-
mework Friedlingstein et al. (2006). In CNRM‐ESM2‐1, g=0.16, meaning that carbon cycle feedbacks would
amplify the warming by about 0.2 °C per °C of temperature change.

Because of the abovementioned climate feedbacks, the geographical distribution of warming induced by a
CO2 increase differs between models (Figure 13). CNRM‐ESM2‐1 is warmer than CNRM‐CM6‐1 over the
Arctic and in the tropics. CNRM‐CM6‐1, in contrast, warms more over the middle‐ and high‐latitude
Southern Hemisphere. The largest difference is found off Antarctica, where the warming of CNRM‐CM6‐
1 is twice as large as the global average, unlike in CNRM‐ESM2‐1. Finally, both models display a noticeable
difference over the North Atlantic “warming hole”where little to no warming occurs. It is more intense and
farther south in CNRM‐ESM2‐1 than in CNRM‐CM6‐1. Because of these differences, we can anticipate dif-
ferences in future projections and climate impacts.
4.3.3. Other Climate Forcings
In this section, we assess the potential contribution of each climate forcing to climate change in terms
of radiative forcing in both CNRM‐CM6‐1 and CNRM‐ESM2‐1. For that purpose, we use the concept of
effective radiative forcing (ERF) defined as the change in net downward radiative flux at the TOA after
the adjustments of atmospheric temperatures, water vapor, clouds, and land albedo, but with unchanged
global mean surface temperature and ocean and sea ice conditions. Thus, ERF has been calculated
using RFMIP and AerChemMIP simulations where all climate forcers are set to preindustrial values
(1850), except the one which is tested. The piClim‐control simulation with all forcers set to 1850 is used
as the reference. Results are presented in Figure 14, where values of CNRM‐CM6‐1 and CNRM‐ESM2‐1
are noted in W m2 for year 2014. The estimation from IPCC AR5 (Myhre et al., 2013a) are given for
year 2005 as a qualitative range for comparing CNRM‐ESM2‐1 and CNRM‐CM6‐1 results. Indeed, we
estimate that the difference in greenhouse gase concentrations between 2005 and 2014 could lead to
an increase of about 0.30 W m2. The impact is less important for aerosols and land use since both for-
cings have not varied significantly between 2005 and 2014.

First of all, all the ERF calculated in both models for the different climate forcers are in the likely range of
IPCC AR5. However, the comparison between both models is an essential asset to understand the role of
each climate forcer, since both models share all the other characteristics (atmospheric and ocean physics,
surface model, etc.).

In that sense, it should be highlighted that the breakdown of the anthropogenic forcing between land use,
aerosols, and greenhouse gases is different in both models although the total anthropogenic forcing is close
(1.59 Wm−2 in CNRM‐ESM2‐1 and 1.50 Wm−2 in CNRM‐CM6‐1). Indeed, as explained in the previous sec-
tion, the greenhouse gases exert a lower forcing in the ESM model (2.41 W m−2 in CNRM‐ESM2‐1 and 2.64
W m−2 in CNRM‐CM6‐1, Figure 14). Besides, aerosols, whose forcing is negative, have also a lower ERF in
absolute values in CNRM‐ESM 2‐1, both in their interactions with radiation (−0.21 vs −0.42 W m−2) and
clouds (−0.61 vs −0.79 W m−2). This difference in aerosol ERF could probably come from the use of the
interactive scheme in CNRM‐ESM2‐1 compared to CNRM‐CM6‐1 using monthly averaged AOD fields, thus
underlying the potential role of aerosol variability. Indeed, the use of monthly AOD fields in CNRM‐CM6‐1
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limits the range of values that aerosol loads can have, both for lower and higher values. This is also important
for the first indirect aerosol effect which is represented in the model, following the work of Menon et al.
(2002), in which the cloud droplet number concentration depends on the aerosol mass of sulfate, sea‐salt,
and organic matter. Finally, it is worth noting that CNRM‐ESM2‐1 also includes land use and land cover
changes, which exert a small negative forcing (−0.07 W m−2). This climate forcer is not represented
in CNRM‐CM6‐1.

4.4. Historical Climate Reconstruction and Future Climate Projections

In this last section, we analyze CMIP6 historical simulations and the future projections of ScenarioMIP as
performed by CNRM‐ESM2‐1 and CNRM‐CM6‐1. The reader can refer to Table S1 for further details about
the future scenarios studied in this section.
4.4.1. Reconstruction of the Historical Climate
Figure 15 provides an overview of the industrial‐era climate (1850–2014) as simulated by CNRM‐ESM2‐1
and CNRM‐CM6‐1 with respect to the most up‐to‐date observations (CMIP6 historical).

Figure 13. Geographical pattern of warming at 4xCO2 as simulated by (a) CNRM‐CM6‐1 and (b) CNRM‐ESM2‐1. (c) displays the difference in warming pattern
between CNRM‐ESM2‐1 and CNRM‐CM6‐1. The geographical pattern of warming is estimated using the temperature amplification factor = T/GMT ‐ 1 over
the last 50 years of the abrupt‐4xCO2 relative to the preindustrial control.
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Figure 15a presents the evolution of the global warming with respect to the 1850–1900 average. The simu-
lated global warming is computed by applying the observational mask of the HadCRUT4 data set on model
surface air temperature fields.

Figure 15a shows that bothmodels capture the industrial‐erawarming. Bothmodels comparewell in terms of
skill to the previous generation of Earth system models as evaluated in Anav, Friedlingstein, et al. (2013).
Over the modern period (2005–2014), the observed warming is 0.81 ± 0.05 °C (1 sigma, i.e., the standard
deviation estimated from the year‐to‐year variations over 2005–2014) as compared to the reference 1850–
1900 average. CNRM‐CM6‐1 ensemble mean compares well to the observed warming (0.86 ± 0.08 °C),
whereas CNRM‐ESM2‐1 underestimates it (0.70 ± 0.06 °C). Figure 15a also shows that the timing in histor-
ical warming is better represented in CNRM‐CM6‐1 than in CNRM‐ESM2‐1. In particular, CNRM‐ESM2‐1
fails at simulating the early warming onset in the 1940s. Given that both models exhibit a particularly strong
internal variability at the centennial timescale, part of this difference could be explained by the limited sam-
pling of the internal variability (five ensemble members are used for CNRM‐ESM 2‐1, whereas ten are used
for CNRM‐CM6‐1).

A similar agreement is found between observed and simulated 0–700 m ocean heat content with respect
to 1955–2006 average (Figure 15b). Both CNRM‐ESM2‐1 and CNRM‐CM6‐1 capture the fluctuations in
ocean heat content due to major volcanic eruptions of the twentieth century (i.e., Agung in 1963, El
Chichon in 1982, Pinatubo in 1991). The observed storage of heat in the first 700 m of the ocean
reaches 10.65 ± 1.41 ZJ on average over 2005–2014. Figure 15b shows that CNRM‐CM6‐1 and
CNRM‐ESM2‐1 are in good agreement with observations despite a slight overestimation of about 1 ZJ
in the ocean heat content relative to 1955–2006. It is interesting to note that the accumulation of heat
within the 700 m of the ocean between 2005 and 2014 relative to the 1855–1876 level as simulated by
CNRM‐ESM2‐1 is in good agreement with the long‐term estimates of Gleckler et al. (2016), whereas it is

Figure 14. Spider diagram representing the effective radiative forcing of the climate system as estimated from CNRM‐CM6‐1 (red) and CNRM‐ESM2‐1 (blue) in
2014. The effective radiative forcing as assessed in IPCC AR5 (orange) is provided for year 2005. It is displayed as an indicative range for comparing the results
of CNRM‐CM6‐1 and CNRM‐ESM2‐1. The arrows are indicative of the range of estimates as assessed by IPCC AR5 (Myhre et al., 2013a). The central point of the
spider diagram is representative of a missing external forcing.
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Figure 15. Time series of various climate indices as monitored from available observations (black solid line) and as simulated by CNRM‐CM6‐1 (red solid line) and
CNRM‐ESM2‐1 (blue solid line) since 1850 with global warming (a), 0–700 m ocean heat content (b), Atlantic meridional overturning circulation (c), September
arctic sea ice extent (d), global average aerosols optical depth at 550 nm (e), total ozone column (f), and global land and ocean carbon flux (g). Global metrics
for observations are estimated from the HadCRUT4 database (Morice et al., 2012) for the global warming, the WOA‐based ocean heat content (Levitus et al., 2012),
the RAPID‐MOCHA transport measurements at 26°N (Smeed et al., 2018), the NSIDC September sea ice extent (Fetterer et al., 2002), the MODIS AQUA aerosol
optical depth at 550 nm (Levy, Mattoo, et al., 2013), the NIWA‐BSv3.3 total ozone column patched data sets (Bodeker et al., 2005), and the combined land and
ocean carbon sink from the Global Carbon project (Le Quéré et al., 2018). For carbon fluxes, positive (negative) fluxes indicate an uptake (outgassing) of CO2 by
land or ocean. For CNRM‐ESM2‐1 (CNRM‐CM6‐1), the shading (hatching) indicates the 1 sigma range around the 5 (10) members ensemble mean. The simulated
global warming is computed by applying the observational mask of the HadCRUT4 data set on model surface air temperature fields. Whisker‐plots on the
right‐hand side are estimated from the model ensemble mean over 2005–2014 period.
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overestimated by CNRM‐CM6‐1. This difference might amplify the future warming in CNRM‐CM6‐1
compared to CNRM‐ESM2‐1.

Figures 15c and 15d provide a different view of the ocean response over the industrial era by analyzing the
response of the Atlantic Meridional Overturning Circulation (AMOC) at 26°N and the September sea ice
extent to climate change. Both geophysical variables are responsive to climate change but are less directly
tightened to changes in Earth's energy balance (because of external forcing) than global mean surface
temperature or ocean heat content. Figure 15c displays the AMOC at 26°N as observed from 2004 by the
RAPID section (McCarthy et al., 2015) and modeled in the historical period by CNRM‐CM6‐1 and
CNRM‐ESM2‐1 models. With an average magnitude over 2005–2014 of 16.5 ± 0.4 Sv for CNRM‐CM6‐1
and 15.6 ± 0.4 Sv for CNRM‐ESM 2‐1, the modeled AMOC is in good agreement with the average observed
value of 17.2 Sv. Both models show a large ensemble spread, consistently with the large low‐frequency
AMOC variability documented by Voldoire et al. (2019) for CNRM‐CM6‐1. Such a variability is a limitation
to document forced changes of AMOC transport and other related climate indices (e.g., the Atlantic
Multidecadal Variability). In particular, neither model shows any significant AMOC trend, although recent
observations suggest that the North Atlantic Ocean is in a state of reduced overturning (Smeed et al., 2018).
Note that the apparent ensemble mean low‐frequency AMOC variability of CNRM‐ESM2‐1 model is likely
due to a too small ensemble size, suggesting that ten members are necessary to document such internal
climate variability.

Figure 15d shows that the modeled September sea ice extents differ in terms of mean state and trends.
CNRM‐CM6‐1 displays the largest cover of September sea ice over the 1850–2014 period. Over the
recent decades, CNRM‐CM6‐1 displays a low sensitivity to climate change. Voldoire et al. (2019) attri-
bute this behavior to an overestimated snow cover preventing the sea ice from melting. This leads
CNRM‐CM6‐1 to overestimate the September sea ice coverage on average over 2005–2014 by about
1.5 ± 0.2 106 km2 with respect to the observations. The recent trend in September sea ice extent is bet-
ter captured by CNRM‐ESM2‐1 than CNRM‐CM6‐1 in spite of an underestimation of the September sea
ice extent before 2005. The difference in recent trends is partly explained by the use of ocean biophysi-
cal feedbacks (see section 2.1). The occurrence of phytoplankton blooms in summer close to the sea ice
border in CNRM‐ESM2‐1 tends to amplify the magnitude of the ocean warming. Such phenomenon
reinforces the melting of sea ice in autumn (Lengaigne et al., 2009). This response is stronger in
CNRM‐ESM2‐1 than in CNRM‐CM6‐1 because of the use of an interactive marine biogeochemistry
which responds to the retreat of sea ice over the recent decades. Nevertheless, our analysis suggests that
neither CNRM‐ESM2‐1 nor CNRM‐CM6‐1 are able to replicate at the same time the long‐term mean
and linear trend over 1979–2010 as used as observational constraints of September Arctic sea ice extent
in Massonnet et al. (2012).

Figures 15e, 15f, and 15g give an overview on the transient evolution of Earth system components.

Consistently with Figure 7, Figure 15e shows that the global average AOD at 550 nm differ substantial
betweenmodels and observations. This Figure shows that CNRM‐CM6‐1 and CNRM‐ESM2‐1 display a com-
parable increase in AOD from 1850 to 2014. However, it is difficult to discuss how far the simulated trends in
AOD compare to observations given the length of the observational records (2003–2014).

Figure 15f presents the evolution of the global average total ozone column from 1850 to 2014. This geophy-
sical field is involved in the radiative balance of the climate system as simulated in CNRM‐ESM2‐1 and
CNRM‐CM6‐1. Figure 15f shows that the simulated total ozone column of bothmodels compares reasonably
well with observations given the range of model uncertainty assessed in Eyring et al. (2013). Over the 2005–
2014 period, CNRM‐ESM2‐1 displays a slightly better agreement with the observed total ozone column
(283.89 ± 1.95 DU with respect to 281.23 ± 2.17 DU) than CNRM‐CM6‐1 (285.22 ± 1.25 DU). Figure 15f
shows that both models capture the ozone depletion trends from 1970 to 2000 consistently with the
NIWA‐BSv3.3 data. They also replicate the stoppage of the ozone depletion trends from 2000 onward that
results from the Montréal Protocol in 1987 and the ban of anthropogenic chlorofluorocarbon emissions
in 1989.

Figure 15g presents the transient response of the global carbon sink to rising CO2, changing climate, and
land cover change. Compared to aerosols and atmospheric chemistry, the carbon cycle as simulated by
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CNRM‐ESM2‐1 run in a concentration‐driven mode does not impact the radiative balance of the Earth sys-
tem, except by the biophysical feedbacks (discussed above). So, the present evaluation aims at looking at the
global carbon sink as a diagnostic to track change in allowable CO2 emissions (Jones et al., 2013) or to antici-
pate potential model biases in forthcoming emission model simulations (Friedlingstein et al., 2014). We
focus here only on the global carbon sink as simulated by CNRM‐ESM2‐1 because CNRM‐CM6‐1 does
not simulate the ocean carbon sink nor land cover change and associated CO2 emissions. Figure 15g shows
that CNRM‐ESM2‐1 captures the long‐term reinforcement of the global carbon sink as shown by the Global
Carbon Project (GCP) reconstruction between 1959 and 2014 (Le Quéré et al., 2018). Although this recon-
struction is not a pure observational data product, it represents the best estimates of the global carbon sink
over the industrial since 1959. It has been elaborated with various lines of evidence including pure observa-
tions, atmospheric inversion, data‐driven models, and model reconstructions forced by atmospheric reana-
lyses (Le Quéré et al., 2018).

Over the modern period (2005–2014), CNRM‐ESM2‐1 simulates reasonably well the magnitude of the global
carbon sink with a sink of carbon of about 3.34 ± 0.14 Pg C y−1 that is slightly weaker than the GCP recon-
struction (4.03 ± 0.15 Pg C y−1). The model also captures the long‐term reinforcement of the land and ocean
carbon sinks associated with rising atmospheric CO2 (Ciais et al., 2019; DeVries et al., 2019). However, it is
important to stress that CNRM‐ESM2‐1 strongly underestimates the magnitude of the interannual variabil-
ity compared to the GCP reconstruction, that is, 0.19 Pg C y‐1 versus 0.84 Pg C y−1. This model deficiency
may be explained by erroneous pattern of precipitation in the tropics that damps the year‐to‐year variability
of the land carbon sink in this region. This suggests that the global carbon cycle simulated by CNRM‐ESM2‐1
still suffers from deficiencies as already highlighted by Ciais et al. (2013) in the previous generation of Earth
system models.
4.4.2. Future Climate Projections
Given the evaluation of the industrial era's tendency of key climate fields, we now focus on future projections
as conducted in ScenarioMIP (O'Neill et al., 2016). It is important to stress that CNRM‐ESM2‐1 contributes
to the entire scenario matrix, whereas CNRM‐CM6‐1 has performed the tier‐1 projections only. Figure 16
shows the future projections from 2015 to 2100 of both models in terms of global mean surface temperature,
ocean heat content, and global carbon sink are compared to the well‐established climate emulator
MAGICC6 (Meinshausen et al., 2011). MAGICC6 is able to emulate the full range of CMIP5 results by
exploring range of ECS as assessed by AR5, that is, a likely range (66%) of 1.5–4.5 °C and a very likely range
(90%) of 1–6 °C). The idea here is to compare the future projections as simulated by CNRM‐ESM2‐1 or
CNRM‐CM6‐1 to the median outcomes of MAGICC6 emulating the median climate response of CMIP5
models for these CMIP6 scenarios.

Figure 16a highlights different features in terms of future warming between CNRM‐ESM 2‐1, CNRM‐CM6‐1,
and MAGICC6. It shows in particular that, for a given scenario, CNRM‐CM6‐1 warms more than
CNRM‐ESM2‐1. The difference is about 0.7 °C on average over 2081–2100 for ssp585, but it is smaller
(i.e., between 0.15 and 0.25 °C) for the other scenarios.

Our analyses confirm that the difference in future warming between CNRM‐ESM2‐1 and CNRM‐CM6‐1 are
rather driven by their response to CO2 than by their response to aerosols. Indeed, the differences in AOD
(Figure S8a) have only a small effect on the predicted warming (Figures S7 and S8). Using the absolute global
temperature potential for non‐CO2 (Myhre et al., 2013b, SM 11.2), we estimate that the contribution of the
direct aerosol forcing (aerosol‐radiation interaction only, Figure S8) leads to a difference in predicted warm-
ing of about ~0.01 °C in average over 2081–2100. This implies that the direct contribution of aerosols to glo-
bal warming explains up to 7.5% of the intermodel difference in global warming. These estimates represent
nonetheless the lower range of the temperature changes due to aerosols because our calculations only con-
sider the direct effect of aerosols. The inclusion of the aerosols indirect effect, that is, the interaction with
clouds, might strengthen the relative contribution of aerosols to global warming, without however encom-
passing for the difference in future warming between both models.

Figure 16a shows that the median warming simulated by MAGICC6 stays always below the warming pro-
jected by CNRM‐ESM2‐1 (and hence CNRM‐CM6‐1), except for ssp585 where there is a rather good agree-
ment in average over 2081–2100: 5.02 ± 0.45 °C for CNRM‐ESM2‐1 and 5.14 ± 0.45 °C for MAGICC6. We
attribute this difference to the radiative forcing of non‐CO2 greenhouse gases and aerosols that is stronger
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Figure 16. Future climate projections from 2014 to 2100 as simulated by CNRM‐CM6‐1 (thin solid lines), CNRM‐ESM2‐1 (thick solid lines), and the median of 600
simulations performed by MAGICC6 in probabilistic mode (dashed lines). (a) shows the global warming, (b) shows the 0–700 m ocean heat content, and (c) shows
the global combined land and ocean carbon flux. For carbon fluxes, positive (negative) fluxes indicate an uptake (outgassing) of CO2 by land or ocean. For
CNRM‐ESM2‐1 (CNRM‐CM6‐1), the shading (hatching) indicates the 1 sigma range around the 5 (6) members ensemble mean.Wisker‐plots on the right‐hand side
are estimated from the model ensemble mean over 2081–2100 period for each scenario. Hatched whisker boxes are used for CNRM‐CM6‐1; filled whisker boxes
are used for CNRM‐ESM2‐1; gray‐filled whisker boxes are used for the median outcome from MAGICC6. The acronym “sspXYY” indicates the shared
socioeconomic pathways (ssp) based on a development pathway X (i.e., 1, 2, 3, 4, or 5) reaching a net radiative Y. Y by 2100. Here, the ssps are ordered by increasing
radiative forcing, with ssp119 reaching 1.9 W m‐2 by 2100 at the left and ssp585 reaching 8.5 W m‐2 by 2100 at the right. ssps can be also classified by development
pathway where ssp1, ssp3, ssp4, and ssp5 assume respectively “sustainability,” “regional rivalry,” “inequality,” and “fossil‐fuel intensive development.” ssp 2 is
assumed as a “middle of the road” pathway.
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in CNRM‐ESM2‐1 than in MAGICC6 leading to more warming. This statement is supported by the fact that
the difference between CNRM‐ESM2‐1 and MAGICC6 is smaller in ssp585 due to the predominance of CO2

forcing with respect to the other climate forcers.

Interestingly, the largest differences are found for the overshoot scenarios (ssp119, ssp126, and ssp534‐over)
where MAGICC6 displays a temperature overshoot relative to 2100 of ~0.22 °C in ssp119, ~0.07 °C in ssp126
and ~0.37 °C in ssp534‐over. CNRM‐ESM2‐1 simulates in comparison amuch weaker temperature overshoot
relative to 2100 that is ~0.01 °C for ssp119, 0 °C for ssp126, and 0.15 °C for ssp534‐over, which might be
explained by the strong differences in ocean heat uptake as shown in Figure 16b.

Figure 16b shows the evolution of the ocean heat content in the first 700 m of the ocean relative to 1955–
2005. This Figure shows that models broadly predict similar changes in ocean heat content by 2100, except
for ssp585 and all of the overshoot scenarios.

For the ssp585, the median outcomes from MAGICC6 in terms of ocean heat content better agree with
CNRM‐CM6‐1 than CNRM‐ESM2‐1. This feature might be explained by the difference in background (pre-
industrial) ocean heat content which is larger in CNRM‐ESM2‐1 by about 26.7 ZJ in 1850 with respect to
CNRM‐CM6‐1. This background heat storage suggests a greater tendency of CNRM‐ESM 2‐1's ocean for stra-
tification that counteracts the heat uptake over time.

For the overshoot scenarios, MAGICC6 simulates either a “plateau” or an overshoot in ocean heat content,
whereas both CNRM‐CM6‐1 and CNRM‐ESM2‐1 predict a continuous accumulation of heat in the first 700
m of the ocean.

This suggests that for these scenarios, the response of the ocean to radiative forcing as simulated by either
CNRM‐ESM2‐1 or CNRM‐CM6‐1 has a greater inertia than that emulated by MAGICC6.

It is hard to evaluate the realism of these features given the lack of observational records over paleoclimate
period such as the Eocene‐Oligocene climate transition (Lear et al., 2008; Pagani et al., 2005; Pearson et al.,
2009) where the radiative forcing (such as atmospheric CO2) decreases.

Figure 16c compares the global carbon sinks from CNRM‐ESM2‐1 and MAGICC6. This shows that for all
scenarios except ssp434 and ssp534‐over, the global carbon sinks as simulated by CNRM‐ESM2‐1 is slightly
lower than the median outcomes of MAGICC6. The mean difference over 2081 and 2100 ranges between
0.6 Pg C y−1 and 0.9 Pg C y−1. For ssp434 and ssp534‐over, the median outcomes of MAGICC6 are signifi-
cantly lower than that simulated by CNRM‐ESM2‐1 with absolute differences >1.5 Pg C y−1 in average
over 2081–2100.

Most of these differences are attributable to the sensitivity of the carbon cycle to rising CO2 and climate
change as captured in the two models. MAGICC6 has been calibrated on the first generation of Earth
system models that displayed a greater sensitivity to rising CO2 and climate change (Friedlingstein
et al., 2006). Although quite high, the response of the carbon module of CNRM‐ESM2‐1 to rising
CO2 and temperature remains lower than that of MAGICC6. The other difference arises from the future
warming (Figure 16a) as discussed above, which influences both land and ocean carbon fluxes, enhan-
cing the difference between MAGICC6 and CNRM‐ESM2‐1. In particular, differences in climate
responses to non‐CO2 climate forcers can explain the difference in carbon sinks between ssp126 and
ssp434 because these two scenarios display similar features in atmospheric CO2 from 2014 to 2100 (tem-
poral correlation >0.99).

Figure 17 compares the very likely (90%) and the likely (66%) range of warming in 2100 of CMIP5 models as
emulated by MAGICC with respect to individual projections of CNRM‐ESM2‐1 and CNRM‐CM6‐1. Despite
of the their high ECS, both CNRM‐ESM2‐1 and CNRM‐CM6‐1 simulate a warming in 2100 that remains
within the 16th–84th percentiles of warming as inferred by the previous generation of climate models for
high emission scenarios (itself emulated by MAGICC6). For median emission scenarios, the warming pro-
jected by CNRM‐ESM2‐1 and CNRM‐CM6‐1 in 2100 is stronger than the 16th–84th percentiles. However,
this latter remains within the 90% range, that is, the 5th–95th percentiles of MAGICC6 outcomes.
Contrasting with high‐ and medium‐emission scenarios, CNRM‐ESM2‐1 and CNRM‐CM6‐1 simulate a
warming in 2100 that falls outside the 90% range of MAGICC6 outcomes suggesting that deeper emission
cuts are required to halt global warming below 2 °C (ssp126) or 1.5 °C (ssp119).
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5. Summary and Conclusions

The first objective of this work was to describe CNRM‐ESM 2‐1—the Earth system model of second genera-
tion developed by CNRM‐CERFACS as contribution for CMIP6. In this paper, we have described the model
components and have specifically detailed the interactive Earth system components of CNRM‐ESM2‐1
which make this model more complex and realistic in terms of processes than its physical counterpart—
the state‐of‐the‐art AOGCM of sixth generation, CNRM‐CM6‐1 (Voldoire et al., 2019). The Earth system
components are the interactive tropospheric aerosols, atmospheric chemistry, as well as the land and ocean
carbon cycles. The first two (i.e., aerosols and chemistry) represent a major increase in the model complexity
with regard to the previous generation of model (CNRM‐ESM 1, Séférian, Delire, et al., 2016). The land and
carbon cycles were already implemented in this former model version, but here these components have been
revised and improved and show a better agreement with the observations. CNRM‐ESM2‐1 provides a first
attempt within an ESM to bound the global carbon cycle by resolving the exchange of carbon not only
between the atmosphere, land, and ocean but also between land and ocean through the aquatic continuum
simulated by ISBA‐CTRIP.

The second objective was to use both CNRM‐ESM2‐1 and CNRM‐CM6‐1 as a fully traceable framework to
investigate how far model complexity influences the model performance over the modern period, the model
response to external forcing, and the future climate projections. Indeed, these twomodels offer an unrivalled
framework to address this question because they share the same code, the same grid resolution, and the
same tuning.

In our modeling framework, we first show that the model complexity barely affects model performance over
the modern period (considered to be the last 30 years before 2014). Both CNRM‐CM6‐1 and CNRM‐ESM2‐1
display comparable performance when compared against modern observations. Major differences are
explained by land cover‐aerosol interactions where differences in soil vegetation distributions impact dust
aerosols' loads leading, in turn, to differences in surface radiation and climate.

Figure 17. Global warming in 2100 as projected by CNRM‐ESM2‐1 and CNRM‐CM6‐1 for the eight scenarios of
ScenarioMIP. White and gray boxes indicate the 90% (very likely) and the 66% (likely) range as emulated from
MAGICC6 based on the CMIP5model ensemble. These two ranges represent respectively the 5th–95th percentiles and the
13th–84th percentiles of the 600 global mean temperature outcomes as produced by MAGICC6 in probabilistic mode.
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Stronger differences are found when comparing the response of the two models to external forcing and
future climate projections. We estimate that the inclusion of Earth system feedbacks reduces the ECS by
~0.5 °C for an abrupt quadrupling of atmospheric CO2 from preindustrial level. This finding is robust
either under idealistic transient scenarios (with only rising CO2 concentration with time) or under rea-
listic future concentrations scenarios. In either case, our analyses show that the inclusion of Earth sys-
tem components revise downward future warming as projected by the AOGCM CNRM‐CM6‐1.
Differences in the representation of land vegetation, in particular the CO2‐water‐stomatal feedbacks,
explains about 60% of the difference in TCR to rising CO2. The remaining difference of ~40% is attrib-
uted to other Earth system feedbacks, especially the climate natural aerosol (i.e., dust and sea‐salt) inter-
actions that respond to climate variations in CNRM‐ESM2‐1 but not in CNRM‐CM6‐1. Nevertheless, our
analyses are based on concentration‐driven scenarios, which imply that climate‐carbon cycle feedbacks
are switched off. When switched on, our calculations suggest that climate‐carbon cycle feedbacks could
amplify global warming by ~16%.

Finally, the current study documents the main characteristics and behavior of CNRM models over
the CMIP6 Diagnostic, Evaluation and Characterization of Klima (DECK), CMIP6 historical, and the
ScenarioMIP future projections. Given the conclusions, this work highlights an original contribution
of CNRM‐CERFACS to CMIP6 and to a number of endorsed MIPs in support of IPCC assessment.

We take the opportunity to stress here that a specific effort has been made to contribute to the entire matrix
of ScenarioMIP Shared Socioeconomic Pathways with CNRM‐ESM2‐1 future climate projections.

Ongoing developments led at CNRM‐CERFACS on Earth system components aim to improve model‐data
comparison. They concern, for example, a better representation of the land cover‐aerosol interactions but
also the coupling between the air‐sea exchange of trace gases and particles emitted by the ocean
(e.g., DMS or organic matter) with the aerosol scheme. Future developments of CNRM‐ESM will aim at bet-
ter representing climate‐relevant processes. For example, the inclusion of a permafrost carbon module
(Morel et al., 2019) is expected to improve the representation of the soil carbon and associated CO2 and
CH4 emissions in high latitude biomes. The representation of anthropogenic disturbances such as harvesting
or irrigation is expected to be included in a future version of CNRM‐ESM, improving the representation of
climate‐relevant human‐Earth interactions. Improvements are also expected for the ocean component of
CNRM‐ESM where the use of a higher resolution will enable a better representation of physical‐biological
couplings (Berthet et al., 2019).

Data Availability Statement

All of the CNRM‐ESM2‐1 and CNRM‐CM6‐1 model outputs are available for download on ESGF under
CMIP6 projects. The SURFEX‐CTRIP code is available (Open‐SURFEX) using a CECILL‐C Licence
(http://www.cecill.info/licences/Licence_CeCILL‐C_V1‐en.txt) at the SURFEX website (http://www.umr‐
cnrm.fr/surfex). NEMO‐GELATO‐PISCESv2‐gas is also available at https://opensource.umr‐cnrm.fr/; the
access to the Git repository is granted upon request to the corresponding author. OASIS3‐MCT can be
downloaded at this website (https://verc.enes.org/oasis/download). XIOS can be downloaded at the XIOS
website (https://forge.ipsl.jussieu.fr/ioserver). For the ARPEGE‐Climat_v6.3 code and exact version applied
to each component, please contact the authors. Finally, a number of analyzing tools developed at CNRM, or
in collaboration with CNRM scientists, is available on as Open Source code (see https://opensource.cnrm‐

game‐meteo.fr/).
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