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On the initial boundary value problem for the Einstein vacuum

equations in the maximal gauge

Grigorios Fournodavlos,∗ Jacques Smulevici†

Abstract

We consider the initial boundary value problem for the Einstein vacuum equations in the maximal
gauge, or more generally, in a gauge where the mean curvature of a timelike foliation is fixed near the
boundary. We prove the existence of solutions such that the normal to the boundary is tangent to the time
slices, the lapse of the induced time coordinate on the boundary is fixed and the main geometric boundary
conditions are given by the 1-parameter family of Riemannian conformal metrics on each two-dimensional
section. As in the local existence theory of Christodoulou-Klainerman for the Einstein vacuum equations
in the maximal gauge, we use as a reduced system the wave equations satisfied by the components of
the second fundamental form of the the time foliation. The main difficulty lies in completing the above
set of boundary conditions such that the reduced system is well-posed, but still allows for the recovery
of the Einstein equations. We solve this problem by imposing the momentum constraint equations on
the boundary, suitably modified by quantities vanishing in the maximal gauge setting. To derive energy
estimates for the reduced system at time t, we show that all the terms in the flux integrals on the
boundary can be either directly controlled by the boundary conditions or they lead to an integral on the
two-dimensional section at time t of the boundary. Exploiting again the maximal gauge condition on the
boundary, this contribution to the flux integrals can then be absorbed by a careful trace inequality in the
interior energy.

1 Introduction

One of the most fundamental properties of the Einstein equations, if not the most, is their hyperbolic
nature. This naturally leads to the initial value problem in General Relativity, solved in the work of
Choquet-Bruhat [3]: In the vacuum case, given any Riemannian manifold (Σ, h) and covariant symmetric
2-tensor k, satisfying the constraint equations

R− |k|2 + (trk)2 = 0 (1.1)

d trk − divk = 0, (1.2)

where R is the scalar curvature of h, trk is the trace of k with respect to h, d trk its differential and
divk its divergence, there exists a maximal1 globally hyperbolic development (M,g) of (Σ, h, k), which
is unique modulo diffeomorphisms. As a development of the data, it is a solution to the vacuum Einstein
equations (EVE):

Ric(g) = 0, (1.3)

such that (Σ, h, k) can be embedded in M with (h, k) being the first and second fundamental forms of
the embedding. Due to the geometric nature of the equations, to prove local well-posedness, one typically
makes various gauge choices to derive a reduced system of partial differential equations. This reduced
system needs to be both hyperbolic in some sense and allow for the recovery of the full Einstein equations.

In this paper, we will consider the initial boundary value problem, that is to say we are interested
in constructing a 3 + 1 Lorentzian manifold (M,g) such that ∂M = Σ ∪ T , where Σ is a spacelike
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hypersurface of M with boundary S, T is a timelike hypersurface of M with compact boundary S and
Σ ∩ T = S. Σ can be thought of as the initial hypersurface and thus, we should consider the first and
second fundamental forms of Σ as given, while on T , boundary data or boundary conditions will need
to be imposed so as to make the problem well-posed. On S, one typically needs compatibility conditions
between the initial data and the boundary data.

On top of its intrinsic mathematical appeal, the initial boundary value problem is motivated by

• the study of asymptotitcally Anti-de-Sitter spacetimes, which naturally leads to an initial boundary
value problem after conformal rescaling,

• numerical applications, where, for numerical purposes, one typically needs to solve the equations on
a finite domain with boundary,

• possible coupling with massive matter of compact support, as for instance in the study of the
Einstein-Euler equations, where the exterior region will posess such a timelike boundary [11].

The initial boundary value problem in General Relativity was first solved in the work of Friedrich in
the Anti-de-Sitter case [9] and Friedrich and Nagy for the Einstein vacuum equations with timelike
boundary [10]. For an extensive review, we refer to [13]. Apart from the Friedrich-Nagy approach, which
is based on the Bianchi equations and the construction of a special frame adapted to the boundary, the
other well-developed theory for the study of the initial boundary value problem is that of Kreiss-Reula-
Sarback-Winicour [12] based on generalized harmonic coordinates.

In this paper, we prove well-posedness of the initial boundary value problem for the Einstein vacuum
equations formulated in the maximal gauge, or more generally, in any gauge where the mean curvature
of a timelike foliation is fixed. More precisely, we prove the existence of solutions such that the time
slices intersect the boundary orthogonally, the lapse of the induced time coordinate on the boundary is
fixed and the main geometric boundary conditions are given by the 1-parameter family of Riemannian
conformal metrics on each two-dimensional section. The dynamical variables that we consider are the
components of the second fundamental form of the time foliation which satisfy a system of wave equations,
as originally identified by Choquet-Bruhat-Ruggeri [5]. In the work of Christodoulou-Klainerman [7], this
wave formulation of the equations was exploited to prove local existence of solutions to the Einstein
equations in the maximal gauge. In the presence of a timelike boundary, one now needs to provide
boundary conditions for the components of the second fundamental form. As is standard for geometric
hyperbolic partial differential equations with constraints, the boundary conditions have to be compatible
with the constraints.

We identify that these can be chosen as follows:

• With t as the time function, whose level sets are the maximal slices Σt, and St = Σt ∩ T , T being
the timelike boundary, prescribing the conformal class of the induced metrics on each St implies
Dirichlet type boundary conditions for the traceless part of the projection of k on each St. This
essentially encodes the standard degrees of freedom corresponding to gravitational radiation.

• These boundary conditions are first complemented by the requirement that the slices Σt intersect T
orthogonally, by fixing the lapse of the induced time coordinate on T and by imposing the maximal
condition trk = 0 on T .

• If A,B are indices that correspond to spatial directions tangent to T and orthogonal to ∂t, it remains
to impose boundary conditions on the trace of kAB (or equivalently on the volume forms of the
induced metrics on St ), as well as on kNA, where N denotes the unit normal to the boundary. For
this, we identify a system of boundary conditions which is essentially equivalent to the momentum
constraint equations (1.2) in the maximal gauge, see (2.27)-(2.29).

The fact that, with these boundary conditions, on one hand, one can close energy estimates and on the
other hand, one can a posteriori recover the Einstein equations, is the main contribution of this paper.

Since the maximal gauge was instrumental in several global in time results for the Einstein equations,
such as the monumental work of Christodoulou-Klainerman [7] on the stability of Minkowski space, our
results may find applications in the global analysis of solutions in the presence of a timelike boundary.
Moreover, let us mention that the BSSN formulation [2], which is heavily used in numerical analysis, is
based on a 3+1 decomposition of the Lorentzian metric and thus its analysis is likely to be closely related
to the one we pursue here.

One of the outstanding issues remaining, concerning the initial boundary value problem, is the ge-
ometric uniqueness problem of Friedrich [9]. Apart from the AdS case, all other results establishing
well-posedness for some formulations of the initial boundary value problem impose certain gauge condi-
tions on the boundary and the boundary data depends on these choices. In particular, given a solution
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(M,g) to the Einstein equations with a timelike boundary, different gauge choices will lead to different
boundary data, in each of the formulations for which well-posedness is known. On the other hand, if
we had been given the different boundary data a priori, we would not know that these lead to the same
solution. The situation is thus different from the usual initial value problem for which only isometric data
leads to isometric solutions, which one then regards as the same solution. In the AdS case, this problem
admits one solution: in [9], Friedrich proved that one can take the conformal metric of the boundary as
boundary data, which is a geometric condition independent of any gauge choice.

The work of this paper still requires certain gauge conditions to be fixed, however, our boundary
conditions describe at least part of the geometry of the boundary (via the family of conformal metrics).

To state more precisely our main result, let us consider a Lorentzian manifold (M,g) with a time
function t, such that

g = −Φ2dt2 + gijdx
idxj ,

where x1, x2, x3 are t-transported coodinates, g, k denote the first and second fundamental forms of the
level sets Σt of t, satisfying moreover the maximal condition trk = 0. We assume that we are given initial
data (h, k) on Σ0 and that ∂M = Σ0∪T , where T is a timelike boundary, which we assume coincides with
{x3 = 0}. Here, M admits coordinates (t, x1, x2, x3), where x3 is assumed to be a boundary definining
function. The induced metric on the boundary is thus given by

H = −Φ2dt2 + g11(dx1)2 + g22(dx2)2 + 2g12dx
1dx2.

The intersection of Σt and T is a spacelike 2-surface, denoted by St, with metric

qt = g11(dx1)2 + g22(dx2)2 + 2g12dx
1dx2.

Our boundary conditions will be such that we fix Φ = 1, as well as the conformal classes [qt] of the
1-parameter family of metrics qt. Since the cross sections St are all diffeomorphic to each other, one
can think of this part of the data as a 1-parameter family of conformal metrics on a fixed 2-dimensional
manifold S. Moreover, on S0, compatibility conditions between qt and h, k will be required. These are
introduced below in Subsection 2.1, see (2.33).

With this notation, we prove the following theorem

Theorem 1.1. Let (Σ, h, k) be initial data satisfying the constraint equations (1.1)-(1.2), with Σ a
3-dimensional manifold with compact boundary S and k being traceless trk = 0 (near the boundary).
Consider a 1-parameter family of conformal metrics [qt]t∈I on S, verifiying the compabitility conditions
discussed in Subsection 2.1. Then, there exists a Lorentzian manifold (M,g) with timelike boundary T ,
satisfying (1.3), such that M is foliated by Cauchy hypersurfaces Σt, t ∈ I, an embedding of Σ onto Σ0

such that (h, k) coincides with the first and second fundamental forms of the embedding, and the boundary
conditions are verified on T , as introduced above. The time interval of existence, I, depends continuously
on the initial and boundary data.

Remark 1.2. The conditions trk = 0, Φ
∣∣
T = 1, are not essential for our overall local existence argument.

However, we do need to fix the foliation Σt (near the boundary), such that trk,Φ
∣∣
T are prescribed,

sufficiently regular functions.2

Remark 1.3. If the data is asymptotically flat and trk = 0 initially, then one can obtain a solution
which is globally foliated by maximal hypersurfaces.

Remark 1.4. The spacetime metric g is constructed by solving a set of reduced equations in the above
gauge, verifying appropriate boundary conditions, see Section 3. Uniqueness for these equations also
holds, however, it does not imply the desired geometric uniqueness we would like to have for the EVE.

The proof of Theorem 1.1 is based on deriving energy estimates, near the boundary, for a system
of reduced equations, subject to certain boundary conditions, that we set up in Section 2. The energy
argument is carried out in Section 3. We should note that even in the case where no timelike boundary
is involved, the most naive scheme based on standard energy estimates would fail to close due to loss of
derivatives, see Remark 2.6.

Interestingly, for the boundary value problem, even after exploiting all our boundary conditions, the
total energy flux of k at the boundary does not a priori have a sign. However, we demonstrate that after
a careful use of trace inequalities, the terms which a priori could have the wrong sign can be absorbed
in the interior energies. Emphasis is given to one particular boundary term, which is at the level of the

2 Conditions for the existence of spacelike foliations with prescribed mean curvature, in the presence of boundaries, have
been established by Bartnik [1].
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main top order energies, and which requires a certain splitting in order to be absorbed in the left hand
side of the estimates, see Remark 3.4. Such a manipulation is possible thanks to the maximal condition
being valid on the boundary.3

In Section 4, we confirm that the solution to the reduced system of equations is in fact a solution to
(1.3). First, we derive a system of propagation equations for the Einstein tensor, subject to boundary
conditions induced from the ones of the reduced system, which are eligible to an energy estimate. Com-
bining this fact with the vanishing of the Einstein tensor initially and the homogeneity of the induced
boundary conditions for the final system of equations, we infer its vanishing everywhere.

For the energy estimates of 3, in order to preserve the choice of boundary conditions, we commute the
equations only by tangential derivatives and recover the missing normal derivatives from the equations.
A similar argument is used in the recovery of the Einstein equations when commuting the equation for
trk in Section 4.

Acknowledgements. We would like to thank everyone at the Mittag-Leffler Institute for
their hospitality and for generating a stimulating atmosphere, which was very beneficial for
the completion of this work, during our visit in the Fall 2019. Both authors are supported
by the ERC grant 714408 GEOWAKI, under the European Union’s Horizon 2020 research and
innovation program.

2 Framework

Our framework of choice is the one used for proving local existence for the EVE in the original
Christodoulou-Klainerman stability of Minkowski proof [7]. We include a detailed outline of the whole
procedure for the sake of completeness, cf. [7, §10.2]. Moreover, given that our main point of interest
is the initial boundary value problem (IBVP), we will focus mostly on controlling the boundary terms
arising in the local existence argument, both in the estimates for the reduced equations (Section 3) and
in the recovery of the Einstein vacuum equations (Section 4).

Let (M1+3,g) be a Lorentzian manifold with a timelike, 1 + 2 dimensional, boundary ∂M. We
consider a time function t and the associated vector field ∂t, which is parallel to the gradient of t and
satisfies ∂t(t) = 1. Also, let x1, x2, x3 denote Lie transported coordinates along the integral curves of ∂t.
In this case the spacetime metric takes the form

g = −Φ2dt2 + g = −Φ2dt2 + gijdx
idxj , Φ = (−gαβ∂αt∂βt)−

1
2 , (2.1)

where Φ is the lapse of the foliation {t =const.} =: Σt. In this framework, the first variation equations
read

∂tgij = −2Φkij , kij := g(D∂i∂j , e0) = kji, e0 = Φ−1∂t, (2.2)

where D is the covariant derivative intrinsic of g. The 2-tensor kij is the second fundamental form of Σt.
We also have

∂tg
ij = 2Φkij . (2.3)

Moreover, the second variation equations read

∂tkij = −∇i∇jΦ + Φ(Rij + kijtrk − 2ki
lkjl)− ΦRij , (2.4)

where ∇, Rij are the covariant connection and Ricci tensor of g, while Rij is the Ricci tensor of g.
Imposing the EVE, the latter vanishes, whereas the former equals [15, (3.4.5)]:

Rij(g) = ∂aΓaji − ∂jΓaia + ΓaabΓ
b
ji − ΓajbΓ

b
ai (2.5)

=∇aΓaji −∇jΓaia − ΓaabΓ
b
ji + ΓajbΓ

b
ai

where ∇Γ is interpreted tensorially, e.g.,

∇aΓaji := ∂aΓaji + ΓaabΓ
b
ij − ΓbajΓ

a
bi − ΓbaiΓ

a
jb.

In order to reveal the hyperbolic structure of (2.2)-(2.4), we need to differentiate (2.4) in ∂t and work
with its second order analogue.

3We adopt trk = 0 as one of our boundary conditions, see Subsection 2.1.
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Proposition 2.1. Let g be a Lorentzian metric expressed in the above framework. Then the propagation
equation

e0Rij = ∇iGj +∇jGi −∇i∇jtrk, Gi := R0i, (2.6)

is equivalent to the following wave equation for kij:

e2
0kij −∆gkij

= Φ−3∂tΦ∇i∇jΦ− Φ−2∇i∇j∂tΦ + Φ−2∂tΓ
l
ij∂lΦ + e0(kijtrk − 2ki

lkjl) (2.7)

+ Φ−1kij∆gΦ− Φ−1ki
a∇a∇jΦ− Φ−1kj

a∇a∇iΦ

− Φ−1∇aΦ(∇jkia +∇ikja − 2∇akij) + Φ−1trk∇j∇iΦ

+ Φ−1∇jΦ(∇itrk −∇akia) + Φ−1∇iΦ(∇jtrk −∇akja)

− 3(kciRj
c + kcjRi

c) + 2trkRji + 2gjiRa
ckc

a + (kij − gjitrk)R,

for all i, j = 1, 2, 3.

Remark 2.2. The operations in (2.7) are covariant, where the ∂t differentiations are viewed as applica-
tions of the Lie derivative operator L∂t , see also (2.9).

Remark 2.3. In the gauge trk = 0, many of the terms in (2.7) can be actually dropped. However, these
terms would have to be added later in (2.6), when we will verify that a solution to the reduced equations,
is actually a solution to the EVE, see Section 4.

Proof. The main ingredient is the derivation of a formula for the time derivative of Rij . For this purpose,
we introduce some commutation formulas:

∂t∇aXb
ij = ∂t

[
∂aX

b
ij + ΓbacX

c
ij − ΓcaiX

b
cj − ΓcajX

b
ic

]
=∇a∂tXb

ij +Xc
ij∂tΓ

b
ac −Xb

cj∂tΓ
c
ai −Xb

ic∂tΓ
c
ij , (2.8)

for any (1, 2) tensor, where

∂tΓ
b
ac = Φkbl(∂agcl + ∂cgal − ∂lgac) + gbl[∂l(Φkac)− ∂a(Φkcl)− ∂c(Φkal)]

= 2ΦkblΓmacgml + gbl[∂l(Φkac)− ∂a(Φkcl)− ∂c(Φkal)]

= gbl
[
∇l(Φkac)−∇a(Φkcl)−∇c(Φkal)

]
(2.9)

Differentiating (2.5) and utilising (2.8), we find

∂tRij =∇a∂tΓaji + Γcji∂tΓ
a
ac − Γaci∂tΓ

c
aj − Γajc∂tΓ

c
ai (2.10)

−∇j∂tΓaia − Γcia∂tΓ
a
jc + Γaca∂tΓ

c
ji + Γaic∂tΓ

c
ja

− ∂t(ΓacaΓcji) + ∂t(Γ
a
ciΓ

c
aj)

=∇a∂tΓaji −∇j∂tΓaia

Taking now the time derivative of (2.4) and employing (2.9)-(2.10), we derive:

∂t(Φ
−1∂tkij) = Φ−2∂tΦ∇i∇jΦ− Φ−1∇i∇j∂tΦ + Φ−1∂tΓ

l
ij∂lΦ + ∂t(kijtrk − 2ki

lkjl) (2.11)

+∇a
[
∇a(Φkij)−∇j(Φkia)−∇i(Φkja)

]
−∇j

[
∇a(Φkia)−∇a(Φki

a)−∇i(Φkaa)
]
− ∂tRij

= Φ−2∂tΦ∇i∇jΦ− Φ−1∇i∇j∂tΦ + Φ−1∂tΓ
l
ij∂lΦ + ∂t(kijtrk − 2ki

lkjl)

+ Φ∆gkij + kij∆gΦ + 2∇aΦ∇akij − kia∇a∇jΦ− kja∇a∇iΦ
−∇aΦ(∇jkia +∇ikja)−∇jΦ∇akia −∇iΦ∇akja − Φ∇a∇jkia − Φ∇a∇ikja

+ trk∇j∇iΦ + Φ∇j∇itrk +∇itrk∇jΦ +∇jtrk∇iΦ− ∂tRij

Next, we utilise the identity:

−Φ∇a∇jkia − Φ∇a∇ikja = −2ΦRaji
ckc

a −Rjckic −Rickjc − Φ∇j∇akia − Φ∇i∇akja, (2.12)
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Note that in 3D the Riemann tensor can be expressed in terms of the Ricci tensor via the identity [15,
(3.2.28)]:

Raji
c = gaiRj

c − δacRji − gjiRac + δj
cRai −

1

2
R(gaiδj

c − δacgji) (2.13)

⇒ −2ΦRaji
ckc

a =− 2Φ

[
kciRj

c − trkRji − gjiRackca + kj
aRai −

1

2
R(kij − gjitrk)

]
Also, from the contracted Gauss and Codazzi equations we have the identities:

R− |k|2 + (trk)2 = R + 2Φ−2Rtt (2.14)

∂jtrk −∇akaj = Φ−1Rtj = Gj , j = 1, 2, 3. (2.15)

Hence, plugging (2.12),(2.13),(2.15) in (2.11), we arrive at the equation:

e2
0kij −∆gkij

= Φ−3∂tΦ∇i∇jΦ− Φ−2∇i∇j∂tΦ + Φ−2∂tΓ
l
ij∂lΦ + e0(kijtrk − 2ki

lkjl) (2.16)

+ Φ−1kij∆gΦ− Φ−1ki
a∇a∇jΦ− Φ−1kj

a∇a∇iΦ

− Φ−1∇aΦ(∇jkia +∇ikja − 2∇akij) + Φ−1trk∇j∇iΦ−∇j∇itrk

+ Φ−1∇jΦ(∇itrk −∇akia) + Φ−1∇iΦ(∇jtrk −∇akja)

− 3(kciRj
c + kcjRi

c) + 2trkRji + 2gjiRa
ckc

a + (kij − gjitrk)R

+∇jGi +∇iGj − e0Rij

This completes the proof of the proposition.

In the case of study, where g is a solution to the EVE, under the maximal gauge condition trk = 0,
the equation (2.6) holds trivially and hence so does (2.7). Moreover, taking the trace of (2.4) and using
(2.14), we obtain the relations:

∂ttrk = −∆gΦ + Φ[R+ (trk)2]− Φ(R + R00) = −∆gΦ + |k|2Φ + ΦR00 (2.17)

Since trk and spacetime Ricci vanish, (2.17) yields the following elliptic equation for the lapse:

∆gΦ− |k|2Φ = 0. (2.18)

The reduced equations (2.2),(2.7),(2.18) form a closed system for g, k,Φ.

Remark 2.4. A posteriori, having solved the reduced equations, in order to verify the validity of the
maximal gauge, we will need to propagate the vanishing of trk. For this purpose, we compute the trace
of (2.7), using only (2.2),(2.18):

e2
0trk −∆gtrk

= e0(2kijkij) + 2kije0kij + gij(e2
0kij −∆gkij)

= e0(2kijkij) + 2kije0kij − gije0(Φ−1∇i∇jΦ) + gije0(kijtrk − 2ki
lkjl) (2.19)

+ 2trk|k|2 − 2Φ−1kja∇a∇jΦ + 4Φ−1(∇aΦ)Ga
= e0[(trk)2] + 4Φ−1(∇aΦ)Ga

Remark 2.5. To our knowledge, the reduction of the EVE to a wave equation for kij was first demon-
strated in the literature by Choquet-Bruhat–Ruggeri [5]. In fact, they derived a system for Pij :=
kij − gijtrk, using the gauge choice

�gt = 0 ⇐⇒ Φ−2∂tΦ = −trk,

for the t-foliation.

Remark 2.6. The Ricci tensor of g in the RHS of (2.7) contains terms having two spatial derivatives of
g. At first glance, this makes the closure of the reduced system more intricate, since (2.2) does not gain
a derivative in space. However, we demonstrate below, see (3.14), how to treat these terms in the energy
estimates by integrating by parts. Alternatively, these terms could be replaced in the derivation of (2.7),
in favour of spacetime Ricci, by using the second variation equations (2.4), involving only k, ∂tk,∇∇Φ. In
that case, the propagation equation (2.6) would have to be modified accordingly, adding the appropriate
combination of zeroth order Ricci terms.
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2.1 Boundary data and boundary conditions

We assume that the timelike boundary of M, T , is foliated by the compact surfaces ∂Σt := Σt ∩ T . Let
H denote the induced, 1 + 2, Lorentzian metric on the boundary T . For simplicity, we assume that t

∣∣
T

defines a geodesic foliation with respect to the induced metric on the boundary, i.e., H takes the form

H := g
∣∣
T = −[d(t

∣∣
T )]2 + qt = −[d(t

∣∣
T )]2 + (qt)ABdx

AdxB , A,B = 1, 2, (2.20)

where x1, x2 are coordinates propagated along the boundary by ∂t|T .4 Combining this assumption with
the boundary condition

Φ = 1, on T , (2.21)

we infer that the vector field ∂t
∣∣
T remains tangent to the boundary T , ∂t

∣∣
T ∈ T (T ), and hence, it

coincides with ∂t|T . Indeed, from the form of the metrics (2.1),(2.20) and the definition of the lapse, it
follows that the (outward) unit normal to the boundary, N ⊥ T (T ), annihilates t:

N(t) = 0, on T , (2.22)

which in turn implies that the g-gradient of t is orthogonal to N .
Moreover, we assume that ∂Σ0 has a neighbourhood in Σ0, which is covered by the level sets of a

defining function x3:5

x3 = 0 : on ∂Σ0, x3 < 0 : in Σ0 \ ∂Σ0, dx3 6= 0 : on ∂Σ0. (2.23)

Since ∂t
∣∣
T is tangent to the boundary, we may complement x3 with coordinates x1, x2, near a fixed

point p ∈ ∂Σ0, and propagate these along ∂t to obtain a coordinate system (t, x1, x2, x3) in a spacetime
neighbourhood of p ∈ ∂Σ0. Evidently, for small t, x3 will remain a defining function of the boundary.
Note that by definition, the gradient of x3, Dx3, is normal to the boundary. Hence, setting

N :=
Dx3√

g(Dx3, Dx3)
, Dx3 := gij∂ix

3∂j = g3j∂j , g33∂3 = (g33)
1
2N − g31∂1 − g32∂2, (2.24)

the vector field N is an extension inM, locally around p, of the outward unit normal to the boundary T .

Remark 2.7. The defining function x3 is global near the boundary, but more than one coordinate patches
x1, x2 have to potentially be used, along the level sets of x3, in order to cover an entire neighbourhood of
the boundary ∂Σ0. However, for simplicity in the exposition of our overall argument, we will only work
with a single patch, projecting the wave equation for k onto this specific frame. Since the wave equation
for k (2.7) is tensorial and since the lapse Φ is independent of the choice of coordinates on Σt, the whole
procedure can then be carried out tensorially in the planes generated by ∂1 and ∂2.

Boundary data: We evaluate k on the boundary against the adapted frame ∂A, ∂B , N , A,B = 1, 2.
The boundary data for the IBVP are given in terms of the 1-parameter family [qt] of conformal metrics on
∂Σt, see Theorem 1.1, which only determine the values of the traceless part of k along the cross sections
∂Σt with one index raised:

Lemma 2.8. Let (qt)AB = Ω2[qt]AB and let

k̂A
B := kA

B − 1

2
δA

BkC
C . (2.25)

Then, it holds

k̂A
B = −1

2
[qt]

BC∂t[qt]AC +
1

4
δA

B [qt]
DC∂t[qt]DC , (2.26)

for all A,B = 1, 2.

Proof. We compute

kAB :=− 1

2
∂t(Ω

2[qt]AB), kC
C = Ω−2[qt]

DCkDC = −1

2
[qt]

DC∂t[qt]DC − 2Ω−1∂tΩ,

kA
B = Ω−2[qt]

BCkAC = −1

2
Ω−2[qt]

BC∂t(Ω
2[qt]AC) = −1

2
[qt]

BC∂t[qt]AC − δABΩ−1∂tΩ.

Subtracting 1
2
δA

B times the second formula from the third, we notice that the terms involving Ω cancel
out, leaving (2.26).

4Defined such that it is parallel to the H-gradient of t
∣∣
T , satisfying ∂t|T (t

∣∣
T ) = 1.

5This can be for example, the Gaussian parameter in a tubular neighbourhood of ∂Σ0.
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To the rest of the components of k, we impose boundary conditions that propagate the maximal gauge
and the momentum constraint (1.2) on the boundary T :

kNN :=− kCC , (2.27)

∇NkNA :=−∇BkAB

=− ∂B(k̂A
B +

1

2
δA

BkC
C) + ΓCAB(k̂C

B − 1

2
δC

BkNN )− ΓBBC(k̂A
C − 1

2
δA

CkNN )

(2.28)

+ χA
BkNB + χB

BkNA,

1

2
(∇NkNN −∇NkAA) :=−∇AkNA, (2.29)

where χij := g(D∂i∂j , N) is the second fundamental form of the boundary T , while ΓCAB are Christoffel
symbols associated to the induced metric qt on ∂Σt.

Remark 2.9. The combination of (2.27)-(2.28), imply the validity of the momentum constraint (1.2),
projected on ∂1, ∂2. However, the last condition (2.29) differs slightly from (1.2), in the normal direction
N , since a priori the Neumann type data Ntrk is not known to vanish on the boundary. We found such
a modification necessary for the absorption of the boundary terms that arise in the energy estimates for
the reduced equation (2.7), see Section 3. Despite this modification, as we show in Section 4, the above
boundary conditions are sufficient for the recovery of the EVE from the reduced equations.

Remark 2.10. At first glance, the heavily coupled, mixed Dirichlet-Neumann boundary conditions
(2.27)-(2.29) seem to be losing derivatives in an energy argument for (2.7). However, we show that by
some careful manipulations, the arising boundary terms can all be absorbed in the main energies and
close the estimates, see Proposition 3.3.

Initial data: An initial data set h, k for the EVE on Σ0, induces the initial data for (2.2) and half of the
initial data for (2.7). These are sufficient to determine Φ from (2.18), satisfying the Dirichlet boundary
condition (2.21). Then the ∂tk part of the initial data for (2.7) is fixed by the second variation equations
(2.4), such that the EVE are valid initially on Σ0:

∂tkij
∣∣
t=0

= −∇i∇jΦ + Φ(Rij + kijtrk − 2ki
lkjl)

∣∣
t=0

⇐⇒ Rij

∣∣
Σ0

= 0, (2.30)

for every i, j = 1, 2, 3. Since g, k satisfy the constraints (1.1)-(1.2) initially, combining (2.30) with the
Gauss and Codazzi equations (2.14)-(2.15), we also have:

R00

∣∣
Σ0

= R0i

∣∣
Σ0

= 0, i = 1, 2, 3. (2.31)

Moreover, k satisfies the maximal gauge trk = 0 on Σ0. Then, by taking the trace in (2.30), we arrive at
(2.17) for t = 0, where by employing (2.31) and the equation (2.18) for Φ, we obtain:

∂ttrk
∣∣
t=0

= 0. (2.32)

The initial conditions (2.30)-(2.32) will be used in Section 4 to verify the EVE and the maximal gauge
everywhere.

Compatibility conditions: The initial tensors h, k on Σ0 must induce tensors on S, which are compatible
with the prescribed boundary data. For example, [h

∣∣
∂Σ0

] = [q0] and k̂A
B
∣∣
S

satisfying (2.26). The less

obvious condition for ∂tk̂A
B is given through (2.30):

∂tk̂A
B
∣∣
S

= (RA
B − 1

2
δA

B∂tkC
C −∇A∇BΦ)

∣∣
S
, (2.33)

where we used the vanishing of trk on Σ0 and (2.21). Notice that the LHS is expressed via (2.26) solely
in terms of the conformal metric class [q0] on S and the time derivatives of [qt] up to order two, evaluated
at t = 0. Similar relations can be computed to any higher order. Also, note that by virtue of (2.21), the
Hessian of Φ above equals:

∇A∇BΦ
∣∣
S

= −χABNΦ
∣∣
S
,

where NΦ is determined through the Dirichlet to Neumann map for (2.18).
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2.2 The commuted equations and boundary conditions

We find it suitable to evaluate the wave equation (2.7) against ∂1, ∂2, N and obtain scalarised6 versions
of (2.7) for the components kA

B , kNA, kNN . Recall that ∂t acts as a Lie derivative. Therefore, we need
to take into account the commutation of ∂t with N :

g([∂t, N ], ∂t)
(2.24)

= 0, [∂t, N ]A = (D∂tN)A − (DN∂t)
A = 2ΦKN

A, [∂t, N ]N = ΦkNN , (2.34)

This implies that

e0kNA = e0(kNA)− 2kN
BkBA − kNNkNA

e0kNN = e0(kNN )− 4kN
AkAN − 2k2

NN

e2
0kNA = Φ−1L∂t(Φ

−1L∂tkNA)

= e0

[
e0(kNA)− 2kN

BkBA − kNNkNA
]
− 2kN

Be0(kBA) (2.35)

− kNN
[
e0(kNA)− 2kN

BkBA − kNNkNA
]

e2
0kNN = e0

[
e0(kNN )− 4kN

AkAN − 2k2
NN

]
− 4kN

A[e0(kNA)− 2kN
BkBA − kNNkNA

]
− 2kNN

[
e0(kNN )− 4kN

AkAN − 2k2
NN

]
Moreover, the Laplacian of kij expands schematically to:

∆gkij = ∆g(kij) + Γ ? ∂k + ∂Γ ? k + Γ ? Γ ? k, ∆g(kij) = gab∂a∂bkij − gabΓcab∂ckij , (2.36)

yielding second order terms in g, in addition to the Ricci terms in the RHS of (2.7).
Thus, we may write (2.7) in the following form:

(e2
0 −∆g)ki

j = N (Φ1;0;2, g0;0;2, k0;0;1, k1;0;0)i
j , i, j = A,B,N, (2.37)

where we use the notationN [{(fi)pi;ri;li}] to denote a non-linear expression in the fi’s and their derivatives
up to order pi + ri + li respectively, pi time derivatives, ri derivatives among ∂1, ∂2 and the additional
li among N, ∂1, ∂2. If either of pi, ri, li is less than zero, then the corresponding term is not taken into
account. The number of derivatives in each term, summing up the derivatives of each factor, does not
surpass max{pi + ri + li}.

We commute (2.37) with the tangential vector fields to the boundary: ∂r2t ∂
r1 , ∂ = ∂1, ∂2. The

commuted set of equations reads:

(e2
0 −∆g)∂

r2
t ∂

r1(kA
B) =N (Φr2+1;r1;2, g0;r1;2, kr2−1;r1;2, kr2;r1−1;2, kr2+1;r1;0)BA

(e2
0 −∆g)∂

r2
t ∂

r1(kNA) =N (Φr2+1;r1;2, g0;r1;2, kr2−1;r1;2, kr2;r1−1;2, (k)r2+1;r1;0)NA (2.38)

(e2
0 −∆g)∂

r2
t ∂

r1(kNN ) =N (Φr2+1;r1;2, g0;r1;2, kr2−1;r1;2, kr2;r1−1;2, kr2+1;r1;0)NN

Remark 2.11. The term g0;r1;2 has no time derivatives, since we may replace a time derivative of g in
favour of Φ, k, using (2.2).

Since the boundary data for k̂A
B = kA

B − 1
2
δA

BkC
C are given, see Lemma 2.8, we may modify k̂A

B

such that it has zero Dirichlet boundary data:

k̃A
B = k̂A

B − fAB , (2.39)

where fA
B is a smooth extension in M of k̂A

B
∣∣
T . Then the system (2.38) becomes:

(e2
0 −∆g)∂

r2
t ∂

r1(k̃A
B) =N (Φr2+1;r1;2, g0;r1;2, kr2−1;r1;2, kr2;r1−1;2, kr2+1;r1;0, fr2+2;r1;0, fr2;r1;2)BA

(e2
0 −∆g)∂

r2
t ∂

r1(kC
C) =N (Φr2+1;r1;2, g0;r1;2, kr2−1;r1;2, kr2;r1−1;2, kr2+1;r1;0, fr2+2;r1;0, fr2;r1;2)CC (2.40)

(e2
0 −∆g)∂

r2
t ∂

r1(kNA) =N (Φr2+1;r1;2, g0;r1;2, kr2−1;r1;2, kr2;r1−1;2, kr2+1;r1;0, fr2+2;r1;0, fr2;r1;2)NA

(e2
0 −∆g)∂

r2
t ∂

r1(kNN ) =N (Φr2+1;r1;2, g0;r1;2, kr2−1;r1;2, kr2;r1−1;2, kr2+1;r1;0, fr2+2;r1;0, fr2;r1;2)NN

where k in the RHS includes also k̃A
B .

6In the case where the initial cross section of the boundary cannot be covered by one coordinate patch, note that all equations
below can still be written tensorially in A,B.
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The corresponding differentiated equations for gij and Φ read:

∂tN
l∂rgij = − 2N l∂r(Φkij) +N (k0;0;l−1,Φ0;0;l−1, g0;r;l)ij (2.41)

hAB∂A∂B∂
r2
t ∂

r1Φ +NN∂r2t ∂
r1Φ = ∂r2t ∂

r1(|k|2Φ) +N (Φr2−1;r1;2,Φr2;r1−1;2, g0;r1;1, kr2−1;r1;1) (2.42)

for every i, j = 1, 2, 3.

Remark 2.12. The top order terms in the RHS of (2.40), containing r1 + 2 spatial derivatives of g,
cannot be directly estimated in L2 in terms of the energy of the wave operator in the LHS, since (2.41)
does not gain a derivative in space. We show how to treat these terms in the energy estimates, using the
structure of the equations, in the proof of Proposition 3.3.

We will also use the boundary conditions (2.28)-(2.29), commuted with ∂r2t ∂
r1 :

N∂r2t ∂
r1kNA = −∂B∂r2t ∂

r1fA
B − 1

2
∂A∂

r2
t ∂

r1kC
C +N (kr2;r1−1;1, kr2−1;r1;1, g0;r1;1,Φr2;r1;1) (2.43)

N∂r2t ∂
r1kNN −N∂r2t ∂

r1kA
A = −2∂A∂r2t ∂

r1kNA +N (kr2;r1−1;1, kr2−1;r1;1, g0;r1;1,Φr2;r1;1), (2.44)

Remark 2.13. The boundary term containing g0;r1;1 cannot be directly absorbed in L2 by the energy of
the system (2.40), via a trace inequality, at top order r2 = 0. However, we may use the fact that g gains
a derivative in ∂t to make a trade off and close the energy estimates for k, see the proof of Proposition
3.3.

3 Local existence

Our main goal in this section is to show how to derive energy estimates for the system (2.2),(2.7),(2.18),
subject to the boundary conditions (2.21),(2.27),(2.28),(2.29). In the end of this section we outline the
steps that upgrade these energy estimates to a Picard iteration argument, hence, proving local existence
for the reduced system of equations in the same energy spaces. The fact that the Ricci tensor of a solution
to the reduced system vanishes is then demonstrated in the next section, which completes the proof of
Theorem 1.1.

First, we argue that the problem can be localised in a neighbourhood of the boundary by realizing
the following three steps:

(P1) Consider the solution g1 to the EVE in the domain of dependence D(Σ0) of the initial hyper-
surface Σ0. We may consider a timelike hypersurface Tind := {x3 = ε}, for some ε > 0.

TD(Σ0)

S

Tind

Σ̃0

Σ̃t

Figure 1: The domain of dependence D(Σ0).

(P2) Then, we restrict our attention to the region bounded between Tind, T . In particular, we solve
the reduced equations (2.2), (2.7), (2.18), by imposing the boundary conditions (2.21), (2.27), (2.28),
(2.29) on the artificial timelike boundary Tind, as well as considering any7 regular Dirichlet boundary
data for k̂A

B , everything defined with respect to a maximal foliation Σ̃t, as depicted in Figure 2.
(P3) After having solved the above reduced system of equations, in the region between Tind, T , and

have concluded that it consitutes a solution to the EVE, g2, see Section 4, we then define our final vacuum

7 We could also consider the induced data on Tind from the solution in the domain of dependence region D(Σ0). However, it
makes no difference for our argument, since we discard part of the solution to the reduced equations near the artificial boundary.
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T

Σ̃0

Σ̃t

Tind

S

Figure 2: The region between Tind, T .

Lorentzial manifold by considering the metric

g =

{
g1, D(Σ0)

g2, D(Σ̃0) ∪Dfree
, (3.1)

derived from the two solutions g1,g2 in the union of the three regions depicted in Figure 3. The fact
that g is well-defined follows from the classical geometric uniqueness for the initial value problem in the
domain dependence of Σ̃0, which implies that g1,g2 are isometric in D(Σ̃0).

TD(Σ0)

S
D(Σ̃0)

Dfree

Figure 3: The domain D(Σ0) ∪Dfree of the resulting solution.

The domain of g obviously covers a future spacetime neighbourhood of Σ0. This completes our localisation
procedure.

In the rest of this section, we treat the second part (P2), solving the reduced equations in the cylindrical
region between Tind, T .

Suppose that the boundary values of k̂A
B on Tind have been incorporated in the definition (2.39) of

k̃A
B , such that k̃A

B has homogeneous Dirichlet boundary data on Tind as well.
We will be working with the following energies:

Etotal(t) :=Ek(t) +

3∑
i,j=1

‖gij‖2Hr+1(Σ̃t)
+ ‖Φ‖2Hr+2(Σ̃t)

+
r∑
i=0

‖∂i+1
t Φ‖2Hr+1−i(Σ̃t)

, (3.2)

Ek(t) :=
∑

r1+r2≤r

∫
Σ̃t

(∑
A,B

[
(e0∂

r2
t ∂

r1 k̃A
B)2 + |∇∂r2t ∂

r1 k̃A
B |2g
]

+ (e0∂
r2
t ∂

r1kC
C)2

+ |∇∂r2t ∂
r1kC

C |2g + 4hAB
[
e0∂

r2
t ∂

r1kNAe0∂
r2
t ∂

r1kNB + ∂i∂r2t ∂
r1kNA∂i∂

r2
t ∂

r1kNB
]

(3.3)

+ (e0∂
r2
t ∂

r1kNN )2 + |∇∂r2t ∂
r1kNN |2g

)
volΣ̃t ,

where |∇u|2g = gij∂iu∂ju, volΣ̃t is the intrinsic volume form, and

‖u‖2Hr(Σ̃t)
:=

∑
r1+r2≤r

∫
Σ̃t

(Nr2∂r1u)2volΣ̃t . (3.4)

As part of our assumption, g is a Riemannian metric initially. In what follows, we fix an r ≥ 3.
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At this point we make the assumption that a solution to the reduced system (2.2),(2.7),(2.18) exists,
it lives in the above energy space and it satisfies

Etotal(t) ≤ C0, t ∈ [0, T0], (3.5)

for some C0, T0 > 0. We will then show that (3.5) implies the estimate

Etotal(t) ≤ C[Etotal(0) + Cb.d.], t ∈ [0, T ], (3.6)

for some T ≤ T0 sufficiently small, depending on C0, where C > 0 is a uniform constant independent of
C0, and Cb.d. > 0 depends continuously on the L∞

(
[0, T ];Hr+2−i(Σ̃t)

)
norm of ∂itfA

B , i = 0, . . . , r + 2,
A,B = 1, 2. Hence, by choosing C0 = C[Etotal(0) + Cb.d.] and T0 = T in the first place, our argument
can be transformed into an iteration scheme, see the discussion in the end of the section.

Lemma 3.1. The energy Etotal(t) controls the corresponding energies for k that include N derivatives:

sup
τ∈[0,t]

∫
Σ̃τ

(e0∂
r3
τ N

r2∂r1u)2 + |∇∂r3τ Nr2∂r1u|2gvolΣ̃τ . sup
τ∈[0,t]

Etotal(τ) + Cb.d., (3.7)

for all r3 + r2 + r1 ≤ r, u = k̃A
B , kC

C , kNA, kNN , A,B = 1, 2, the implicit constant depending on C0.

Proof. From the wave equations (2.40) we have

NN∂r3t ∂
r1u =N (Φr3+1;r1;2, g0;r1;2, ur3−1;r1;2, ur3;r1−1;2, ur3+1;r1;0, fr3+2;r1;0, fr3;r1;2)

+ e2
0∂
r3
t ∂

r1u− hAB∂A∂B∂r3t ∂
r1u,

(3.8)

where u in N can be any from k̃A
B , kC

C , kNA, kNN .
Thus, by iteratively differentiating (3.8) with Nr2 and taking the L2 norms of both sides, we derive

(3.7) by finite induction in r2. The non-linear terms can be estimated in the standard way by making
use of the classical Sobolev inequality ‖u‖L∞(Σ̃t)

. ‖u‖H2(Σ̃t)
and (3.5). As for the term g0;r1;2, at top

order r1 = r, which has one more derivative compared to the norm in the definition (3.2) of the energy
Etotal(t), we may replace it by its initial value and the time integral of the RHS of (2.41). The arising
top order terms in k have then a smallness in t, after taking the supτ∈[0,t] and can therefore be absorbed
in the LHS.

Lemma 3.2. The Hs norms of gij ,Φ are controlled by the energy of ki
j in the following fashion:

3∑
i,j=1

∥∥gij − gij∣∣t=0

∥∥2

Hr+1 +
∥∥Φ− Φ

∣∣
t=0

∥∥2

Hr+2 +

r−1∑
l=0

∥∥∂l+1
t Φ− ∂l+1

t Φ
∣∣
t=0

∥∥2

Hr+2−l

. t sup
τ∈[0,t]

Ek(τ) + tCb.d., (3.9)

‖∂r+1
t Φ‖2H2 . Ek(t) + Cb.d.,

for all t ∈ [0, T ], the implicit constant depending on C0 only in the first inequality, provided T > 0 is
sufficiently small.

Proof. The part of the estimate involving gij follows immediately by integrating (2.41) in [0, t], taking
the L2 norms of both sides and applying Gronwall’s inequality. To estimate Φ and its derivatives that
appear in (2.41), we utilise (3.5).

On the other hand, from (2.42) and standard elliptic estimates8 for the difference Φ − 1 with homo-
geneous Dirichlet boundary data (2.21), treating the factors g0;r1;1 as coefficients by virtue of (3.5), we
have ∑

r1+r2≤r

‖∂r2t ∂
r1Φ‖2H2 + ‖∂r+1

t Φ‖2H2 . Ek(t) + Cb.d. (3.10)

We may also differentiate the equation (2.42) with Nr3 and obtain the estimate

‖Φ‖2Hr+2 +
∑
l≤r

‖∂l+1
t Φ‖2Hr+2−l . Ek(t) + Cb.d., (3.11)

8Note that the original elliptic operator acting on Φ− 1, cf. (2.18), has trivial kernel.
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by induction in r3, cf. Lemma 3.1.
The improved bounds now, with smallness in t, for the lapse terms ∂ltΦ, l ≤ r, follow by integrating

∂l+1
t Φ in [0, t] and using the elliptic estimate (3.11) for the integrand. These in turn can be used to

rederive (3.11) with an implicit constant that does not depend on C0. In fact, all the less than top order
terms in g, k,Φ that are viewed as coefficients can be estimated by their initial values plus tC0, using
(3.5).

Now we can proceed to the proof of the energy estimate (3.6). According to the previous lemma,
the part of Etotal(t) that corresponds to g,Φ can be essentially controlled by Ek(t). Hence, the overall
estimate (3.6) reduces to the corresponding one for Ek(t).

Proposition 3.3. The energy Ek(t) satisfies the estimate:

Ek(t) ≤ C[Etotal(0) + Cb.d.], t ∈ [0, T ], (3.12)

for a T > 0 sufficiently small and a constant C > 0 independent of C0.

Combining (3.9),(3.12), we obtain (3.6) for T sufficiently small.

Proof. The standard energy argument for the wave equations (2.40), making use of Lemma 3.2 and (3.5),
yields the energy inequality:

1

2
∂tEk(t)−

∑
r1+r2≤r

∫
∂Σ̃t

(
∂t∂

r2
t ∂

r1kC
C∇N∂r2t ∂

r1kC
C + 4hAB∂t∂

r2
t ∂

r1kNA∇N∂r2t ∂
r1kNB

+ ∂t∂
r2
t ∂

r1kNN∇N∂r2t ∂
r1kNN

)
vol∂Σ̃t

dt+

∫
Σ̃t

∂
2
∂rg ? ∂t∂

rkvolΣ̃t (3.13)

. [Ek(t) + Cb.d.]

where the last term in the preceding LHS contains an excessive number of spatial derivatives of g that
comes from g0;r1;2, r1 = r, in the RHS of (2.40), ∂ = ∂1, ∂2, ∂3. In fact, this type of product contains
other lower order factors, whose first derivatives are in L∞, and which we choose to suppress here for
simplicity, since they do not matter.∫

Σ̃t

∂
2
∂rg ? ∂t∂

rkvolΣ̃t = −
∫

Σ̃t

∂
2
∂r−1g ? ∂t∂

r+1k + ∂
2
∂r−1g ? ∂t∂

rk
∂volΣ̃t
volΣ̃t

volΣ̃t

=− ∂t
(∫

Σ̃t

∂
2
∂r−1g ? ∂r+1kvolΣ̃t

)
+

∫
Σ̃t

∂
2
∂r−1k ? ∂r+1k + ∂

2
∂r−1g ? ∂t∂

rk
∂volΣ̃t
volΣ̃t

volΣ̃t (3.14)

≤− ∂t
(∫

Σ̃t

∂
2
∂r−1g ? ∂r+1kvolΣ̃t

)
+ C[Ek(t) + Cb.d.] (by (3.9), T sufficiently small)

We compute the integrands in the boundary terms using conditions (2.27),(2.43),(2.44):

∂t∂
r2
t ∂

r1kC
CN∂r2t ∂

r1kC
C +

∑
A

4hAB∂t∂
r2
t ∂

r1kNAN∂
r2
t ∂

r1kNB + ∂t∂
r2
t ∂

r1kNNN∂
r2
t ∂

r1kNN

= ∂t∂
r2
t ∂

r1kC
C(N∂r2t ∂

r1kC
C −N∂r2t ∂

r1kNN )−
∑
A

4hAB∂t∂
r2
t ∂

r1kNA

[
∂C∂

r2
t ∂

r1fB
C

+
1

2
∂B∂

r2
t ∂

r1kC
C +N (kr2;r1;0, kr2−1;r1;1, g0;r1;1,Φr2;r1;1)

]
(3.15)

= 2∂t∂
r2
t ∂

r1kC
C∂A∂r2t ∂

r1kNA − 2hAB∂t∂
r2
t ∂

r1kNA∂B∂
r2
t ∂

r1kC
C

− 4hAB∂t∂
r2
t ∂

r1kNA

[
∂C∂

r2
t ∂

r1fB
C +N (kr2;r1;0, kr2−1;r1;1, g0;r1;1,Φr2;r1;1)

]
+ ∂t∂

r2
t ∂

r1kC
CN (kr2;r1;0, kr2−1;r1;1, g0;r1;1,Φr2;r1;1)

We plug (3.15) into the boundary terms in (3.13) and compute:∫
∂Σ̃t

2∂t∂
r2
t ∂

r1kC
C∂A∂r2t ∂

r1kNAvol∂Σ̃t

=−
∫
∂Σ̃t

2hAB∂t∂A∂
r2
t ∂

r1kC
C∂r2t ∂

r1kNB + Γ ? ∂r2t ∂
r1k ? ∂r2t ∂

r1kvol∂Σ̃t
(3.16)
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=− ∂t
(∫

∂Σ̃t

2∂A∂r2t ∂
r1kC

C∂r2t ∂
r1kNAvol∂Σ̃t

)
+

∫
∂Σ̃t

2∂A∂r2t ∂
r1kC

C∂t∂
r2
t ∂

r1kNAvol∂Σ̃t

+

∫
∂Σ̃t

k ? ∂A∂r2t ∂
r1kC

C∂r2t ∂
r1kNA − Γ ? ∂r2t ∂

r1k ? ∂r2t ∂
r1kvol∂Σ̃t

where ∫
∂Σ̃t

k ? ∂A∂r2t ∂
r1kC

C∂r2t ∂
r1kNA − Γ ? ∂r2t ∂

r1k ? ∂r2t ∂
r1kvol∂Σ̃t

=

∫
Σ̃t

N

(
k ? ∂A∂r2t ∂

r1kC
C∂r2t ∂

r1kNA − Γ ? ∂r2t ∂
r1k ? ∂r2t ∂

r1k

)
volΣ̃t (3.17)

.Ek(t) + Cb.d.

In (3.17), when N hits the factor ∂A∂r2t ∂
r1kC

C , we commute N, ∂A and integrate by parts in ∂A to obtain
the last bound.

The terms in the last two lines of (3.15) are treated in the same manner, via a trace inequality,
exploiting the fact that in the higher order terms, there is always a ∂t, ∂1, ∂2 derivative that can be
integrated by parts, without creating new boundary terms.∫

∂Σ̃t

∂t∂
r2
t ∂

r1k ?

[
∂∂r2t ∂

r1f +N (kr2;r1;0, kr2−1;r1;1, g0;r1;1,Φr2;r1;1)

]
vol∂Σ̃t

= ∂t

(∫
∂Σ̃t

∂r2t ∂
r1k ? ∂∂r2t ∂

r1fvol∂Σ̃t

)
−
∫
∂Σ̃t

∂r2t ∂
r1k ?

∂t(∂∂
r2
t ∂

r1fvol∂Σ̃t
)

volΣ̃t
volΣ̃t (3.18)

+

∫
Σ̃t

N

[
∂t∂

r2
t ∂

r1k ?N (kr2;r1;0, kr2−1;r1;1, g0;r1;1,Φr2;r1;1)

]
volΣ̃t

≤ ∂t
(∫

∂Σ̃t

∂r2t ∂
r1k ? ∂∂r2t ∂

r1fvol∂Σ̃t

)
+ CC0[Ek(t) + Cb.d.]

+

∫
Σ̃t

∂tN∂
r2
t ∂

r1k ?N (kr2;r1;0, kr2−1;r1;1, g0;r1;1,Φr2;r1;1)volΣ̃t

+

∫
Σ̃t

∂t∂
r2
t ∂

r1k ?N (kr2;r1;0, kr2−1;r1;1, g0;r1;1,Φr2;r1;1)volΣ̃t

≤ ∂t
(∫

∂Σ̃t

∂r2t ∂
r1k ? ∂∂r2t ∂

r1fvol∂Σ̃t

)
+ CC0[Ek(t) + Cb.d.]

+ ∂t

(∫
Σ̃t

N∂r2t ∂
r1k ?N (kr2;r1;0, kr2−1;r1;1, g0;r1;1,Φr2;r1;1)volΣ̃t

)
−
∫

Σ̃t

N∂r2t ∂
r1k ?N (kr2;r1;0, kr2−1;r1;1, g0;r1;1,Φr2;r1;1)volΣ̃t

+

∫
Σ̃t

∂t∂
r2
t ∂

r1k ?N (kr2−1;r1;2)volΣ̃t

≤ ∂t
(∫

∂Σ̃t

∂r2t ∂
r1k ? ∂∂r2t ∂

r1fvol∂Σ̃t

)
+ CC0[ sup

τ∈[0,t]

Ek(τ) + Cb.d.] (IBP in ∂ and use of (3.7),(3.9))

+ ∂t

(∫
Σ̃t

N∂r2t ∂
r1k ?N (kr2;r1;0, kr2−1;r1;1, g0;r1;1,Φr2;r1;1)volΣ̃t

)
Combining (3.13)-(3.18) and integrating in [0, t], we obtain the inequality:

1

2
Ek(t) ≤C[Etotal(0) + Cb.d.] + CC0[t sup

τ∈[0,t]

Ek(τ) + tCb.d.]−
∫

Σ̃t

∂
2
∂r−1g ? ∂r+1kvolΣ̃t

+
∑

r1+r2≤r

[ ∫
Σ̃t

N∂r2t ∂
r1k ?N (kr2;r1;0, kr2−1;r1;1, g0;r1;1,Φr2;r1;1)volΣ̃t

+

∫
∂Σ̃t

∂r2t ∂
r1k ? ∂∂r2t ∂

r1fvol∂Σ̃t
−
∫
∂Σ̃t

2hAB∂A∂
r2
t ∂

r1kC
C∂r2t ∂

r1kNBvol∂Σ̃t

]
(3.19)

≤CEtotal(0) +
C

ε
Cb.d. + CC0

[ t
ε

sup
τ∈[0,t]

Ek(τ) + tCb.d.
]

+ εEk(t)
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−
∑

r1+r2≤r

∫
∂Σ̃t

2hAB∂A∂
r2
t ∂

r1kC
C∂r2t ∂

r1kNBvol∂Σ̃t

where in the last inequality, we applied Cauchy-Schwarz, trace inequality, (3.5) and the estimate (3.9) in
Lemma 3.2.

Note: We need to be careful of the boundary terms in the last line of (3.19), since they do not inherit
any smallness. Instead, we perform a precise trace inequality and observe that the resulting constants are
within a certain range that allows us to absorb the arising terms in the LHS. To begin with, it is necessary
that we use the boundary condition (2.27), in order to reduce the absolute value of the constants in each
term generated by the procedure:

−
∫
∂Σ̃t

2hAB∂A∂
r2
t ∂

r1kC
C∂r2t ∂

r1kNBvol∂Σ̃t
(3.20)

=

∫
∂Σ̃t

hAB∂A∂
r2
t ∂

r1kNN∂
r2
t ∂

r1kNB − hAB∂A∂r2t ∂
r1kC

C∂r2t ∂
r1kNBvol∂Σ̃t

(by (2.27))

=

∫
Σ̃t

[
hAB∂AN∂

r2
t ∂

r1kNN∂
r2
t ∂

r1kNB + hAB∂A∂
r2
t ∂

r1kNNN∂
r2
t ∂

r1kNB

− hAB∂AN∂r2t ∂
r1kC

C∂r2t ∂
r1kNB + hAB∂A∂

r2
t ∂

r1kC
CN∂r2t ∂

r1kNB

]
volΣ̃t

+

∫
Σ̃t

Γ ? ∂∂r2t ∂
r1k ? ∂r2t ∂

r1kvolΣ̃t

≤
∫

Σ̃t

[
− hABN∂r2t ∂

r1kNN∂A∂
r2
t ∂

r1kNB + hAB∂A∂
r2
t ∂

r1kNNN∂
r2
t ∂

r1kNB (IBP)

+ hABN∂r2t ∂
r1kC

C∂A∂
r2
t ∂

r1kNB − hAB∂A∂r2t ∂
r1kC

CN∂r2t ∂
r1kNB

]
volΣ̃t

+ CC0tEk(t) + εEk(t) +
C

ε
Ek(0)

≤
∫

Σ̃t

η

2
|∇∂r2t ∂

r1kNN |2g +
η

2
|∇∂r2t ∂

r1kC
C |2g +

1

η
hAB∂i∂r2t ∂

r1kNA∂i∂
r2
t ∂

r1kNBvolΣ̃t

+ CC0tEk(t) + εEk(t) +
C

ε
Ek(0)

Incorporating (3.20) into (3.19) and recalling the definition (3.3) of Ek(t), we deduce the inequality:

1

2
Ek(t) ≤ C

ε
Etotal(0) +

C

ε
Cb.d. + CC0

[ t
ε

sup
τ∈[0,t]

Ek(τ) + tCb.d.
]

+ εEk(t) + max{η
2
,

1

4η
}Ek(t), (3.21)

for all t ∈ [0, T ]. Thus, setting η = 3
4

and taking ε, T
ε

sufficiently small, we can absorb all Ek terms in
the LHS and deduce the estimate (3.12)

Remark 3.4. We would like to emphasize the somehow surprising appearance of the boundary terms
(3.20) in the final energy inequality and their seemingly delicate nature. If we had not splitted up the
terms using (2.27), then the coefficient of the last term in (3.21) would be max{η, 1

4η
} ≥ 1

2
, which would

render the corresponding term barely non-absorbable.

Sketch of the Picard iteration scheme. One may construct a sequence of iterates kn, gn,Φn, n ∈ N, where
k0, g0,Φ0 are set equal to their initial values everywhere, by considering the following linear system of
equations:

∂tg
n+1
ij =− 2Φnknij

[(Φn)−1∂t((Φ
n)−1∂t)−∆gn ](kn+1)i

j =N (Φn1;0;2, g
n
0;0;2, k

n
1;0;0, k

n
0;0;1)i

j (3.22)

∆gnΦn+1 = |kn|2Φn+1

where the RHS of the second equation corresponds to (2.37). Then, by assuming gn, kn,Φn satisfy the
energy estimate (3.6), imposing the boundary conditions9

Φn+1 = 1, (k̃n+1)A
B = trgnk

n+1 = 0, gn∇Nkn+1
NA = −g

n

∇B(kn+1)A
B , n ∈ N

1

2
[g
n

∇N (kn+1)NN − gn∇N (kn+1)A
A] = −g

n

∇Akn+1
NA , on {∂Σ̃t}t∈[0,T ],

(3.23)

9Here we write the boundary conditions for kn+1 in covariant form, using the connection of gn.
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and by repeating the energy estimates just derived above, we infer that gn+1, kn+1,Φn+1 satisfy (3.6) as
well. This proves by induction that the total energy of the iterates is uniformly bounded in n ∈ N. As it is
usual for quasilinear hyperbolic equations, see [6, Appendix III.4.3.1], in order to prove that the sequence is
a contraction, we must close the corresponding estimates for the differences gn+1−gn, kn+1−kn,Φn+1−Φn

using the analogous energy containing one derivative less of the unknowns. This is due to the presence
of terms of the form (gn − gn−1)∂2kn in the resulting equations for the differences or terms of the form
(gn − gn−1)∂kn in the boundary conditions satisfied by kn+1 − kn. However, the energy argument is
practically the same. As for the arising boundary integrals that correspond to the latter terms, they
can be safely handled by trace inequality, as in (3.18), provided we commute the equations with one
coordinate derivative less than for the energy boundedness argument. Hence, we obtain local existence
and uniqueness for the original reduced system (2.2),(2.7),(2.18).

Finally, to be fully legitimate, we have to show that the above sequence of iterates is well-defined,
that is, a solution to the linear system (3.22), subjected to the conditions (3.23), actually exists. Given
Φn, kn, the first equation is solved trivially for gn+1 by integrating in t. For the third equation, we notice
that the RHS has a favourable sign. Hence, existence for Φn+1− 1 with homogeneous Dirichlet boundary
conditions can be shown via the standard Lax-Milgram argument. In order to obtain existence of a
solution to the system of wave equations for the components of kn+1, we may use a duality argument.
This is mainly based on a priori estimates, which we derived in the previous subsection, and a study of
the adjoint problem. Roughly speaking, if the adjoint system has a similar form, then the same energy
estimates apply, yielding a weak solution by Riesz representation theorem, see [14, §5.2.2]. One can then
improve its regularity by using that of the initial/boundary data and the inhomogeneous terms (previous
iterates).

Since the equations for (k̃n+1)A
B , trgnk

n+1, decouple from those for (kn+1)C
C − kn+1

NN , k
n+1
NA , and

they are subject to homogeneous Dirichlet boundary conditions, existence for the former is standard.
The main ingredient for studying the adjoint system of (kn+1)C

C − kn+1
NN , k

n+1
NA is identifying the dual

boundary conditions. This is done by considering test functions vCC , vNN , vNA ∈ C∞0 ({0 < t < T}),
multiplying the corresponding equations, integrating in {Σ̃t}t∈[0,T ], integrating by parts and setting the
arising boundary integrals equal to zero. We may assume that (kn+1)C

C−kn+1
NN , k

n+1
NA have trivial data, by

incorporating them in the RHS. Also, for convenience, we consider the covariant version of the equations,
which take the form:

(e2
0 −∆gn)[(kn+1)C

C − kn+1
NN ] =F 1

NN ? ∂kn+1 + F 2
NN ? kn+1 + F 3

NN

(e2
0 −∆gn)kn+1

NA =F 1
NA ? ∂k

n+1 + F 2
NA ? k

n+1 + F 3
NA,

(3.24)

where F iNj are known, regular functions and e0 := ∂s. Then in order to make the boundary condition
for kn+1

NA , in (3.23), purely homogeneous, we substract from kn+1
NA a function depending on the boundary

data (k̂n+1)A
B , such that we have

gn∇Nkn+1
NA = −1

2
∇A(kn+1)C

C (3.25)

We consider now the weak formulation of the equations (3.24) that corresponds to a coercive energy [cf.
(3.3)]: ∫ T

0

∫
Σ̃s

(vC
C − vNN )(F 1

NN ? ∂kn+1 + F 2
NN ? kn+1 + F 3

NN )

+ 8vN
A(F 1

NA ? ∂k
n+1 + F 2

NA ? k
n+1 + F 3

NA)volΣ̃sds

=

∫ T

0

∫
Σ̃s

(vC
C − vNN )(e2

0 −∆gn)[(kn+1)C
C − kn+1

NN ] + 8vN
A(e2

0 −∆gn)kn+1
NA volΣ̃sds

=

∫ T

0

∫
Σ̃s

[(kn+1)C
C − kn+1

NN ](e2
0 −∆gn)(vC

C − vNN ) + 8kn+1
NA (e2

0 −∆gn)vN
AvolΣ̃sds (3.26)

+

∫ T

0

∫
∂Σ̃s

[
[(kn+1)C

C − kn+1
NN ]∇N (vC

C − vNN )− (vC
C − vNN )∇N [(kn+1)C

C − kn+1
NN ]

+ 8kn+1
NA ∇NvN

A − 8vN
A∇Nkn+1

NA

]
vol∂Σ̃s

ds

The adjoint system of equations for vC
C − vNN , vNA can be read from (3.26), by setting the boundary

terms in the last two lines equal to zero. Evidently, it is of the form (3.24) and the dual boundary
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conditions are derived from

0 =

∫ T

0

∫
∂Σ̃s

[
[(kn+1)C

C − kn+1
NN ]∇N (vC

C − vNN )− (vC
C − vNN )∇N [(kn+1)C

C − kn+1
NN ]

+ 8kn+1
NA ∇NvN

A − 8vN
A∇Nkn+1

NA

]
vol∂Σ̃s

ds

=

∫ T

0

∫
∂Σ̃s

[
2(kn+1)C

C∇N (vC
C − vNN )− 2vC

C2∇Akn+1
NA + 8kn+1

NA ∇NvN
A

+ 8vN
A 1

2
∇A(kn+1)C

C

]
vol∂Σ̃s

ds

=

∫ T

0

∫
∂Σ̃s

[
2(kn+1)C

C(∇NvCC −∇NvNN − 2∇AvNA) (3.27)

+ 4kn+1
NA (2∇NvNA +∇AvCC)

]
vol∂Σ̃s

ds

Thus, we conclude that the boundary conditions for vC
C − vNN , vNA are the same as the ones in

(3.23),(3.25) for (kn+1)C
C − kn+1

NN , k
n+1
NA :

∇NvCC −∇NvNN = 2∇AvNA, ∇NvNA = −1

2
∇AvCC . (3.28)

A posteriori this can be justified from the fact that the boundary conditions for kn+1 were chosen such
that after various integrations by parts in the energy estimates, the quadratic terms in first derivatives of
kn+1 in the boundary terms cancel out, leaving terms that can be handled by trace inequality. The energy
estimates for the adjoint problem are therefore the same. This proves existence for (kn+1)C

C−kn+1
NN , k

n+1
NA

and completes our sketch of the Picard iteration scheme.

4 Vanishing of the Ricci tensor: Solution to the EVE

Let g be the metric of the form (2.1), where g satisfies (2.2) and k,Φ solve (2.7),(2.18). Then, according
to Proposition 2.1 , the spacetime Ricci tensor satisfies the propagation equation (2.6). Considering the
Einstein tensor Gij = Rij − 1

2
gijR, (2.6) implies the equation:

e0Gij = ∇iGj +∇jGi − gij∇aGa −∇i∇jtrk +
1

2
gij∆gtrk + kijR +

1

2
gije0R00 − gijkabRab (4.1)

The above equation is coupled to the wave equation (2.19) for trk:

e2
0trk −∆gtrk = e0[(trk)2] + 4Φ−1(∇aΦ)Ga (4.2)

On the other hand, from (2.17) and (2.18) we also have

R00 = e0trk. (4.3)

Combining (4.2)-(4.3), the equation (4.1) becomes

e0Gij =∇iGj +∇jGi − gij∇aGa −∇i∇jtrk + gij∆gtrk + kijR− gijkabRab

+
1

2
gije0[(trk)2] + 2gijΦ

−1(∇aΦ)Ga,
(4.4)

where we can also write

R = −G, Rab = Gij −
1

2
gijG, G := gabGab. (4.5)

Next, we utilise the contracted second Bianchi identity to derive a propagation equation for Gi:

e0Gi = e0R0i =D0R0i + Φ−1∇jΦRji − kijR0j + Φ−1∇iΦR00

=DjRi
j − 1

2
∂iR + Φ−1∇jΦRji − kijR0j + Φ−1∇iΦR00

=∇jRi
j − 1

2
∂iR + Φ−1∇jΦRji + ki

jR0j − Φ−1∇iΦR00 (4.6)
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+ trkR0i + ki
jR0j

=∇jGij + Φ−1∇jΦRji + 2ki
jR0j + trkR0i − Φ−1∇iΦR00

Taking the divergence of (4.1) and utilising (4.6), we derive the following wave equation for Gi:

e2
0Gi −∆gGi = L(∇G,G,∇G,G,∇∇trk, e0∇trk,∇trk, e0trk) (4.7)

where L is a linear operator in the corresponding variables.10

4.1 Boundary conditions

The conditions (2.27)-(2.29), combined with the Coddazi identity (2.15), imply the following boundary
conditions on T :

trk = 0, GA = R0A = ∂Atrk −∇ikAi = ∂Atrk = 0,

GN = R0N = ∇N trk −∇ikNi = ∇NkAA −∇AkNA =
1

2
∇N trk

(4.8)

These conditions, together with (4.1),(4.2),(4.7), define a well-determined boundary value problem for
trk,Gij ,Gi.

4.2 Modified equations

In order to avoid losing derivatives, we need to modify the Gi’s, such that they all have homogeneous
Dirichlet data on the boundary. For this purpose we set:

G̃i := Gi −
1

2
∇itrk (4.9)

Then (4.1) becomes

e0Gij =∇iG̃j +∇j G̃i − gij∇aG̃a +
1

2
gij∆gtrk + kijR− gijkabRab

+
1

2
gije0[(trk)2] + 2gijΦ

−1(∇aΦ)G̃a + gijΦ
−1(∇aΦ)∇atrk

(4.10)

On the other hand, G̃i satisfies a wave equation of the same form as (4.7), since the additional terms in
the LHS, after plugging in (4.9), equal

−1

2
e2

0∇itrk +
1

2
∆g∇itrk, (4.11)

which after the appropriate commutations and the use of (4.2) give rise to terms which are already
included in L̃ below:

e2
0G̃i −∆gG̃i = L̃(∇G,G,∇G̃, G̃,∇∇trk, e0∇trk,∇trk, e0trk) (4.12)

The advantage of working with G̃i is that they all satisfy homogeneous Dirichlet boundary conditions:

G̃i := Gi −
1

2
∇itrk = R0i −

1

2
∇itrk

(4.8)
= 0, on T . (4.13)

4.3 Energy estimates for the Einstein tensor

Recall that the Einstein tensor and trk, ∂ttrk vanish initially on Σ̃0 by assumption, see (2.30)-(2.32). In
order to prove the vanishing of the Einstein tensor, together with the validity of our gauge condition
everywhere, trk = 0, we need to establish an energy estimate for the system (4.10),(4.2),(4.12), subject
to the boundary conditions (4.13), trk = 0.

The energy for G̃i reads ∫
Σ̃t

gije0G̃ie0G̃j +∇j G̃i∇j G̃i + G̃iGi (4.14)

10The coefficients can be expressed in terms of the reduced solution and are therefore in C1.
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Going back to (4.2), we notice that there is room to commute once with any tangential derivative ∂ =
∂t, ∂1, ∂2. Thus, by a standard Gronwall type of argument, we can control the following energy of trk:

E[trk] :=

∫
Σ̃t

(e2
0trk)2 + (∇∂trk)2 + (e0∂trk)2 + (e0trk)2 + (∇trk)2 + (trk)2 (4.15)

by

E[trk] . T
∑
i

sup
t∈[0,T ]

(‖e0G̃i‖2L2 + ‖∇G̃i‖2L2 + ‖G̃i‖2L2 (4.16)

Then, using the wave equation (4.2), we can also control ∇N∇N trk in L2, hence, controlling all second
derivatives of trk:

‖∇N∇N trk‖2L2 . T
∑
i

sup
t∈[0,T ]

(‖e0G̃i‖2L2 + ‖∇G̃i‖2L2) +
∑
i

sup
t∈[0,T ]

‖G̃i‖2L2 (4.17)

Note that although the last term in the preceding inequality, seemingly, has no smallness in T , we can
directly bound it from its time derivative

e0‖G̃i‖2L2 . ‖G̃i‖2L2 + ‖e0G̃i‖2L2 ⇒ ‖G̃i‖2L2 . T‖e0G̃i‖2L2 (4.18)

On the other hand, we are forced to estimate Gij only in L2, due to the first order terms ∇j G̃i in the
RHS of (4.10). A direct time differentiation of its L2 norm, followed by a use of Gronwall’s inequality
yields

3∑
i,j=1

∫
Σ̃t

(Gij)
2 . T

∑
i

sup
t∈[0,T ]

(‖e0G̃i‖2L2 + ‖∇G̃i‖2L2 + ‖G̃i‖2L2) (4.19)

For the energy estimates for G̃i, we first note that both G̃i, e0G̃i vanish initially at t = 0 by (2.31) and
(2.30),(4.6). Also, according to (4.13), G̃i has homogeneous Dirichlet boundary data, for all i. Thus, if it
was not for the terms ∇G in the RHS of (4.12), the energy estimates for Ga would be standard. However,
we can handle these terms by integration by parts. More precisely, the standard energy estimate for (4.7),
combined with (4.16)-(4.19), gives an inequality of the form:∫

Σ̃t

(e0G̃)2 + (∇G̃)2 + (G̃)2 ≤CT
∑
a

sup
t∈[0,T ]

(‖e0G̃a‖2L2 + ‖∇G̃a‖2L2 + ‖G̃a‖2L2)

+

∫ t

0

∫
Σ̃τ

L(∇G, ∂τ G̃)

(4.20)

Moreover, integrating by parts we have:∫ t

0

∫
Σ̃τ

f∇G∂τ G̃b
(4.13)

= −
∫ t

0

∫
Σ̃τ

(fG∂τ∇G̃b + f∂τΓGG̃b +∇fG∂τ G̃b)

=

∫ t

0

∫
Σ̃τ

[∂τ (fG)∇G̃b − ΓGG̃b −∇fG∂τ G̃b]−
∫

Σ̃t

fG∇G̃b
(4.21)

Notice that all the terms in the preceding RHS can be absorbed in the LHS of (4.20), after plugging in
(4.10), by using Cauchy-Schwarz and the smallness in T in the above estimates.

Thus, all variables trk,Gij , G̃i must vanish everywhere, which shows that the solution of the reduced
equations (2.2),(2.7),(2.18) is indeed a solution of the EVE, satisfying the maximal gauge trk = 0.
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