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On the initial boundary value problem for the Einstein vacuum
equations in the maximal gauge

Grigorios Fournodavlos,* Jacques Smulevicif

Abstract

We consider the initial boundary value problem for the Einstein vacuum equations in the maximal
gauge, or more generally, in a gauge where the mean curvature of a timelike foliation is fixed near the
boundary. We prove the existence of solutions such that the normal to the boundary is tangent to the time
slices, the lapse of the induced time coordinate on the boundary is fixed and the main geometric boundary
conditions are given by the 1-parameter family of Riemannian conformal metrics on each two-dimensional
section. As in the local existence theory of Christodoulou-Klainerman for the Einstein vacuum equations
in the maximal gauge, we use as a reduced system the wave equations satisfied by the components of
the second fundamental form of the the time foliation. The main difficulty lies in completing the above
set of boundary conditions such that the reduced system is well-posed, but still allows for the recovery
of the Einstein equations. We solve this problem by imposing the momentum constraint equations on
the boundary, suitably modified by quantities vanishing in the maximal gauge setting. To derive energy
estimates for the reduced system at time ¢, we show that all the terms in the flux integrals on the
boundary can be either directly controlled by the boundary conditions or they lead to an integral on the
two-dimensional section at time t of the boundary. Exploiting again the maximal gauge condition on the
boundary, this contribution to the flux integrals can then be absorbed by a careful trace inequality in the
interior energy.

1 Introduction

One of the most fundamental properties of the Einstein equations, if not the most, is their hyperbolic
nature. This naturally leads to the initial value problem in General Relativity, solved in the work of
Choquet-Bruhat [3]: In the vacuum case, given any Riemannian manifold (X, h) and covariant symmetric
2-tensor k, satisfying the constraint equations

R — |k|® + (trk)?
dtrk —divk = 0,

where R is the scalar curvature of h, trk is the trace of k with respect to h, dtrk its differential and
divk its divergence, there exists a maximaﬂ globally hyperbolic development (M, g) of (3, h, k), which
is unique modulo diffeomorphisms. As a development of the data, it is a solution to the vacuum Einstein
equations (EVE):

Ric(g) = 0, (1.3)

such that (3, h, k) can be embedded in M with (h, k) being the first and second fundamental forms of
the embedding. Due to the geometric nature of the equations, to prove local well-posedness, one typically
makes various gauge choices to derive a reduced system of partial differential equations. This reduced
system needs to be both hyperbolic in some sense and allow for the recovery of the full Einstein equations.

In this paper, we will consider the initial boundary value problem, that is to say we are interested
in constructing a 3 + 1 Lorentzian manifold (M, g) such that OM = X U T, where ¥ is a spacelike

*Sorbonne Université, CNRS, Université de Paris, Laboratoire Jacques-Louis Lions (LJLL), F-75005 Paris, France,
grigorios.fournodavlos@sorbonne-universite.fr

fSorbonne Université, CNRS, Université de Paris, Laboratoire Jacques-Louis Lions (LJLL), F-75005 Paris, France,
jacques.smulevici@sorbonne-universite.fr

IThe construction of a maximal development is due to Choquet-Bruhat and Geroch [4].



1 INTRODUCTION

hypersurface of M with boundary S, 7 is a timelike hypersurface of M with compact boundary S and
>NT = S. X can be thought of as the initial hypersurface and thus, we should consider the first and
second fundamental forms of ¥ as given, while on 7, boundary data or boundary conditions will need
to be imposed so as to make the problem well-posed. On S, one typically needs compatibility conditions
between the initial data and the boundary data.

On top of its intrinsic mathematical appeal, the initial boundary value problem is motivated by

e the study of asymptotitcally Anti-de-Sitter spacetimes, which naturally leads to an initial boundary
value problem after conformal rescaling,

numerical applications, where, for numerical purposes, one typically needs to solve the equations on
a finite domain with boundary,

possible coupling with massive matter of compact support, as for instance in the study of the
Einstein-Euler equations, where the exterior region will posess such a timelike boundary [11].

The initial boundary value problem in General Relativity was first solved in the work of Friedrich in
the Anti-de-Sitter case [9] and Friedrich and Nagy for the Einstein vacuum equations with timelike
boundary [I0]. For an extensive review, we refer to [13]. Apart from the Friedrich-Nagy approach, which
is based on the Bianchi equations and the construction of a special frame adapted to the boundary, the
other well-developed theory for the study of the initial boundary value problem is that of Kreiss-Reula-
Sarback-Winicour [12] based on generalized harmonic coordinates.

In this paper, we prove well-posedness of the initial boundary value problem for the Einstein vacuum
equations formulated in the maximal gauge, or more generally, in any gauge where the mean curvature
of a timelike foliation is fixed. More precisely, we prove the existence of solutions such that the time
slices intersect the boundary orthogonally, the lapse of the induced time coordinate on the boundary is
fixed and the main geometric boundary conditions are given by the 1-parameter family of Riemannian
conformal metrics on each two-dimensional section. The dynamical variables that we consider are the
components of the second fundamental form of the time foliation which satisfy a system of wave equations,
as originally identified by Choquet-Bruhat-Ruggeri [5]. In the work of Christodoulou-Klainerman [7], this
wave formulation of the equations was exploited to prove local existence of solutions to the Einstein
equations in the maximal gauge. In the presence of a timelike boundary, one now needs to provide
boundary conditions for the components of the second fundamental form. As is standard for geometric
hyperbolic partial differential equations with constraints, the boundary conditions have to be compatible
with the constraints.

We identify that these can be chosen as follows:

e With ¢ as the time function, whose level sets are the maximal slices X¢, and S; = 3 N7, T being
the timelike boundary, prescribing the conformal class of the induced metrics on each S implies
Dirichlet type boundary conditions for the traceless part of the projection of k on each S;. This
essentially encodes the standard degrees of freedom corresponding to gravitational radiation.

e These boundary conditions are first complemented by the requirement that the slices X; intersect T
orthogonally, by fixing the lapse of the induced time coordinate on 7 and by imposing the maximal
condition trk =0 on 7.

e If A B are indices that correspond to spatial directions tangent to 7" and orthogonal to ¢, it remains
to impose boundary conditions on the trace of kap (or equivalently on the volume forms of the
induced metrics on S; ), as well as on knya, where N denotes the unit normal to the boundary. For
this, we identify a system of boundary conditions which is essentially equivalent to the momentum

constraint equations (|1.2)) in the maximal gauge, see (2.27))-(2.29).

The fact that, with these boundary conditions, on one hand, one can close energy estimates and on the
other hand, one can a posteriori recover the Einstein equations, is the main contribution of this paper.

Since the maximal gauge was instrumental in several global in time results for the Einstein equations,
such as the monumental work of Christodoulou-Klainerman [7] on the stability of Minkowski space, our
results may find applications in the global analysis of solutions in the presence of a timelike boundary.
Moreover, let us mention that the BSSN formulation [2], which is heavily used in numerical analysis, is
based on a 3+ 1 decomposition of the Lorentzian metric and thus its analysis is likely to be closely related
to the one we pursue here.

One of the outstanding issues remaining, concerning the initial boundary value problem, is the ge-
ometric uniqueness problem of Friedrich [9]. Apart from the AdS case, all other results establishing
well-posedness for some formulations of the initial boundary value problem impose certain gauge condi-
tions on the boundary and the boundary data depends on these choices. In particular, given a solution
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(M, g) to the Einstein equations with a timelike boundary, different gauge choices will lead to different
boundary data, in each of the formulations for which well-posedness is known. On the other hand, if
we had been given the different boundary data a priori, we would not know that these lead to the same
solution. The situation is thus different from the usual initial value problem for which only isometric data
leads to isometric solutions, which one then regards as the same solution. In the AdS case, this problem
admits one solution: in [9], Friedrich proved that one can take the conformal metric of the boundary as
boundary data, which is a geometric condition independent of any gauge choice.

The work of this paper still requires certain gauge conditions to be fixed, however, our boundary
conditions describe at least part of the geometry of the boundary (via the family of conformal metrics).

To state more precisely our main result, let us consider a Lorentzian manifold (M, g) with a time
function t, such that

g = —®%dt® + gijda’da?

where z*, 2%, 2> are t-transported coodinates, g, k denote the first and second fundamental forms of the
level sets 3; of t, satisfying moreover the maximal condition trk = 0. We assume that we are given initial
data (h, k) on 3¢ and that IM = XoUT, where T is a timelike boundary, which we assume coincides with
{xs = 0}. Here, M admits coordinates (t,ml,xz,xg), where z* is assumed to be a boundary definining
function. The induced metric on the boundary is thus given by

H= 3%t + gu(dxl)2 + ggg(dm2)2 + 2g12dx1dx2.
The intersection of ¥; and T is a spacelike 2-surface, denoted by S:, with metric
¢ = g1 (dz")? + gaa(dz®)? + 2g12da’ da”.

Our boundary conditions will be such that we fix ® = 1, as well as the conformal classes [g:] of the
1-parameter family of metrics g:. Since the cross sections S; are all diffeomorphic to each other, one
can think of this part of the data as a 1-parameter family of conformal metrics on a fixed 2-dimensional
manifold S. Moreover, on Sy, compatibility conditions between ¢; and h, k will be required. These are

introduced below in Subsection see (2.33)).

With this notation, we prove the following theorem

Theorem 1.1. Let (3,h,k) be initial data satisfying the constraint equations —, with ¥ a
3-dimensional manifold with compact boundary S and k being traceless trk = 0 (near the boundary).
Consider a 1-parameter family of conformal metrics [qe]ter on S, verifiying the compabitility conditions
discussed in Subsection Then, there exists a Lorentzian manifold (M, g) with timelike boundary T,
satisfying , such that M is foliated by Cauchy hypersurfaces ¥¢, t € I, an embedding of ¥ onto ¢
such that (h, k) coincides with the first and second fundamental forms of the embedding, and the boundary
conditions are verified on T, as introduced above. The time interval of existence, I, depends continuously
on the initial and boundary data.

Remark 1.2. The conditions trk = 0, <I>| -+ =1, are not essential for our overall local existence argument.
However, we do need to fix the foliation ¥; (near the boundary), such that trk:,<I>|7_ are prescribed,
sufficiently regular functionsEI

Remark 1.3. If the data is asymptotically flat and trk = 0 initially, then one can obtain a solution
which is globally foliated by maximal hypersurfaces.

Remark 1.4. The spacetime metric g is constructed by solving a set of reduced equations in the above
gauge, verifying appropriate boundary conditions, see Section [3] Uniqueness for these equations also
holds, however, it does not imply the desired geometric uniqueness we would like to have for the EVE.

The proof of Theorem [I]] is based on deriving energy estimates, near the boundary, for a system
of reduced equations, subject to certain boundary conditions, that we set up in Section The energy
argument is carried out in Section [3] We should note that even in the case where no timelike boundary
is involved, the most naive scheme based on standard energy estimates would fail to close due to loss of
derivatives, see Remark

Interestingly, for the boundary value problem, even after exploiting all our boundary conditions, the
total energy flux of k at the boundary does not a priori have a sign. However, we demonstrate that after
a careful use of trace inequalities, the terms which a priori could have the wrong sign can be absorbed
in the interior energies. Emphasis is given to one particular boundary term, which is at the level of the

2 Conditions for the existence of spacelike foliations with prescribed mean curvature, in the presence of boundaries, have
been established by Bartnik [I].
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main top order energies, and which requires a certain splitting in order to be absorbed in the left hand
side of the estimates, see Remark Such a manipulation is possible thanks to the maximal condition
being valid on the boundaryﬂ

In Section [4] we confirm that the solution to the reduced system of equations is in fact a solution to
(1.3). First, we derive a system of propagation equations for the Einstein tensor, subject to boundary
conditions induced from the ones of the reduced system, which are eligible to an energy estimate. Com-
bining this fact with the vanishing of the Einstein tensor initially and the homogeneity of the induced
boundary conditions for the final system of equations, we infer its vanishing everywhere.

For the energy estimates of [3] in order to preserve the choice of boundary conditions, we commute the
equations only by tangential derivatives and recover the missing normal derivatives from the equations.
A similar argument is used in the recovery of the Einstein equations when commuting the equation for
trk in Section [l

Acknowledgements. We would like to thank everyone at the Mittag-Leffler Institute for
their hospitality and for generating a stimulating atmosphere, which was very beneficial for
the completion of this work, during our visit in the Fall 2019. Both authors are supported
by the ERC grant 714408 GEOWAKI, under the European Union’s Horizon 2020 research and
innovation program.

2 Framework

Our framework of choice is the one used for proving local existence for the EVE in the original
Christodoulou-Klainerman stability of Minkowski proof [7]. We include a detailed outline of the whole
procedure for the sake of completeness, cf. [7, §10.2]. Moreover, given that our main point of interest
is the initial boundary value problem (IBVP), we will focus mostly on controlling the boundary terms
arising in the local existence argument, both in the estimates for the reduced equations (Section [3)) and
in the recovery of the Einstein vacuum equations (Section .

Let (M'™ g) be a Lorentzian manifold with a timelike, 1 + 2 dimensional, boundary M. We
consider a time function ¢ and the associated vector field 9¢, which is parallel to the gradient of ¢ and
satisfies 0 (t) = 1. Also, let ', 2% 2 denote Lie transported coordinates along the integral curves of d;.
In this case the spacetime metric takes the form

g=—0%dt> + g = —0%dt* + gijdz’da’ B = (—g*P9atdst) 2, (2.1)

where ® is the lapse of the foliation {t =const.} =: ;. In this framework, the first variation equations
read

Oigi; = —2®kyj, kij == (Do, 05, €0) = kji, €0 =0 0y, (2.2)

where D is the covariant derivative intrinsic of g. The 2-tensor k;; is the second fundamental form of 3.
We also have

drg"” = 20kY. (2.3)
Moreover, the second variation equations read
atk‘ij = —Vivj'fb + @(Rij + kijtl‘k' — Qkilkﬂ) — @Rij, (2.4)

where V, R;; are the covariant connection and Ricci tensor of g, while R;; is the Ricci tensor of g.
Imposing the EVE, the latter vanishes, whereas the former equals [I5] (3.4.5)]:

Rij(g) = 0aT5i — 9;T% + TasT i — TSl (2.5)
=Vl — VIl = Tol5 + Tipla
where VI is interpreted tensorially, e.g.,
Vol o= 0T + TopT%; — To;Th — Dol

In order to reveal the hyperbolic structure of (2.2)-(2.4]), we need to differentiate (2.4]) in 9; and work
with its second order analogue.

3We adopt trk = 0 as one of our boundary conditions, see Subsection
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Proposition 2.1. Let g be a Lorentzian metric expressed in the above framework. Then the propagation
equation

eoRij = ViG; +V;G; — V;V trk, Gi := Ro;, (2.6)
is equivalent to the following wave equation for k;j:
G(Q)kij — Agk‘ij
=3 29,0V, V;® — &2V, V;0,® + & 20, T5,0P + eo(kijtrk — 2ki' k) (2.7)
+ O ki Ag® — B ROV VP — OOV, VP
— & 'VB(V,kia + Vikja — 2Vakij) + @ 'trkV,;V;®
+ 7'V, 0(Vitrk — Voki*) + @'V, ®(V trk — Vok;®)
— 3(kciRjC —+ kchic) + 2trkRj¢ —+ 2gjiRackca + (k‘i]‘ — gjitrk)R,
foralli,j=1,2,3.

Remark 2.2. The operations in (2.7) are covariant, where the 9; differentiations are viewed as applica-
tions of the Lie derivative operator Ly, , see also (2.9).

Remark 2.3. In the gauge trk = 0, many of the terms in (2.7)) can be actually dropped. However, these
terms would have to be added later in (2.6]), when we will verify that a solution to the reduced equations,
is actually a solution to the EVE, see Section []

Proof. The main ingredient is the derivation of a formula for the time derivative of R;;. For this purpose,
we introduce some commutation formulas:

OV aX) =0 |0a X0 +T0. X5 — T8 X0 — T, X0
=Vad XY+ X500, — X50,T8, — X2a,T5;, (2.8)
for any (1,2) tensor, where

Tl = ®k" (8uger + Ocgat — 01gac) + 9" [01(Pkac) — Da(Pker) — Oc(Pkiar)]
=20k T gyt + 97 [01(Phac) — Oa(Pker) — Oe(Phar)]

= g" [Vi(Pkac) — Va(Phket) — Ve(Pkar)] (2.9)
Differentiating ([2.5) and utilising (2.8)), we find
8tRz] = Vaatr‘;z + chzatrgc - ngatrgj - F(chatrgl (210)

— V0I5, — 5,05 + Te, 05 + 5005,
— 0 (Ical'5i) + 0u(I'ciLay)
= Va@il—‘?i — VjazF?a
Taking now the time derivative of (2.4) and employing (2.9))-(2.10), we derive:
(D Oekij) =D 2OV V;® — &'V, V0P + OO0 + Oy (Kijtrk — 2k k) (2.11)
+ Vo [V (®@kij) — V(i) — Vi(Pk; )]
— V[V (®kia) — Va(Pki®) — Vi(Pka")] — O R
=3 29,0V, V;® — &'V, V;0,® + & 'O + Oy (Kijtrk — 2k k)
—+ ‘I)Agkij —+ kijAgCI) —+ QVG‘I)Vakij - ki’lvavj@ - kj“VaWtI)
—Ve®(Vkia + Vikja) — V;OVek;* — V;®Vok;* — OV, V,k;* — ®V,V,k;"
—+ trijVz-@ —+ @Vjvitl‘k =+ Vitrkvjq) + VjtrkVZ&I) — 8tR7;j
Next, we utilise the identity:

—BV,V,ki® — DVaVik;® = —20Ru;ike® — R;kic — Rikje — DV, Vaki® — ®V:Vak;®,  (2.12)
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Note that in 3D the Riemann tensor can be expressed in terms of the Ricci tensor via the identity [15]
(3.2.28)]:

c (& c c (& 1 c c
Raji® = gaiRj" = 0a"Rji — gjiRa® + 0;" Rai — 5 R(9ai0;" — 8a"gji) (2.13)
) . ) 1
= —2<I)Rajickca =—-20 kCiRjL - tl“k'Rji — gjiRaLk'ca + kjaRm‘ — ER(]{J” — gjitrk:)

Also, from the contracted Gauss and Codazzi equations we have the identities:
R— k> + (trk)> = R+ 20 °Ry, (2.14)
djtrk — Vka; = 'Ry = Gj, j=1,2,3. (2.15)

Hence, plugging ([2.12),(2.13),(2.15)) in (2.11)), we arrive at the equation:
eokiy — Dgki
=329, 0V, V;® — &2V, V;0,® 4 & 20,19 + eo(kijtrk — 2k k) (2.16)
+ & ki jAg® — & kY, V0 — &4V, V0
— & 'VUB(V,kiq + Vikja — 2Vakij) + @ trkV,;Vi® — V,;Vitrk
+ @'V, 0(Vitrk — Voki*) + @'V, ®(V trk — Vok;®)
— 3(keiR;® + kejRi®) + 2trkRyji + 2giRake” + (kij — gjitrk)R
+ VG + ViG; —eoRyj

This completes the proof of the proposition. O

In the case of study, where g is a solution to the EVE, under the maximal gauge condition trk = 0,
the equation (2.6) holds trivially and hence so does (2.7). Moreover, taking the trace of (2.4]) and using
(2.14), we obtain the relations:

ditrk = —A,® + ®[R + (trk)’] — ®(R + Roo) = —A,® + |k[°® + PRoo (2.17)
Since trk and spacetime Ricci vanish, yields the following elliptic equation for the lapse:
Ay — |k*® =0. (2.18)
The reduced equations ,, form a closed system for g, k, ®.

Remark 2.4. A posteriori, having solved the reduced equations, in order to verify the validity of the
maximal gauge, we will need to propagate the vanishing of trk. For this purpose, we compute the trace

of , using only ,:
eotrk — Agtrk
=e0(2kY kij) + 2k eoki; + g (egkij — Agkij)
=e0(2k7kij) 4 2kY eoki; — g eo(® 'V, V;®) + g7 eo (kijtrk — 2k;' k1) (2.19)
+ 2trk|k|> — 207KV, V0 + 407 (VO D)G,
= eo[(trk)®] + 40~ H(V ®)G,
Remark 2.5. To our knowledge, the reduction of the EVE to a wave equation for k;; was first demon-

strated in the literature by Choquet-Bruhat-Ruggeri [5]. In fact, they derived a system for P;; :=
ki; — gijtrk, using the gauge choice

Ot =0 = 20,d = —trk,

for the t-foliation.

Remark 2.6. The Ricci tensor of ¢ in the RHS of contains terms having two spatial derivatives of
g. At first glance, this makes the closure of the reduced system more intricate, since does not gain
a derivative in space. However, we demonstrate below, see , how to treat these terms in the energy
estimates by integrating by parts. Alternatively, these terms could be replaced in the derivation of ,
in favour of spacetime Ricci, by using the second variation equations , involving only k, 0:k, VV®. In
that case, the propagation equation would have to be modified accordingly, adding the appropriate
combination of zeroth order Ricci terms.
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2.1 Boundary data and boundary conditions

We assume that the timelike boundary of M, T, is foliated by the compact surfaces 03 := 3 N T. Let
H denote the induced, 1 + 2, Lorentzian metric on the boundary 7. For simplicity, we assume that t|7_
defines a geodesic foliation with respect to the induced metric on the boundary, i.e., H takes the form

H:=g| = —[dt| )] +q = —[dt|)]* + (¢:) apda’da®, A, B=1,2, (2.20)

where ', 2? are coordinates propagated along the boundary by 8,5‘7—E| Combining this assumption with

the boundary condition
d=1, onT, (2.21)

we infer that the vector field 8t} , remains tangent to the boundary T, 8t| r € T(T), and hence, it
coincides with 0yr. Indeed, from the form of the metrics (2.1)),(2.20) and the definition of the lapse, it
follows that the (outward) unit normal to the boundary, N L T(T), annihilates ¢:

N(t) =0, on T, (2.22)

which in turn implies that the g-gradient of t is orthogonal to V.
Moreover, we assume that 90Xy has a neighbourhood in Y, which is covered by the level sets of a
defining function a:3E|

22=0: on 0o, 22 <0: inX \ 0%, dz® #0: on 0. (2.23)

Since 9:| . is tangent to the boundary, we may complement z® with coordinates z',z%, near a fixed

r ,
point p € 9o, and propagate these along 9 to obtain a coordinate system (¢, ', z2, :vd) in a spacetime
neighbourhood of p € 8%¢. Evidently, for small ¢, 2° will remain a defining function of the boundary.
Note that by definition, the gradient of 3, Dz3, is normal to the boundary. Hence, setting

N = Dixs, Da® = g"0,2°0; = g¥0;, ¢%0s = (¢)IN — g1 — gP0s,  (2.24)
g(Da?, Dx?)

the vector field N is an extension in M, locally around p, of the outward unit normal to the boundary 7.

Remark 2.7. The defining function z® is global near the boundary, but more than one coordinate patches
z!, 22 have to potentially be used, along the level sets of 2, in order to cover an entire neighbourhood of
the boundary 0%¢. However, for simplicity in the exposition of our overall argument, we will only work
with a single patch, projecting the wave equation for k onto this specific frame. Since the wave equation
for k is tensorial and since the lapse ® is independent of the choice of coordinates on X, the whole

procedure can then be carried out tensorially in the planes generated by 01 and 0s.

Boundary data: We evaluate k on the boundary against the adapted frame 04,05, N, A, B = 1,2.
The boundary data for the IBVP are given in terms of the 1-parameter family [g:] of conformal metrics on
9%, see Theorem [[.I] which only determine the values of the traceless part of k along the cross sections
0Y; with one index raised:

Lemma 2.8. Let (¢:)as = Q[q]ap and let

ka®:=ka® - %MBkCC. (2.25)
Then, it holds
ka® = —%[Qt]Bcat[Qt]AC + i5AB[Qt]D03t[Qt]DC» (2.26)
for all A,B =1,2.
Proof. We compute
kap :=— %@(QQ[QJAB% ke = Q7%q)] " kpe = —%[Qt}Dcat[Qt]Dc -207'9,9,

_ 1 1 ~
ka® =Q7%[q)"“kac = —50 @)% 0:(Q (@) ac) = —5[%}30@[%]/40 —da"Q 0.

Subtracting %5,43 times the second formula from the third, we notice that the terms involving §2 cancel
out, leaving (2.26)). O

4Defined such that it is parallel to the H-gradient of t|T, satisfying at‘T(t|T) =1.
5This can be for example, the Gaussian parameter in a tubular neighbourhood of 9%.
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To the rest of the components of k, we impose boundary conditions that propagate the maximal gauge
and the momentum constraint (1.2)) on the boundary 7:

knn = — ke, (2.27)
Vnkna :=— Vpka®
= - aB(ifAB + %5ABI€CC) + FgB(kcB - %5CB]€NN) - Fgc(ffAc - %5ACI€NN)
(2.28)
+x4knp + x5 kna,
%(VNkNN — Vnka) == V%na, (2.29)

where x;; := g(Da,d;, N) is the second fundamental form of the boundary T, while TSy are Christoffel
symbols associated to the induced metric ¢ on 9%;.

Remark 2.9. The combination of (2.27)-(2.28), imply the validity of the momentum constraint (L.2)),
projected on 01, 02. However, the last condition differs slightly from , in the normal direction
N, since a priori the Neumann type data Ntrk is not known to vanish on the boundary. We found such
a modification necessary for the absorption of the boundary terms that arise in the energy estimates for
the reduced equation , see Section Despite this modification, as we show in Section [4] the above
boundary conditions are sufficient for the recovery of the EVE from the reduced equations.

Remark 2.10. At first glance, the heavily coupled, mixed Dirichlet-Neumann boundary conditions

(12.27)-(2.29) seem to be losing derivatives in an energy argument for (2.7). However, we show that by
some careful manipulations, the arising boundary terms can all be absorbed in the main energies and
close the estimates, see Proposition |3.3

Initial data: An initial data set h, k for the EVE on g, induces the initial data for and half of the
initial data for . These are sufficient to determine ® from , satisfying the Dirichlet boundary
condition . Then the 0:k part of the initial data for is fixed by the second variation equations
(2.4), such that the EVE are valid initially on o:

Oikij|,_y = —ViV;® + (Rij + kijtrk — 2k:' ko) |, — Rij|,, =0, (2.30)

o

for every i,j = 1,2,3. Since g, k satisfy the constraints (1.1)-(1.2]) initially, combining (2.30)) with the
Gauss and Codazzi equations (2.14)-(2.15)), we also have:

ROOyEO =Roi|. =0, i=1,2,3. (2.31)

[

Moreover, k satisfies the maximal gauge trk = 0 on Xy. Then, by taking the trace in (2.30), we arrive at
(2.17) for ¢t = 0, where by employing (2.31) and the equation ([2.18]) for ®, we obtain:

dtrk|,_, = 0. (2.32)

The initial conditions — will be used in Section 4] to verify the EVE and the maximal gauge
everywhere.

Compatibility conditions: The initial tensors h, k on ¢ must induce tensors on S, which are compatible
with the prescribed boundary data. For example, [h’azo] = [qo] and l;:AB’S satisfying . The less

obvious condition for 9:k4” is given through (2.30):
A 1
dika®| = (Ra” — §5ABatch A (2.33)

where we used the vanishing of trk on Xy and . Notice that the LHS is expressed via solely
in terms of the conformal metric class [go] on S and the time derivatives of [g;] up to order two, evaluated
at ¢t = 0. Similar relations can be computed to any higher order. Also, note that by virtue of , the
Hessian of ® above equals:

VaVPe|, = —xa®No|,

where N® is determined through the Dirichlet to Neumann map for (2.18]).
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2.2 The commuted equations and boundary conditions

We find it suitable to evaluate the wave equation (2.7) against 01,92, N and obtain scalarisecﬂ versions
of ([2.7) for the components kaZ, kna, knn. Recall that 9; acts as a Lie derivative. Therefore, we need
to take into account the commutation of 9; with N:

(0. N,8) B2 0, [0, N)* = (Do, N)* — (Dyd)* =20Kn",  [0:, NIY = Dhwy,  (2.34)
This implies that

eokna =eo(kna) — 2kn"kpa — knnkna
eoknn =eo(knn) — 4knkan — 2k N
eokna =® Lo, (® Lo, kna)
=eoleo(kna) — 2kn"kpa — knnkna] — 2kn"eo(kpa) (2.35)
—knn [eo(kna) — 2kn"kpa — knnkya
eokny =eoleo(knn) — 4knkan — 2k x|
— 4kn"[eo(kna) — 2kn"kpa — knnknal
—2knn[eo(knn) — 4knkan — 2k n]

Moreover, the Laplacian of k;; expands schematically to:
Agki; = Ag(ki;) + Tk + A0 %k +TxTxk,  Ag(kij) = ¢"*0apki; — g**Topdckiy, (2.36)

yielding second order terms in g, in addition to the Ricci terms in the RHS of (2.7).
Thus, we may write (2.7)) in the following form:

(6(2) — Ag)kij = N(®1,052, 90:0:2, k0;0;1, kl;O;O)ij7 1,j=A,B,N, (2.37)

where we use the notation N [{(fi)p;;r;1; }] to denote a non-linear expression in the f;’s and their derivatives
up to order p; + r; + l; respectively, p; time derivatives, r; derivatives among 01, 0> and the additional
l; among N, 01, 02. If either of p;,ri,l; is less than zero, then the corresponding term is not taken into
account. The number of derivatives in each term, summing up the derivatives of each factor, does not
surpass max{p; + r; + l; }.

We commute with the tangential vector fields to the boundary: 9,20, & = 01,82. The
commuted set of equations reads:

(eg - Ag)atrzarl (kAB) :N(‘I)errl;n;%gO;n;Za kro—15r1325 Krgsr 152, kr2+1;r1;0)§
(€ — 89)0720™ (kn a)
(€5 — Ag)020™ (k)

N((I)T2+1;T1;2: go;ry1;2; sz—l;T1;2v kTQ;T1—1;27 (k)Tz-‘rl;Tl;O)NA (2-38)

N(®ry 11501525 G0sr152, Kro—15r1352, Kroyrs =152, Kro+13m130 ) NN

Remark 2.11. The term go.r;2 has no time derivatives, since we may replace a time derivative of g in
favour of @, k, using (2.2)).

Since the boundary data for ka® =ka? — %6ABkcc are given, see Lemma we may modify ka?
such that it has zero Dirichlet boundary data:

z B_ i B B
ka” =ka” — fa”, (2.39)
where fa” is a smooth extension in M of ];:AB| Then the system ([2.38]) becomes:
- v . :
- B B
(€5 = 8g)0;20™ (ka®) = N(@ryt1iryi2, 901525 Kra—1ir 2, Krairs —1:2, Kra 11305 fra 2105 frair2) 4
C Cc
(63 - Ag)az"zam (kc ) :N(¢T2+1?T1§27 gosry;2, krzfl;’fu% kTQ;n*l;?v kT2+1;T1;0a fr2+2§rl;07 fT2;7”1:2)C (2‘40)
(eg - Ag)atrzarl (kna) :N((I)Terl;m;?» 90sr1525 Kry 1501525 Krosry =152, Bro4 150130, fro42ir1:0, frami2) va
(eg - Ag)8:28n (knn) :N(¢T2+1;T1;2790;T1;27 kro—tir1:2, Kroiry =132, Kot 150150, fro42m1505 fromis2) N

where k in the RHS includes also /;AB.

6In the case where the initial cross section of the boundary cannot be covered by one coordinate patch, note that all equations
below can still be written tensorially in A, B.
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The corresponding differentiated equations for g;; and ® read:

ON'D" gi; = — 2N'0"(Phiz) + N (Kowoi—1, Posoi—1, Gosrst)is (2.41)
hABaAaBatrzaqu) + NN@:Z(?TICD = 8:28T1 (‘k|2¢)) +N((I)T2—1;T1;2: q)?“z;rr—l;?: go;ri;1, km—l;?“r;l) (2-42)

for every i,5 = 1,2, 3.

Remark 2.12. The top order terms in the RHS of , containing r1 + 2 spatial derivatives of g,
cannot be directly estimated in L? in terms of the energy of the wave operator in the LHS, since (2.41)
does not gain a derivative in space. We show how to treat these terms in the energy estimates, using the
structure of the equations, in the proof of Proposition [3-3]

We will also use the boundary conditions (2.28))-(2.29), commuted with 8;20":

NO20" kna = —0B0,20 lfAB — iaAafa Tke© + N (Ergsry —151, kro—130151, G0sr1315 Prgirs1) (2.43)
NOP2O knn — N2 ka® = —2070720™ kna + N (Krgiry —1:15 Kry—1my:15 G0iry 15 Proirga1),  (2.44)

Remark 2.13. The boundary term containing go.-,.1 cannot be directly absorbed in L? by the energy of
the system ([2.40)), via a trace inequality, at top order ro = 0. However, we may use the fact that g gains
a derivative in 0; to make a trade off and close the energy estimates for k, see the proof of Proposition

B3

3 Local existence

Our main goal in this section is to show how to derive energy estimates for the system ,,,
subject to the boundary conditions (2.21)),([2.27),([2-28),([.29). In the end of this section we outline the
steps that upgrade these energy estimates to a Picard iteration argument, hence, proving local existence
for the reduced system of equations in the same energy spaces. The fact that the Ricci tensor of a solution
to the reduced system vanishes is then demonstrated in the next section, which completes the proof of
Theorem [[L11

First, we argue that the problem can be localised in a neighbourhood of the boundary by realizing
the following three steps:

(P1) Consider the solution g1 to the EVE in the domain of dependence D(%g) of the initial hyper-
surface Xo. We may consider a timelike hypersurface Ting := {x3 = ¢}, for some ¢ > 0.

AN
N \
N |

D(Eo) it
,End T

S

Figure 1: The domain of dependence D(Xy).

(P2) Then, we restrict our attention to the region bounded between Tinq, 7. In particular, we solve
the reduced equations , , , by imposing the boundary conditions (2.21)), (2.27), (2.28),
on the artificial tlmehke boundary Tind, as well as considering anyﬂ regular Dirichlet boundary
data for ka® , everything defined with respect to a maximal foliation ¥, as depicted in Figure |2

(P3) After having solved the above reduced system of equations, in the region between Tin4, T, and
have concluded that it consitutes a solution to the EVE, gs, see Section[d] we then define our final vacuum

7 We could also consider the induced data on T;,,4 from the solution in the domain of dependence region D(Xp). However, it
makes no difference for our argument, since we discard part of the solution to the reduced equations near the artificial boundary.



3 LOCAL EXISTENCE

>0
Figure 2: The region between T;pq, T .

Lorentzial manifold by considering the metric

g1, D(ZO)
_ - 3.1
g { g2, D(EO) UDfree ’ ( )

derived from the two solutions g1, g2 in the union of the three regions depicted in Figure 8] The fact
that g is well-defined follows from the classical geometric uniqueness for the initial value problem in the
domain dependence of 3o, which implies that g1, g2 are isometric in D(Xo).

N\
N\
N\

l)free
D(Xo) T

D(Xo)
Figure 3: The domain D(Xy) U Dy¢yee of the resulting solution.

The domain of g obviously covers a future spacetime neighbourhood of ¥¢. This completes our localisation
procedure.

In the rest of this section, we treat the second part (P2), solving the reduced equations in the cylindrical
region between Tind, T -

Suppose that the boundary values of /%AB on 7ina have been incorporated in the definition of
IEAB, such that k4 ® has homogeneous Dirichlet boundary data on T;nq as well.
We will be working with the following energies:

3 T
Etotal(t) :Ek(t) + Z ||gij|‘i17‘+l(flt) + H(DH?iTJr?(it) + Z HatH_lq)Hiﬂ‘Jrl*i(itV (32)

i,j=1 i=0

E(t):= Y /i<Z[(eoaya”icAB)Q+|va:2a”/5AB|§}+(eoa:28“kcc)2
t A,B

ri4ra<r

+ VA2 ke + 4hM [e08;2 0 knaeod[2 0 knp + 8'0[20 " knadi0;20  knp]  (3.3)

+ (€002  knn ) + |VO20™ kNN|§>V012tv
where |Vul|] = g 0;ud;u, volg, is the intrinsic volume form, and

|\u||iﬂ<it> = Z i (Nm@”u)?'volgt. (3.4)

ritro<r’ St

As part of our assumption, g is a Riemannian metric initially. In what follows, we fix an r» > 3.

11
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At this point we make the assumption that a solution to the reduced system (2.2)),(2.7),(2.18) exists,
it lives in the above energy space and it satisfies

Etotal(t) < Co, te [O,To], (35)
for some Cy, Ty > 0. We will then show that (3.5) implies the estimate
Etotal (t) S C[Etatal (0) + Cb.d.]7 te [07 T]7 (36)

for some T' < Ty sufficiently small, depending on Cp, where C' > 0 is a uniform constant independent of
Co, and Ch.4. > 0 depends continuously on the LC"’([O7 TJ; H”'Q_i(flt)) norm of & faZ,i=0,...,r+2,
A, B = 1,2. Hence, by choosing Co = C[Ftotai(0) + Cp.q.] and To = T in the first place, our argument
can be transformed into an iteration scheme, see the discussion in the end of the section.

Lemma 3.1. The energy Eiotai(t) controls the corresponding energies for k that include N derivatives:

sup / (007 N0 u)? + VO N0 uljvolg < sup Eiotar(7) + Choa., (3.7)
b8

r€0,t] T€[0,t]
forallrs+ro4+r <r,u= ];:AB, ke, kna,knn, A, B =1,2, the implicit constant depending on Co.
Proof. From the wave equations (2.40) we have

73 7
NNOP?0™ u =N (Pryt1ir1525 G0ir152, Urg—1571:2, Urgsry — 1325 Urg+1ir1505 fra+2i0130, frars2)

(3.8)
+ €302 0" u — h*P0400/20  u,
where u in A can be any from IEAB,ICCC, kna,knn.
Thus, by iteratively differentiating (3.8) with N"? and taking the L? norms of both sides, we derive
(3.7) by finite induction in 7. The non-linear terms can be estimated in the standard way by making
use of the classical Sobolev inequality [|ulpe(s,) S lullg2(s,) and (3.5). As for the term go;r 2, at top
order r1 = r, which has one more derivative compared to the norm in the definition (3.2]) of the energy
Eiotai(t), we may replace it by its initial value and the time integral of the RHS of (2.41)). The arising
top order terms in k have then a smallness in ¢, after taking the Sup,¢o,y and can therefore be absorbed
in the LHS. O

Lemma 3.2. The H® norms of gij, ® are controlled by the energy of ki’ in the following fashion:

3 r—1
>~ 95 = gislocolras + 119 = @y lirraa + D (107 @ = 710y o
=0

i,j=1 =

<t sup Ex(r) + tCh.a., (3.9)

T€[0,t]

18, @172 < Ei(t) + Ch.a.,

for all t € [0,T], the implicit constant depending on Co only in the first inequality, provided T > 0 is
sufficiently small.

Proof. The part of the estimate involving g;; follows immediately by integrating (2.41)) in [0, ¢], taking
the L? norms of both sides and applying Gronwall’s inequality. To estimate ® and its derivatives that

appear in (2.41)), we utilise (3.5)).

On the other hand, from (2.42)) and standard elliptic estimatefl for the difference ® — 1 with homo-
geneous Dirichlet boundary data (2.21]), treating the factors go,r,;1 as coefficients by virtue of (3.5, we
have

> 110720 @ He + 110, @132 S Ek(t) + Cha. (3.10)

r1t+re<r

We may also differentiate the equation (2.42) with N™® and obtain the estimate

H(I)Hipurz + Z |\8ﬁ“<l>|ﬁ{r+z_z < Ei(t) + Ch.a, (3.11)

I<r

8Note that the original elliptic operator acting on ® — 1, cf. (2.18), has trivial kernel.
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by induction in r3, cf. Lemma [3.1

The improved bounds now, with smallness in ¢, for the lapse terms d!®, | < r, follow by integrating
d!™® in [0,1] and using the elliptic estimate for the integrand. These in turn can be used to
rederive with an implicit constant that does not depend on Cy. In fact, all the less than top order
terms in g, k, ® that are viewed as coefficients can be estimated by their initial values plus tCop, using

(3-5). O

Now we can proceed to the proof of the energy estimate (3.6). According to the previous lemma,
the part of Eiotai(t) that corresponds to g, ® can be essentially controlled by Ey(t). Hence, the overall
estimate (3.6) reduces to the corresponding one for Fi(t).

Proposition 3.3. The energy Ex(t) satisfies the estimate:
Ek(t) S C[Etotul(o) + Cb.d4]7 te [OaT}v (312)
for a T > 0 sufficiently small and a constant C' > 0 independent of Co.
Combining (3.9)),(3.12), we obtain (3.6]) for T" sufficiently small.

Proof. The standard energy argument for the wave equations (2.40)), making use of Lemma and (3.5)),
yields the energy inequality:

1

SO Bk() - > / ~ (8t8[28'"1chVN8f28”kcc + 4B 0,020 " kn AV NO20 kN

ritra<r Y 9%t
+ 8t8:28r1 k:NNVNOZ? o kNN)VOIBEt dt + /_ 526rg * 8t8rkvolit (3.13)
p
S[Ek(t) + Ch.a]

where the last term in the preceding LHS contains an excessive number of spatial derivatives of g that
comes from go;r,;2, 71 = r, in the RHS of , 0 = 01,0,03. In fact, this type of product contains
other lower order factors, whose first derivatives are in L°°, and which we choose to suppress here for
simplicity, since they do not matter.

_ _ _ Ovols
B0 g% 0,0 kvolg, = — | 80" gx 00k +T 0 g 00kt volg,
S SH ls,
_ _ _ dvols.
—_9, ( B g« a”lkvogt) + | BT kx0T k0T gk 00T R Stvolg, (3.14)
S £, volg, ’
<_o, </. 5287"719 % 8r+1kvolit> + C[Ek(t) + Cb.a] (by (3.9), T sufficiently small)
P

We compute the integrands in the boundary terms using conditions (2.27)),(2.43),(2.44):

002 kNI ko + > AW P 9,020 kn aNO2 0" kg + 00720 kNN NO2 O™ b
A
= 010,20 ko (NO20" k'™ — NOP20™ kw) = 4h*P 0,020  kna {aca?a” fs€
A
1 7 7
+ 58B6t2a 1kCC + N(krg;'q;o, kv‘zfl;rl;ly go;ry;1, q)'rg;'rl;l):| (315)
=20,0/20" ka©020[20  kna — 20 P8,0/20™ kn a0p0I2 0 ke ©
- 4hABaiatT28r1kNA 808;28” fBC + N(km;m;Ov kro—1r151, Goyris,s ‘1)7"2;7“1?1):|
+ 8t8:28”kc0/\/'(kr2m;0, kry—1r1315 Goirs1, q’m;m;l)
We plug (3.15)) into the boundary terms in (3.13]) and compute:
/ 20,020 k0" 0;20™ kn avolyg,
%

- /  2h*P0,040,20  ke €020 kng + T % 920" k% 8]29 " kvolyg, (3.16)
[S)3M

13
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=— 8t(/ 2040120 ke C oo kNAVOlait> +/ 2040720 kccat&??a”kzv,wol@gt
5 98¢
+ / k% 0%020" k0,20  kna — T x 9,20 kx 0,20  kvolg,
[5)3m
where

k% 0%0720" kc©0;20  kna — T % 0,20 kx 920" kvol,g,
[o)

= / N (k * 01020 kcC 0?0 kna — T x 0,29 k% 929" k) volg, (3.17)
P

S Er(t) + Chp.a.

In (3.17)), when N hits the factor 8‘43:2 O ke, we commute N, 94 and integrate by parts in 94 to obtain
the last bound.

The terms in the last two lines of (3.15) are treated in the same manner, via a trace inequality,
exploiting the fact that in the higher order terms, there is always a 0:, 01,02 derivative that can be
integrated by parts, without creating new boundary terms.

8t6;28nk * |:88:2 aﬁf + N(km;m;oa krz—l;m;h go;ry;1s (I’Tz;m;l):| VOlait

9%,
0:(89[20™ fvol s
= at (/ ath Ok % 88:2 9"t fVOL?f]t) _ / 8:2 Ok x t( t f BEt)Volit (318)
0%, o5, vols,
+ /_ N [ataz”zaﬁ kx N (Kroiri:05 Krg— 150315 Goiras1s ¢'T2;T1;1):| volg,
=

< 6t< 020k x 68{28T1fvolait> + CCo[Er(t) + Ch.a.]
%y

7 7
+ OeNO? 0™ ke x N (Krysry505 Kry— 1501515 G051, q)rz;n;l)VOlit

P

To AT
+ 6tat 0"k *N(kr2?7‘1507 krzfl;h;lv go;ry;1, q)Tz;Tl?l)VOlf:t

PP

< 6t< 0Pk x 68{28T1fvolait> + CCo[Er(t) + Ch.a.]
[o)o
+ O ( } Na:28”k *N(er;rl;O, krz—l;rl;h go;ryi;1, (I)Tzﬂ‘l;l)VOlf]t)
2t

T a1
- Nat 5} k*N(krz;ﬁ;mkrzfl:n;lvgo;n;lvcI)Tz;Tl;l)VOlit

2t
+ B 8@{28”16 *N(k”‘Z*l;”'l?Q)VOlit
3¢
< Bt( 0,20k x 09,20 fVOlait) + CCy] sup Ei(1)+ Ch.a.] (IBP in 0 and use of (3.7),(3.9))
a5 T€[0,t]

+ Oy ( i NO2O™ bk *x N (Krgiry:0, Kro—15r1:1, §0iry 31, qDTz;m;l)VOlit)
P
Combining (3.13)-(3.18) and integrating in [0, ¢], we obtain the inequality:

%Ek(t) < C[Emmz(O) +4 Cb.d.] + CCy [t sup E (T) +4 th,d,] - [ 528T71_g * ahleVOlit

T€(0,t] o

+ Z |: _ Narzank*N(krz;m;O:sz—lm;lng;n;lvq)rz;m;l)VOlit
7

ritro<r

+ / 920"k 00;,20" fvolyg, — / 207094020 ke 0;2 0™ knpvolys, (3.19)
o)

b

C t
< CEotar(0) + ;CbAdA +CCo[= sup Ei(7)+ tCh.a.] +cEx(t)

€ r¢lo,t]
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- > / 20204020 kc© 0,20 knpvolys,
Oy

ri+ra<r

where in the last inequality, we applied Cauchy-Schwarz, trace inequality, (3.5)) and the estimate in
Lemma

Note: We need to be careful of the boundary terms in the last line of 7 since they do not inherit
any smallness. Instead, we perform a precise trace inequality and observe that the resulting constants are
within a certain range that allows us to absorb the arising terms in the LHS. To begin with, it is necessary
that we use the boundary condition , in order to reduce the absolute value of the constants in each
term generated by the procedure:

- / 20 P 040,20 k0] 0™ ki pvolys, (3.20)
%y
_ / APOAD O kNN OO v — AP OAO]? 07 ke OO0 kv pvol g, (by @27))
o)

= / [hABaANa?a”kNNagza”kNB + h*B940020" knnNO20  knp
p
— h*BOANO2O ke CO20  kng + WP 0020 ke NO2 O™ kNB] volg,
+ / % 80,20 k » 8;28" kvols,
3¢
< / [— RAENO20  knnOa020 kg + h*P 040020 knnNO20  knp (IBP)
P
+ hABNazz 8” kccaA8:2 am kNB _ hABaA(?? 87"1 kch8:2 67"1 k?NB:| VOl)f)t
c
+ CCotEL(t) + eEx(t) + ;Ek(o)
< / T|V0;20" ks + 21V 0" ke Cl; + %hABa"a:zaﬁkNAaiagza%NBvolit
Xt

C
+ CCotE) (t) =+ EEk(t) =+ ;Ek(O)
Incorporating (3.20) into (3.19) and recalling the definition (3.3]) of Ex(t), we deduce the inequality:

1 C C t 1
—F (t) < fEtoml(O) + —Ch.q. +CCoh [* sup FEr (T) + thAd‘] —+ 6Ek(t) —+ max{ﬂ, 7}Ek (t), (3.21)
2 € € € ref0,4 2 4n

for all ¢ € [0,7]. Thus, setting n = 2 and taking €, T sufficiently small, we can absorb all Ej; terms in

the LHS and deduce the estimate (3.12)) O

Remark 3.4. We would like to emphasize the somehow surprising appearance of the boundary terms
(3.20) in the final energy inequality and their seemingly delicate nature. If we had not splitted up the
terms using (2.27)), then the coefficient of the last term in (3.21)) would be max{n, ﬁ} > 1, which would
render the corresponding term barely non-absorbable.

Sketch of the Picard iteration scheme. One may construct a sequence of iterates k", g", @™, n € N, where
k%, g%, ®° are set equal to their initial values everywhere, by considering the following linear system of
equations:
gttt = — 20"k}
[(@")T10:((@")710e) = Agn] (k") =N (@02, 95:0:2 k10105 Kor01)” (3.22)
Agn ¢n+l — |kn|2¢)n+1
where the RHS of the second equation corresponds to (2.37)). Then, by assuming g", k", ®" satisfy the
energy estimate (3.6)), imposing the boundary conditiond’|

" =1, (E"THAT = ek =0, Nk == Va(E"THA®,  neN
Lgne, om S v . (3.23)
5[9 V(" N vn =9 Vn(k +1)AA} = 9V, on {0%¢ }iefo,17,

9Here we write the boundary conditions for k*t! in covariant form, using the connection of g.
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and by repeating the energy estimates just derived above, we infer that "% k"1 &"+! satisfy as
well. This proves by induction that the total energy of the iterates is uniformly bounded in n € N. As it is
usual for quasilinear hyperbolic equations, see [6, Appendix II1.4.3.1], in order to prove that the sequence is
a contraction, we must close the corresponding estimates for the differences g"+! —g", k"1 —k", o+l _ o
using the analogous energy containing one derivative less of the unknowns. This is due to the presence
of terms of the form (g™ — g™ *)0?k™ in the resulting equations for the differences or terms of the form
(g™ — g""1)Ok™ in the boundary conditions satisfied by k"' — k™. However, the energy argument is
practically the same. As for the arising boundary integrals that correspond to the latter terms, they
can be safely handled by trace inequality, as in , provided we commute the equations with one
coordinate derivative less than for the energy boundedness argument. Hence, we obtain local existence
and uniqueness for the original reduced system 7,.

Finally, to be fully legitimate, we have to show that the above sequence of iterates is well-defined,
that is, a solution to the linear system , subjected to the conditions , actually exists. Given
®" k™, the first equation is solved trivially for g" ™" by integrating in t. For the third equation, we notice
that the RHS has a favourable sign. Hence, existence for ®"*! — 1 with homogeneous Dirichlet boundary
conditions can be shown via the standard Lax-Milgram argument. In order to obtain existence of a
solution to the system of wave equations for the components of k"*!, we may use a duality argument.
This is mainly based on a priori estimates, which we derived in the previous subsection, and a study of
the adjoint problem. Roughly speaking, if the adjoint system has a similar form, then the same energy
estimates apply, yielding a weak solution by Riesz representation theorem, see [14}, §5.2.2]. One can then
improve its regularity by using that of the initial/boundary data and the inhomogeneous terms (previous
iterates).

Since the equations for (K"*1)4% trgnk™*! decouple from those for (k"T1)cC — kAL ERH! and
they are subject to homogeneous Dirichlet boundary conditions, existence for the former is standard.
The main ingredient for studying the adjoint system of (k"*)c¢ — kRt kRl is identifying the dual
boundary conditions. This is done by considering test functions vec,vnn,vva € C5C({0 < t < T}),
multiplying the corresponding equations, integrating in {St}te[o,ﬂ, integrating by parts and setting the
arising boundary integrals equal to zero. We may assume that (k"*1)c¢ — kN kv have trivial data, by
incorporating them in the RHS. Also, for convenience, we consider the covariant version of the equations,
which take the form:

(ef — Agn)[(K") e — k] = Fan % 0k™ ' + FRn k" + Fiy

(3.24)
() — Agn)kil = Faax OK™ ' + FRa % K" + Fa,

where Ff\,j are known, regular functions and ey := 9. Then in order to make the boundary condition
for kL, in (3.23)), purely homogeneous, we substract from k%% a function depending on the boundar

NA y g NA g y
data (k"*1)4®, such that we have

n n 1 n
TNk = =5 Valk e© (3.25)

We consider now the weak formulation of the equations (3.24)) that corresponds to a coercive energy [cf.

EI)

T

/ / (o€ — unn)(Fan * Ok™ T 4+ Fyy « K"+ FRy)
o JE,

+ S’UNA(FJ{]A * 8kn+1 + F]%]A * kn+1 + FgrA)VOlist

:/T/ (v6€ — o) (et — Agn)[(K" e — kNN + 8un(ed — Agvz)k’,](‘]:lvolist

0 s

- / ’ /E (B )6 — KR — Age)(ve® — vnn) + 8KE (2 — Agn)onAvols ds  (3.26)
0 s
+/ ' / [[(k"“>cc — BRIV (0 = o) — (00 — oxm) T [ )€ — ki)
+ 8k IV Nun? — Bun AV Nk volys, ds

The adjoint system of equations for ve® — vnn, vna can be read from (3.26), by setting the boundary
terms in the last two lines equal to zero. Evidently, it is of the form (3.24) and the dual boundary

16
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conditions are derived from

T
0 :/ /~ [(knJrl)CC - k?ILVl}vN(UCC —UNN) — (UCC - UNN)VN[(kn+1)CC — k;{,J]rvl
0 )

+ 8k Vvon® — SUNAka?Vt,I] Vol ds

T
:/ / 2" ™) Vn(ve€ —onn) — 20092VAKNY + 8k Vvun?
0 [s)>N

+ 8UNA%VA(I€”+1)CC:| Vol ds
T
:/ / {z(k"“)cc(vwcc — Vnunn — 2Vaun™) (3.27)
0o Jos,
+ 4k 2V vun® + vAvCC)] volys _ds

Thus, we conclude that the boundary conditions for ve®

(3:23),(B:25) for (k") — kR, kR

1
VN’UCC — VNUNN = QVA’UNA, VNUNA = —§VA’UCC. (3.28)

— UNN,UNnNA are the same as the ones in

A posteriori this can be justified from the fact that the boundary conditions for k"' were chosen such
that after various integrations by parts in the energy estimates, the quadratic terms in first derivatives of
E"T! in the boundary terms cancel out, leaving terms that can be handled by trace inequality. The energy
estimates for the adjoint problem are therefore the same. This proves existence for (k") — ki, byt

and completes our sketch of the Picard iteration scheme.

4 Vanishing of the Ricci tensor: Solution to the EVE

Let g be the metric of the form (2.1)), where g satisfies (2.2]) and &, ® solve (2.7)),(2.18]). Then, according
to Proposition , the spacetime Ricci tensor satisfies the propagation equation (2.6). Considering the
Einstein tensor G;; = Rij — $9i;R, (2.6) implies the equation:
a 1 1 a
e0Gij = VG +V;G; — gi;V Gy — V;Vtrk + §gijAgtrk + ki; R + igije()Roo — gijk bRab (4.1)

The above equation is coupled to the wave equation (2.19) for trk:

eotrk — Agtrk = eo[(trk)?] + 4@~ (V®)G, (4.2)
On the other hand, from (2.17)) and (2.18)) we also have
Roo = eotrk. (43)

Combining (4.2))-(4.3)), the equation (4.1]) becomes
e0Gi; =ViG; + V;G; — gijvaga — ViV trk + gij Agtrk + kiR — gijkabRab

1 ) e (4.4)
+ 5 gizeo[(trk)’] + 2gi; @7 (V@)Ga,
where we can also write
1
R =-G, Rap = Gij — 591307 G = g"Cup. (4.5)

Next, we utilise the contracted second Bianchi identity to derive a propagation equation for G;:
e0G; = eoRoi = DoRoi + ¢7lvjq)Rji — k?inOj + & 'V, ®Ro0
o . . B
=DjR — JOR+ @ 'V/OR;; — ki’Roj + &'V, PRo

= ijij — 181R, + d)_lvj@Rji =+ k,‘inoj — <I>_1V1-<I>ROO (46)
2
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-+ tI‘kROz‘ + kinOj
=V,;G + & 'V/OR,; + 2k’ Ro; + trkRo; — @'V ®Roo

Taking the divergence of (4.1)) and utilising (4.6]), we derive the following wave equation for G;:
eaGi — AyGi = L(VG,G,VG,G,VVtrk,eoVirk, Virk, eotrk) (4.7)

where L is a linear operator in the corresponding Variablesm

4.1 Boundary conditions

The conditions (2.27))-(2.29), combined with the Coddazi identity (2.15)), imply the following boundary
conditions on T

trk = 0, Ga = Roa = Oatrk — Vika; = Oatrk = 0,

, (4.8)
Gn = Rony = Vntrk — Vikn: = Vaka? — V3%na = %VNtrk

These conditions, together with (4.1)),(4.2)),(4.7), define a well-determined boundary value problem for
tI‘k, Gi]', gz

4.2 Modified equations

In order to avoid losing derivatives, we need to modify the G;’s, such that they all have homogeneous
Dirichlet data on the boundary. For this purpose we set:

éi =G; — %Vitrk (49)
Then (4.1) becomes

5 5 a/s 1 a
eoGij =ViG; +V;Gi — 9,V Ga + igijAgtrk + kiR — gijk““Rap
(4.10)
1 — a =4 - a
+ Egijeo[(trk)Q] + 295, (V®)Ga + gi;® (VD) Vatrk

On the other hand, G; satisfies a wave equation of the same form as (4.7), since the additional terms in
the LHS, after plugging in (4.9), equal

f%egvmk + %Agvitrk, (4.11)

which after the appropriate commutations and the use of (4.2) give rise to terms which are already
included in L below:

esGi — Agg]- = i(VG, G, VG, G, VVirk, eoVirk, Virk, eotrk) (4.12)

The advantage of working with G; is that they all satisfy homogeneous Dirichlet boundary conditions:

g =G; — %Vitrk = Rog; — %Vitrk 0, onT. (413)

4.3 Energy estimates for the Einstein tensor

Recall that the Einstein tensor and trk, d;trk vanish initially on o by assumption, see —. In
order to prove the vanishing of the Einstein tensor, together with the validity of our gauge condition
everywhere, trk = 0, we need to establish an energy estimate for the system ,,, subject
to the boundary conditions (4.13)), trk = 0.

The energy for gﬁ reads

/ gijeogieOgj + ngingi +G'Gs (4.14)
3¢

10The coefficients can be expressed in terms of the reduced solution and are therefore in C*.



REFERENCES

Going back to (4.2), we notice that there is room to commute once with any tangential derivative 9 =
O, 01,02. Thus, by a standard Gronwall type of argument, we can control the following energy of trk:

E[trk] := / (egtrk)® + (VOtrk)® + (eodtrk)® + (eotrk)® + (Virk)® + (trk)® (4.15)

Eftrk] < th:;r;](lleo@\lia +IVGillza + 1G:172 (4.16)

Then, using the wave equation (4.2]), we can also control VyV ytrk in L?, hence, controlling all second
derivatives of trk:

IV VntrklZe ST Y sup (leoGillze + [VGillz2) + > sup [|GilZ2 (4.17)
o te0,T] T te[0,T]

Note that although the last term in the preceding inequality, seemingly, has no smallness in T, we can
directly bound it from its time derivative

5012 5012 5012 5012 5012
eollGill2 S1Gillz2 + lleoGillzz = lIGillz2 < TlleoGillz2 (4.18)

On the other hand, we are forced to estimate G;; only in L2, due to the first order terms V; _C’;z in the
RHS of ([@.10). A direct time differentiation of its L? norm, followed by a use of Gronwall’s inequality
yields

Z/ VST sup (leoGil2e + 1VGi22 + 1Gil22) (4.19)
o — te[0,T]

1,7=1

For the energy estimates for Qz, we first note that both gl, eogl vanish initially at ¢ = 0 by (2.31) and
. Also, according to , G; has homogeneous Dirichlet boundary data, for all 4. Thus if it
was not for the terms VG in the RHS of ( -, the energy estimates for G, would be standard. However,
we can handle these terms by integration by parts. More precisely, the standard energy estimate for ,
combined with —, gives an inequality of the form:

/ (09)* + (VG)* + (9)* <CTZ sup (leoGallz2 + 1IVGallZ2 + [1GallZ2)
St

te[0,T"

(4.20)
+/ / L(VG,8.G)
0o J5,
Moreover, integrating by parts we have:
t t
/ / FVGo,G, B _ / / (fGO, VG, + [0.TGG, + V [GD,Gy)
0o JE,
(4.21)
/ / (fG)VGy — GGy — VGO, G) — | fFGVG
PP

Notice that all the terms in the preceding RHS can be absorbed in the LHS of ( , after plugging in
- by using Cauchy-Schwarz and the smallness in 7" in the above estimates.

Thus, all varlables trk Gij, G; must vanish everywhere, which shows that the solution of the reduced
equations (2.2] . is indeed a solution of the EVE, satisfying the maximal gauge trk = 0.
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