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Abstract: The present study aims at developing a method to extract single sweep event-related potentials obtained with Eriksen’s
flanker task. Unlike previous methods, no a priori assumptions on the characteristics of signal and noise are necessary. The
method is based on the wavelet decomposition, bootstrap and a statistical determination of the reliable frequency coefficients
across the individual signals at each time point: significant coefficients will be conserved, whereas the other ones will be set to zero.
After removing the unsystematic coefficients (i.e. the noise), the signal is reconstructed, allowing to keep only the components
of the event-related potentials. The performances of the method are evaluated with both simulated data and real event-related
potential recordings, and compared with other methods.

1 Introduction

The Event-Related Potentials (ERPs) was first used in the sixties and
are still in use to evaluate the cognitive functions. They are also used
to examine neurological disorders and psychiatry disorders such as
dementia, Alzheimer’s disease and autism [1]. The P300 potential
has been widely used in brain computer interfacing (BCI) [2], due to
the easiness of its observation in discriminative tasks. Recently, the
ERP has been used to analyse the behavior of an operator executing
complex tasks such as piloting an aircraft [3],[4] and [5].

ERPs are responses of the brain to visual or auditory stimuli and
they are recorded on the scalp. The ERPs can be defined as the
voltage changes of spontaneous electroencephalogram (EEG) activ-
ity. The ERPs are contaminated with large amplitude of EEG. The
signal-to-noise Ratio (SNR) of recorded ERPs is poor and its value is
low [6], [7]. To improve the SNR, the ERPs are commonly averaged
[6]. The reduction of the noise component by using the average pro-
cedure is proportional to the square root of the number of trials. This
procedure supposes the ERPs synchronous, time-locked responses
and not correlated with EEG. These assumptions are not necessarily
accurate. If the latency of the individual ERPs is not constant over
the repetitions, the shape and the latency of the averaged signals will
not represent the individual latencies and shapes of the ERPs signals.
Another limitation comes from the fact that inter-repetition variabil-
ity is entirely lost in the averaged procedure. It is known that the
attention of the subject modulates the amplitude of the visual evoked
potentials. Let us imagine that, during the course of an experiment,
the subject focuses less and less attention to the task, the ampli-
tude of the individual ERP signal should decrease. This cannot be
captured using the average of the individual signals. Thus in order
to improve our estimation of the ERP response recorded by non-
invasive electrodes, one needs to develop methods that do not rely
on averaging techniques and by allowing to estimate the parameters
of the ERPs on a trial-to-trial basis. In this respect, some methods
have been proposed. Most of them consider that ERPs are a station-
ary signal. The principle followed is a parametric approach. More
conventional approaches use digital filtering [8],[9] and [10]. The

main inconvenience of this method is the overlap of the spectrum
of EEG background activity and ERP signal. Some authors pro-
posed to apply parametric identification techniques in an attempt to
denoise a single trial [11]. When the SNR is poor, the efficiency
of these methods decrease. Another drawback of these methods is
the use of averaging all the trials as a model. The ERPs are non-
stationary signals. To avoid stationary assumptions, some authors
suggest using wavelet transform to improve the SNR of single trials.
[12] proposed an algorithm using multiresolution and wavelet trans-
form to extract single evoked potential from ongoing background.
This algorithm presents large errors. Wang et al [13] proposed to use
Donoho’s method without using the average of all trials as a tem-
plate. Quiroga et al [14] first suggested an algorithm using average
as a template, this was improved and automatized by Ahmadi et al
[15]. These methods are efficient when the SNR is greater than zero.
Recently [16] , [17] and [18] have proposed similar techniques and
algorithms to denoise individuals ERPs signals. The first authors use
the Independent Component Analysis (ICA) technique and the sec-
ond authors use the Principal Component Analysis (PCA). The two
methods use the average as a template. During recording, the ampli-
tude, the latency and the morphology of the signals varies across the
trials [19]. In this case, the average is not representative of the single
trials. The above authors present the results obtained by applying the
methods on simulated signals with SNR greater than 0 dB whereas
the SNR of the raw data is lower than 0 dB [6] and [7]. To be effec-
tive the user of the ICA technique needs to know a priori the number
of sources, however, this information is not always available. Girol-
dini et al [20] proposed a statistical method to detect the ERP signal
based on Pearson’s correlation and the average. Besides the use of
the average, this method requires small time-delay variation or jit-
ter. Other authors proposed to use adaptive algorithm such as Least
Mean Square (LMS) algorithm [21]. This method gives better results
when the SNR is high. The drawback of the adaptive filter method is
the risk of instability of the LMS algorithm when the amplitude of
the ERP signal varies over trials. To be effective the adaptive filter
requires a judicious choice of these parameters such as the conver-
gence parameter and the number of coefficients. In [22], the authors
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Fig (1) Conservation rate of wavelets coefficients after threshold-
ing for different mother wavelets

proposed the adaptive Fourier model and the adaptive Walsh model.
The parameters of the Fourier model and Walsh model are adjusted
by LMS algorithm. However, the Fourier model and Walsh model
are not adapted for modeling transient signal like ERPs.

In this paper, we will present a new method to improve the SNR of
individual ERP trial. The method associate multiresolution wavelet
and bootstrap techniques. In this study, we show its performance
with simulated and real data as well as performances of other similar
methods.

2 Method

Each measurement signal representing brain electrical activity is
expressed as the sum of the event-related potentials and the EEG
background activity as:

xi(n) = Si(n) + bi(n) (1)

i = 1, 2,. . . ,M ; 0 ≤ n ≤ N − 1

where S(n) is the noise-free signal at the discrete-time nand the
b(n) is the noise component at the discrete-time n. M and N are
respectively the number of trials and the number of samples per trial.
The index i is the trial index number.

The proposed method is based on the association of two tech-
niques, wavelet transform and bootstrap method, which we call
Wavelets Statistical Denoising (WaSDe). The wavelet transform,
bootstrap method and the WaSDe algorithm are described below.

2.1 Wavelets transform

The principle underlying the wavelet transform is the description of
the temporal evolution of a signal through different time scales, by
providing information about the local regularity. The wavelet trans-
form is based on simple principles. Let’s consider first a function
not infinite in time and which can be non-zero over a short period
of time. This function is called the analyzing wavelet. The wavelet
transform consists of, at any given time position, dilating or com-
pressing the analyzing wavelet by a scale factor, and to compute the
weighted product of the analyzing wavelet with the signal, for each
value of the scale factor. The weighted product is called the wavelet
coefficient. The wavelet coefficient will be high if there is a match
between the frequency of the analyzing wavelet and the signal to
analyze. Thus, a short-lasting activity will be detected at a low scale
factor, and inversely, a long-lasting activity will be detected at a large
scale factor.

The continuous wavelet transform (CWT) of a signal x is defined
for each times t ∈ R as:

Wx(a, b) =
1√
a

∫+∞

−∞
ψ(
t− b
a

)x(t) dt (2)

Fig (2) Flowchart of the WaSDe method.

where ψ is the wavelet function, a is the scale factor and b is
the time shift. The factor 1√

a
was introduced to guarantee energy

preservation.

2.2 Multiresolution Wavelet Transform

The CWT is redundant and not efficient for algorithm implemen-
tations. To avoid redundancy and to increase the efficiency of
algorithm implementations, the multiresolution wavelet transform
(MWT) was introduced. It is based on the theory developed by Mal-
lat [18], it is defined at discrete scales a and discrete times b by
choosing the dyadic (basis 2) set of parameters a = 2j and d = k2j
, where j ∈ Z and k ∈ Z (Z being the integer set). Mathematically,
the MWT has the desirable feature that the signal is decomposed
on an orthonormal basis. Interpretation of signals is facilitated by
their decomposition into coarse components a2j (low frequency)
and detail components d2j (high frequency), where j is the scale,
or resolution, at which the signal is analyzed. These components are
obtained at successively finer scales; thus, at each successive scale
j, some of the details are reduced and only the coarser features are
retained. In frequency domain, this process is analogous to lowpass
filtering to obtain coarse components or an approximation of a sig-
nal, while the residual details could by readily obtained by passing
the signal through nonoverlapping bandpass filters. As this process
is repeated at successive scales, the discrete signal x(n) ,n ∈ Z, is
filtered by various lowpass and bandpass filters to obtain coarse and
detail components, respectively [23] and [24].

Decomposition of coefficients in a wavelet orthogonal basis are
computed with a fast algorithm developed by [23] and [24]. This
algorithm cascades a discrete convolutions with h and g, and sub-
samples by a factor of two the output. h and g are respectively
coefficients of a lowpass filter and a bandpass filter. There are two
basis functions in wavelet domain. The first is the primary wavelet
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ψ(t) and the second is the scaling function φ(t). Decomposition of
coefficients can be calculated as follows [23] and [24]:

a2j+1(n) =
∑

k∈Z
h(k − 2n) a2j(k) (3)

h(n) = 2
−1
2

∫

t
ψ(

1

2
t)φ(t− n) dt (4)

d2j+1(n) =
∑

k∈Z
g(k − 2n) d2j(k) (5)

g(n) = 2
−1
2

∫

t
φ(

1

2
)φ(t− n) dt (6)

a2j and d2j represent respectively the approximation and details
coefficients at different scales j .

The signal is reconstructed as follows:

a2j(n) =
∑

k∈Z
h(n− 2k) a2j+1(k) +

∑

k∈Z
g(n− 2k) d2j+1(k)

(7)
At scale j = 0 , a20 = x(k)

2.3 The choice of the wavelet

Most applications of wavelet bases exploit their capacity to effi-
ciently approximate particular classes of functions with a few
non-zero wavelet coefficients [25]. This is true not only for data
compression but also for denoising. The design ψ must therefore be
optimized to produce to a maximum number of wavelet coefficients
that are close to zero [25] and [26]. This depends mostly on the reg-
ularity of the signal, the number of vanishing moments of ψ and
the size of its support. We chose quadratic B-Splines (bior 3.15), for
their similarity to the general shapes of evoked potentials. B-spline
functions are probably the simplest functions with small supports
that are the most efficient for both software and hardware imple-
mentation and permit the best reconstruction of the signal [14],[15]
and [17].

To justify our choice of the wavelet, we compared the capacity
of three wavelets: Haar, coiflet 3 and spline bior 3.15 to compress
the energy of the signal in a limited but large wavelet coefficients.
In order to compare the three wavelets, we applied the WaSDe
algorithm to denoise the real signals. The evaluation is based on the
coefficient ratio kept after thresholding. The figure 1 shows that the
wavelet spline bior 3.15 is the one that has kept the least number of
wavelet coefficients. This result confirms our choice.

2.4 Bootstrap

The bootstrap is a computer-intensive technique proposed and intro-
duced by Efron in 1979 [27, 28]. This technique is applied when the
size of data set is small and when the repetition of the experiment
is difficult to achieve. The purpose of the bootstrap is to replace the
unknown distribution of original data set with empirical distribution.
The bootstrap is a statistic inference technique based on the sam-
pling distributions. The method consists in reusing the original data
set through resampling several times, to generate the bootstrap sam-
ple. The new bootstrap sample has the same size as the original data
set.The bootstrap procedure consists in generating hundreds of new
data sets by sampling with a replacement from our original data set.
Each data sample can be drawn once, twice, or more or not at all. The
second step consists in calculating the bootstrap distribution and the
statistics parameters such as mean, standard deviation, variance and
the confidence interval. In this study, we propose a new bootstrap
procedure to determine the empirical distribution without modifying
the original data set. We describe below the new bootstrap procedure
and the WaSDe algorithm that we used to denoise ERPs signals.

2.5 WasDe Algorithm

Denoising is one of the major applications of MWT algorithm. It is
performed both in frequency and time domain. Its resolution capa-
bilities are beyond those of classical methods. The basic algorithm
for denoising by using MWT is simple and proceeds in three steps:

1. wavelet decomposition of the signal,
2. thresholding the wavelet coefficients according a criterion,
3. reconstruction of the signal by using the remaining detail

coefficients and the coarse coefficients.

The second step is the most important. The main problem is to
determine the threshold in order to dissociate the coefficients related
to the background activity (noise) from the coefficients related to
the event-related potentials. The proposed method is based on the
property of the orthogonal wavelet which compresses the energy
of the signal in a relatively low number of large coefficients. On
the contrary, the energy of the noise is spread across the whole
transform and provides small coefficients. Thus, in the wavelets
domain, signal and noise can be dissociated. In typical ERPs mea-
surements and experiments, several trials are recorded under the
same conditions. Each trial is wavelet decomposed into L detail
levels (D1,. . .,DL),and the approximation AL. For each decom-
position level, the wavelet coefficients of all the sweeps are stored
in a matrix whose horizontal rows represent the trials and vertical
rows represent successive time points. With L = 5, we obtain six
matrices (D1,D2,D3,D4,D5,A5). In order to separate the signal-
related coefficients and noise-related coefficients in each matrix of
each level, we estimate the empirical distribution of the coefficients,
through random permutation of the coefficients of each detail level
matrix several times. For each random permutation, we obtain a new
matrix. We compute the marginal mean values of each column, thus
we obtain a mean vector. The mean vector will be stored in a new
matrix called average matrix. The procedure is repeated with each
new random permutation. The number of rows of the average matrix
is equal to the number of random permutations. One thus obtains
the empirical distribution of the mean of the coefficients from the
mean matrix, and from there computes the inferior threshold q1 and
the superior threshold q2 corresponding to a confidence set at 0.05.
The coefficients whose significance is outside this confidence inter-
val [q1 q2] are kept while the other coefficients are set to zero. This
threshold is applied to the wavelet coefficients for each detail levels.
After thresholding the wavelet coefficients, one can then calculate
the inverse wavelet transform to obtain the denoised signal. We chose
to use soft threshold because in addition to removing the coeffi-
cients with the absolute value below the threshold, it shrinks the kept
wavelet coefficients by the value of the threshold. Indeed, the SNR
of the recordings is low; the noise can also contaminate the large
coefficients related to the ERPs signals. A recent study confirms our
choice[29]. We apply the soft thresholding only on the coefficients
of the details levels (Dj ,j = 1 : 5 ).

The soft thresholding is defined as follows:




0 q1 ≤ dj,n ≤ q2
dj,n − q2 dj,n > q2
dj,n + q1 dj,n < q1

We describe the WaSDe algorithm as follows:
M signals are decomposed in five scale levels by using the wavelet

multiresolution decomposition. The coefficients are stored in the cor-
responding matrix whose number of rows is M . The Details matrix
are notedDj , where j = 1 : 5 and the coarse approximation is noted
A5.

For each detail level matrix, repeat the below steps 1, 2 and 3, B
times:

1. Permute the matrix coefficients by using the bootstrap method.
2. Calculate the average of the coefficients matrix.
3. Store the average in the average matrix,whose number of rows

is B.
4. Construct the empirical distribution of the average matrix.
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5. Find the 95 % bootstrap confidence interval [q1, q2] .
6. Set to zero the coefficients inside the confidence interval of the

original matrix Dn.
7. Compute the inverse transform, thus obtaining the denoised

single ERP.

The value of the repetition number B is fixed to 1000 [28].
We also present a flowchart (Fig. 2) that shows the sequence of

the different steps of the WaSDe algorithm.

3 Data processing

3.1 Simulation

For the simulation, the synthetic ERPs signals were constructed by
superimposing 3 functions (Fig. 3-G) to simulated ERP signal. Sixty
different sequences have been generated, each sequence containing
a total of 512 samples. We further introduce, using a Gaussian dis-
tribution (variance = 5), a random fluctuation in the position of the
peaks in order to mimic latency variability observed in the real data
. The background EEG activity is simulated and added to the sig-
nal. The EEG signal was generated by a Matlab program proposed
by Rafal Bogacz and Nick Yeung (Princeton University, December
2002). The EEG noise was scaled to alter the SNR. The mean value
of the SNR is -10 dB.

3.2 Simulation parameters

In order to evaluate the performances of our method in simula-
tion, we used three parameters. The first, the mean square error
(MSE).The MSE was computed across the sixty sweeps after apply-
ing the WaSDe method. The mean square error (MSE) is defined
as:

MSE =
1

N

N∑

n=1

(S(n)− x(n))2 (8)

where N = 512 is the total number of samples in each simulated
waveform, x(n) is the denoised signal and S(n) is the original signal
(without noise). The MSE is computed for each sweep. The second
parameter is Signal Noise Ratio (SNR). The SNR is defined as:

SNR = 10 log

( ∑N
n=1 S

2(n)
∑N

n=1(S(n)− y(n))2

)
(9)

The third parameter is the percentage root-mean-square difference
(PRD).The PRD is defined as:

PRD =

√√√√(

∑N
n=1(S(n)− x(n))2∑N

n=1 S
2(n)

)× 100% (10)

where S(n) is the noise-free signal and y(n) is the denoised
signal. The WaSDe was compared with the progressive ensemble
average (PEA). The PEA is defined as:

yPEA(n) =
1

i

M∑

j=1

xj(n) (11)

with j = 1,. . . ,M .
Where i is the stimuli index number and M is the total number of

stimuli or trials.
The PEA method consists, at each new recording denoted i, in

performing the average of the previous recordings with the new
recording i.

3.3 Results and analysis

Fig. 3 shows the contour plots of noisy signals, noise-free signals and
the outputs of the WaSDe, Hermite [37], NZT [15] and Wang method
[13]. We can observe that the signals denoised by using WaSDe
method are similar to the noise-free signals and clearly recognizable
in the contour plots unlike the other methods. More specifically, the
two sharp peaks between 100 and 200 ms, the peak at 400 ms and
the peaks between 500 ms and 650 ms are better reconstructed with
the WaSDe method. These peaks are not easily identified in the noisy
trials due to their similarity with background EEG activity. We can
also show that the variability in amplitude and latency of the single
signals across trials is preserved. The variability across trials is an
important factor to investigate the brain disease such as depression
[30]. The noise free signal is flat before 0 ms and after 900 ms.The
contour plot of the WaSDe method shows that the noise is removed
before 0 ms and after 900 ms. This result proves the efficiency of the
WaSDe algorithm to separate the wavelet coefficients related to the
ERP signal from those related to the noise unlike the other methods.
Fig. 3 also shows the average of all noisy signals and the average of
the denoised signals by using WaSDe method. We can observe that
the average of the signals denoised by using the WaSDe method has
a high SNR. Fig. 4 (a) compares the SNR of the simulated individual
signals before and after denoising by using WaSDe, Hermite, NZT
and Wang methods. The first point on the curve is the average of the
first five SNR values and the second point represented is the average
of the next five SNR values and so on for the other points. In Fig.
4 (a), the WaSDe method showed a significant improvement in the
estimation of the single trials unlike the other methods. The average
value of the SNR of the simulated data is -4.2 dB and the average

(a) (b) (c)

Fig (3) Contour plot of the simulated noisy signals (A), noisy-free signals (B), denoised signals using the WaSDe method (C), Hemite
method (D), NZT method (E) and Wang’s approach (F) and the average of the noisy-free signals (G) , the average of the noisy
signals (H) and the average of the denoised signals by using the WaSDe method (I)
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(a)

(b)

(c)

Fig (4) Comparison of the SNR of simulated data .obtained after
denoising by using WaSDe, Hermite, NZT and Wang
method (a), the evolution of the SNR as a function of tri-
als (b) and the comparison of the SNR of the progressive
average of the noisy trails and the progressive average of
the denoised trials by using WaSDe method (c)

Fig (5) Comparison of the MSE obtained after denoising by using
WaSDe method , Hermite , NZT and Wang’s method

value of the SNR produced by WaSDe method is +8.2 dB. Fig. 4
(b) shows the evolution of the SNR as a function of the number of
trials . The level of the SNR remains stable despite the reduction
in the number of signals. This result highlights an important advan-
tage of the WaSDe method which is the reduction of the necessary
number of signals to calculate the average with a high SNR. Reduc-
ing the number prevents the subject from mental fatigue [31]. This
advantage is due to the use of the bootstrap technique. Fig. 4 (c),
compares the SNR for each ERP trial denoised using WaSDe method
(red curve) and the PEA method (green curve). We can observe that

Fig (6) Comparison of the PRD of the WaSDe, NZT, Hermite and
Wang method

for the WaSDe method, the SNR reaches the positive value much
faster, whereas the PEA reaches the positive SNR after ten trials. For
the PEA method, the SNR continues to improve with the increase of
the number of the trials. This is a predictable result as stated in the
introduction section of this paper. The average value of the improve-
ment of the SNR obtained by using the WasDe method compared
to the PEA method is +12.5 dB. Given, the SNR obtained on those
denoised data, it becomes very easy to estimate the single sweep
relevant parameters (peak amplitude and latency).We evaluate the
signal quality by computing the MSE based on the noise-free sig-
nal. In Fig. 5, plots show the comparison of the MSE produced by
the WaSDe method and the other methods. The WaSDe method con-
sistently produces a lower MSE unlike the other methods. We can
observe that the MSE produced by the WaSDe method converges
much faster to a minimum unlike the other methods and there is
no improvement of the MSE with additional trials. Fig. 6 compares
the PRD produced by the WaSDe method and the other’s methods
for different SNR levels. We can observe that the WaSDe method
produces a lower PRD unlike the other methods when the SNR is
inferior to zero and produces a comparable result when the SNR is
greater than zero. It is known that the SNR of the ERPs is low; one
can conclude that the WaSDe method is more adapted to extract the
single-trial ERPs from noise.

4 Real data processing

We applied the WasDe method to real data, experimental EEG data.
We analyzed the data set relative to the study of the Error Negativity
waveform (Ne).

4.1 Error Negativity

The aptitude of a subject to detect its errors is necessary to regulate
his behavior. When subjects commit an error in reaction time choice
tasks, a negative wave is observed in EEG signal [32]. This wave
is called error negativity(Ne). The signal is composed by a negative
wave (Ne) followed by a positive wave (Pe).

4.2 Subjects

Ten subjects aged 20 to 31 years (mean: 25 years) volunteered for
the experiment. All of them were right-handed and had normal or
corrected-to-normal vision. According to the declaration of Helsinki,
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each subject signed a written informed consent before its beging of
the experiment [32]. All subjects were volunteers and gave written
informed consent to the studies.

4.3 Task

The subjects performed an Eriksen’s flanker task (Eriksen and Erik-
sen, 1974) [32]. On each trial, three letters were presented to subjects
who had to respond to the central one (target) while ignoring the
others (distractors). They ran 20 experimental blocks of 128 trials
each.

4.4 Recording and preprocessing

Electroencephalographic activity (EEG) was recorded with 64 Ag/
AgCl scalp electrodes (10-20 system positions, BIOSEMI Active-
two electrodes, Amsterdam) and electromyographic activity (EMG)
from the flexor pollicis brevis of each hand was recorded by paired
surface Ag/AgCl electrodes. The sampling rate was 1024 Hz (filters:
DC to 268 Hz, 3 dB/octave). The data were off line referenced to
the left mastoid. The vertical and horizontal EOG was recorded in
order to correct eye movement artifacts by the statistical method of
Gratton et al [33].

The difficulties of removing the ocular artefacts from the EEG sig-
nal are the spectral overlaps between the EOG signal and the EEG
signal and their shape similarity. Gratton et al. proposed an off-line
subtraction method to remove EOG signals from EEG. They used the
time linear regression technique to estimate the propagation factor
between the EOG electrode and each EEG electrode. The propaga-
tion factor decreases from frontal to parietal electrodes. For each
EEG electrode, the sum of the vertical and horizontal EOG signals
weighted by their corresponding propagation factor is subtracted
from the EEG signal.

4.5 Real data parameters

In order to evaluate the performance of the WaSDe method to
extract the single ERP signal from noise, we estimate the SNR by
using the method proposed by [34]. The method is based on the
establishing of the correlation between successive noisy single trials.

Let two noisy trials,

x1(n) = S1(n) + b1(n) (12)

x2(n) = S2(n) + b2(n) (13)

and the correlation coefficient ,

r =
1
N

∑N
n=1 x1(n).x2(n)√

1
N

∑N
n=1 x1(n).

1
N

∑N
n=1 x2(n)

(14)

where N is the number of samples per trial.
The correlation between noises is low. The correlation between

the signal and noise is also low. When the noise is reduced, the
denominator becomes smaller and the numerator remains unchanged
[36]. The SNR estimator called SNRr is given by [34]:

SNRr = A
r

1− r +B (15)

where A and B are chosen to make SNRr unbiased estimator
[34] and [35], with

A = exp

( −2
N − 3

)
(16)

and :

B =
1

2

(
1− exp

( −2
N − 3

))
(17)

4.6 Results and data Analysis

The single trials are visualized through the “ERP_ images”. To con-
struct ERP-images, the trials are then plotted as parallel colored
lines, with the x-axis representing time, the y-axis representing the
arranged trials, and a color code indicating the polarity and the inten-
sity of the signal for each trial and each time point. The time zero
indicates the onset of the stimulus (Fig. 7). Fig. 7 shows the real data
before and after denoised the single trials by using WaSDe, Wang,
PEA, NZT and Hermite method. In the WaSDe contour plot, we can
observe clearly the Ne wave at about 300 ms and the Pe wave peaks
at about 600ms post stimulus unlike the other methods. Fig. 8a shows
the average of the raw data and the average of the denoised signals
by using WaSDe method. The Ne and Pe are clearly recognizable at
respectively 300 ms and 600 ms. The Fig. 8b shows the histogram
of all trials before and after denoising by using WaSDe method.
The shown distributions have standard deviations before and after
denoising, with respective values 12.02 and 7.47. This shows the effi-
ciency of WaSDe method in increasing SNR for single trials. Table 1
summarises the results of the SNRr estimator for the four compared
methods. The SNRr is calculated by using the method proposed by
Bezerianos et al. [34]. Each SNRr value in Table 1 is calculated as
the average of fourteen SNRr values. The WaSDe gave the great-
est SNRr improvement followed by the Hermite whereas the two
wavelet approaches gave the worst SNRr enhancement. The results
obtained after filtering the real data confirm the results obtained by
simulations.

5 Discussion

Using the average of ERP responses to analyse the behavior of a
subject during the execution of a cognitive task is not sufficient.
An analysis of the single trials is essential. Besides having a poor
SNR, the extraction of single trials presents other difficulties. Firstly,
the number of recordings is relatively low; it varies between 30
and 60. This limitation is due to the complexity of certain cogni-
tive tasks which can lead to the fatigue of the subjects especially
those who are either sick or aged. The Second difficulty comes from
the non-stationary nature of the ERP signals. In fact, changes in the
degree of fatigue, habit, or the attention level nature of the subject
can affect the magnitude and latency of ERP signals. To overcome
these difficulties, we introduce a new method based on the dyadic
wavelet decomposition associated to bootstrap method to improve
the SNR of single trials. We used dyadic wavelet decomposition
because wavelet basis is more adapted to transient signals like ERPs
than Fourier basis. We used the bootstrap to empirically estimate the
distribution of the coefficients, to avoid making assumptions about
the form of the distribution of the wavelet coefficients. In [38], the
authors assume the distribution of the wavelet coefficients Gaussian
so as to simplify the analytical calculations. The second reason to
use the bootstrap method is the improvement of the estimation of the
distribution of the coefficients when the amount of samples is small.
The third reason is the difficulty to record a large number of trials
when the subject is sick or aged. Contrary to previous method, the
WaSDe method can be applied with minimum assumptions about the
characteristics of the signals. That is; no assumption regarding the
noise distribution and no parameters to adjust. The WaSDe method
is an automatic method that can be applied to any electrode. Sev-
eral previous methods used the average as a template. In fact, many
methods proposed require a priori information about the temporal
and spectral characteristics of recordings. The performances of the
ICA method depend on the choice of the number of sources. The
results obtained in simulation show the efficiency of the method to
filter the individual signals by improving the SNR and preserving the
variability in amplitude and latency of the individual signals from
trial-to-trial. The MSE shows the capacity of our method to reach a
minimum level faster than the average method (PEA) and therefore
the reduction in the number of records necessary to obtain the indi-
vidual signals with high SNR. Reducing the number of trials avoids
the subject mental fatigue and the decrease of his attention to the
stimuli and consequently avoids the attenuation of the amplitude of
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Table (1) Comparison of estimated SNR after denoising the real data between NZT, Wang, Hermite and WaSDe method

SNRr Improvement SNRr Improvement SNRr Improvement SNRr Improvement

Original -6,739 - -3,043 - -2,314 - 0,854 -
NZT -6,764 -0,025 -1,301 1,741 -1,626 0,687 1,514 0,660
Wang 0 6,739 -8,187 -5,144 3,321 5,635 0 -0,854

Hermite 11,175 17,914 0,950 3,993 10,014 12,328 12,687 11,832
WaSDe 25,238 31,977 7,487 10,531 22,691 25,006 26,809 25,954

Fig (7) Real data from Fz electrode before denoising and the method’s outputs

single ERPs signals. The results obtained on real data confirm the
results obtained in simulation. Indeed, we can observe an improve-
ment in the SNR of the individual signals as well as the preservation
of dynamic changes in latency and amplitude of the signals after
denoising useful to investigate the brain disease [30].

In summary, we propose the WaSDe method in order to denoise
the single ERP signals. The WaSDe method has several advantages.
First, it does not require any a priori knowledge about the features
of the ERPs signal, secondly, thanks to the bootstrap technique, the
WaSDe method does not require several trials to estimate the single-
trial ERPs signals with a better signal-to-noise ratio. This advantage
allows us to reduce the recording time and prevent the sujet from
mental fatigue. Finally, the WaSDe method is an automatic method
that require a minimum of adjustment. Unlike the ICA method,
the WaSDe method does not require multichannel EEG recordings.
The WaSDe denoise each signal independently of the signals from
neighboring electrodes.

The WaSDe method requires computing power; this disadvantage
is overcome by the every increasing power of current computers.
Real time is not required in this application. The program was run
on a PC equipped with an Intel i3 processor with 4GB RAM. The
processing time for one channel is 0.8s. This processing time is
reasonable in neurophysiology.

6 Conclusion

Given the low SNR obtained in ERPs data, averaging across trials
has long been the only method to increase SNR. However, averag-
ing induces important artifacts both in terms of shapes and latencies
and prevents any trial-by-trial analysis. For this reason, it is impor-
tant to develop methods that go beyond averaging and allow analysis
of single sweeps. Here, we propose a method that associates mul-
tiresolution wavelet and bootstrap, in order to identify the activities
that appear systematically, with a relatively low dispersion, around
a specified event. Contrary to other available methods (including
ICA [16] and [17]), the proposed method is not a “data_ mining”
approach. Indeed, the method only allows one to study, at the single
sweep level, what is observed on average. The method allows one
to detect hidden information, not visible on average. However, by
allowing a quantitative measure on every trial, it opens the possibility
to correlate brain activities to performance, or to other brain activ-
ities, improving our understanding of the functional role of brain
waves and / or brain areas.

(a) (b)

Fig (8) The average (a) and the histogram (b) of the all real noisy trials before and after denoising by using the WaSDe method
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