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ABSTRACT
Virtual signers (or signing avatars) play an important role in the
accesibility of information in sign languages. They have been de-
veloped notably for their capability to anonymize the signer’s ap-
pearance and to enable dynamic or interactive scenarios. Recording
real movements thanks to motion capture provides human-like,
realistic and comprehensible signing animations. However, such
accurate systems may also convey extralinguistic information such
as identity, gender or emotional state. In the present work, we want
to address the problem of gestural identity in the context of an-
imated agents in French Sign Language (LSF). On the one hand,
person identification from signing motion is assessed through psy-
chophysical experiments, using point-light displays. On the other
hand, a computational framework is developed for the analysis of
LSF motion in order to investigate which features are critical for
identification. For some applications, determining these movement
parameters will enable controlling the gestural human traits of
virtual signers.
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1 BACKGROUND AND MOTIVATION
The use of virtual signers brings many advantages: it is possible
to modify the animation content dynamically, and to adapt the
appearance of the avatar (age, gender, clothes, etc.) according to the
target population [13]. Several studies are part of the elaboration of
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virtual signers [7] [28] [13] [1] [4] [19] which tend to be animated
using motion capture (mocap) on real actors [8], as it provides
highly realistic and comprehensible content. With such accurate
systems, not only the avatar motion provides the message but it
also conveys rich information about the ‘mocapped’ person. As an
example, it can make the actor identifiable, such as the voice can
allow a given person to be identified.

Humans can extract important information from biological mo-
tion, such as one’s intentions, emotions, or identity. How such
information can be retrieved from complex movements remains
a challenging question for both psychology and computer vision
areas. Extraction of human traits from a complex signal is a funda-
mental problem that has been addressed in different domains. In the
auditory field, studies investigated the perception of extralinguistic
cues in speech [3] [27] and notably the recognition of a particular
speaker [15]. Similar approaches have been used in the visual do-
main to study the categorization and identification of human faces
[34] [23]. Studies of Johansson [11] [12] addressed the question for
human motion, introducing the notion of point-light (PL) stimuli.
This display separates information given by dynamic cues from
characteristics such as shape or aspect of the person. Using this
device, Johansson showed that humans could recognize a set of
moving dots as a human walker. Point-light displays are widely
used since then. Different studies demonstrated that they contain
enough information to recognize familiar people from their gaits
[6] [16] [10] [33].

As mocap systems capture equivalent information as point-light
displays, such information might be perceived when mapping mo-
cap recordings to a signing avatar. However, this problem has not
been addressed in SL motion. Studies evaluated SL mocap data
from a linguistic approach [5] [17] [18] but no one studied the
extralinguistic cues conveyed by such signals. In this study, we
want to address the question of gestural identity in LSF motion.
The aim of this work is to find critical features which differentiate
the gestural identity of human signers in order to provide a better
control of the animated signers. This multidisciplinary research
yields contributions to psychology, computational science and LSF
animation with both fundamental and applied perspectives. On the
one hand, it helps us better understand how critical information can
be extracted from the complex SL motion stimulus. On the other
hand, it enables controlling social and human characteristics of vir-
tual signers regarding motion. For example, manipulating gestural
identity would allow to produce signing animation "in the style of"
someone or to anonymize its own signing. The need for producing
messages anonymously is an important demand of deaf people as
for many of them the use of writing is not obvious. Anonymizing
the gesture of replayed motion can add substantial contribution to
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the existing virtual signing systems which only anonymize shape
of the agent.

In the next section (section 2), we present the current develop-
ments of the project and the last section (section 3) presents what
has already been done and what action is planned.

2 PROPOSED METHODOLOGY : COMBINING
PERCEPTION STUDIES AND COMPUTING
APPROACHES

Figure 1: The 19 markers shown as point-light display.

We have adopted a pluridisciplinary approach, combining per-
ception studies and computing methods. In a first step, we develop
evaluation methods for person identifcation based on motion cues.
Then (section 2.2), we apply machine learning techniques in order
to classify signer’s identity based on motion and to extract critical
features.

2.1 Gestural identity perception
We already mentioned the different studies investigating the per-
ception of biological motion using PL stimuli. Relying on passive
reflective markers, mocap systems capture equivalent information
as point lights and mocap corpora can be used for this kind of
studies. The first evaluation methods we develop is to compute PL
stimuli from mocap data and elaborate an identification task. The
aim is to assess whether the identity of a signer can be transmitted
through the movement only. This is ongoing work, data will be
collected in the coming months. Our three hypothesis are H1. Sign-
ers identify themselves (>chance), H2. Participants identify known
signers (>chance), H3. The higher the familiarity, the higher the
scores. Next sections present how the experiment was built.

Identification task
In a perceptual experiment, participants are asked to identify sign-
ing actors shown as point-light displays. Four different signers
describe images in French Sign Language. They are displayed as
videos of white moving dots, on a dark background. It has been
ensured that signers described different images so that participants
can’t differentiate them based on the signs they chose to describe
the same object. Three of them are well known from the general
public, so that participants have good chance to recognize them

without prior training. Participants are shown the identities of the
signers prior to the experiment and they specify to what extent
they know each one.

Stimuli
Point-light stimuli are generated from mocap data. Each mocap
sensor representing major joints of the body is displayed, white on
black. We use MOCAP1 [4], a 3D corpus of motion capture data
on French Sign Language (LSF). The 3D body movements of eight
LSF native signers have been recorded. From this collection, we
selected four signers, twomen and twowomen. A set of 23 reflective
markers was attached to their body. We did not include movements
of the signer’s face. Actors were wearing suits to record markers of
the shoulders, the elbows, the wrists, the hands and the chest. Four
sensors were attached to a cap and recording the head movements.

Recordings were done with an Optitrack S250e, equipped with
10 cameras with a spatial resolution of 0.7 Mpixels and a temporal
resolution of 250 Hz. From the 23 markers, we derived 19 virtual
markers which optimally describe the major joints of the body in
PL displays. Figure 1 shows the 19 markers in PL display. All the
stimuli are displayed in front view.

Design and procedure
The participants take part in the experiment through an online-
survey. Native signers are more likely to identify the actors in the
stimuli, however the experiment is also open to non-signers who
could interact with signing people. The language level and the
degree of interaction with signers are evaluated in the first place.

Before the test sessions, the four signing actors are introduced
to the participants with a short video of them using LSF. Unlike the
test stimuli, this introducing video includes the person appearance,
clothing etc. The participants specify whom of the four signers
they know. After one training trial, the test session consists of 20
trials. A trial begins with a 10-sec stimulus display, followed by
the presentation of 5 buttons. The task is to identify the signer.
Four buttons are illustrated by the four signers (screenshot from
the introducing video) and another button enables them to answer
that they did not recognize the signer. Each signer is presented five
times, with five different contents (each photo is presented only
once and by only one signer).

2.2 Gestural identity and machine learning
In conjunction with this study, we aim at providing a computational
framework for the analysis of LSF motion and the extraction of so-
cial and human attributes. We apply machine learning techniques in
a way to extract human features from mocap data (e.g. identity, age,
emotions...). Based on the same stimuli (MOCAP1), we run a classi-
fier using a similar approach to the one developed for face, voice
and gait recognition [15][24][33]. Then, these investigations will
be applied to motion synthesis and allow to control specific human
features in motion. For synthesis, a new mocap corpus is needed
in which we constrain signers to perform the same utterances (vs
free descriptions in MOCAP1). The design of this new dedicated
LSF mocap corpus will be carried out in the coming months.



Related work and general framework
The key hypothesis is that mostly the dynamic part of signing
motion accounts for person identification, as it has been shown for
walking [33]. We present here the general framework developed
in biological motion studies, which reduces the motion data to
a low-dimensional space and then runs classification methods to
differentiate the data regarding a specific attribute. This framework
provides a way to investigate critical features with no a priori
assumption.

Prior studies assessed candidate features bymanipulatingmotion
stimuli and evaluating the effect on recognition through experi-
ments [14] [33] [2] [20]. A causal link was then established between
the candidate features and the task. Other approaches address the
question as a pattern recognition problem, with no a priori hypoth-
esis [31] [32] [21] [22] [26]. Statistical analysis (PCA, Fourier-based
decomposition) of the motion data extracts components which are
critical for the task (identification, gender classification..). They
might be less interpretable than classic features such as velocity,
quantity of movement etc. This approach takes its inspiration from
eigenfaces, in the face recognition domain [25] [24]. O’Toole et al.
demonstrate that identifiable faces can be reconstructed from only
a subset of eigenvectors of a covariance matrix of faces. Similar
studies used different computational techniques but used the same
data-driven approach [30] [29] [9]. We extend this approach to LSF
motion.

Ongoing work and preliminary results
The first step is the analysis of LSF mocap data. The aim is to extract
low-dimensional features and then discriminate the categories. In
this study, our goal is to differentiate signers motion regarding their
gestural identity. Ongoing work is based on the same corpus as the
one used for perception tests, MOCAP1. The dataset consists of 24
extracts (10 seconds each) of the utterances given by 4 signers. We
present here the first analysis we ran but comparison with other
techniques is ongoing too.

The motion data is represented as the 3D coordinates of 19 vir-
tual markers (Figure 1) relative to the pelvis marker. This data can
undergo two steps of normalization : it can be size-normalized or
shape-normalized. In the first case, each signer’s data has the same
size but relative positions of the articulations still differ, keeping
intact shape. In the latter case, all signers have the same aver-
age posture. In that condition, the only information remaining is
purely kinematic. We present preliminary results about the shape-
normalized data.

We perform PCA in the first place to reduce the dimensional-
ity of the original data, and decide to keep the first k principal
components that represent 95% of the cumulative percentage of
information. This criterion is empirical and changes whether the
goal is classification or reconstruction. As shown in Figure 2, the
first 2 components capture some differentiation between gestural
identity of the 4 signers. We also note that the different exemplars
of each signer are consistently distributed across the 2 axis. The
first component enables differentiating signers 4 and 8, while the
second component enables differentiating signers 2 and 6. This is
confirmed by the projection of the data over the 2 axis (Figure 3).
Next components (>2) don’t seem to enable any differentiation.
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Figure 2: Scores of the first two principal components
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Figure 3: Projection of the dataset over the first 2 PCs.

Then, we train a linear classifier on a reduced number of first
components. By running a multinomial logistic regression, we ob-
tained the following confusion matrix for the first 2 components
(Figure 4). Recognition rates for signers 2, 4, 6 and 8 are (respec-
tively) 0.96, 0.92, 0.88 and 0.88. These results are consistent with
Figure 3 showing that the highest confusion occurs between signer
6 and 8.
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Figure 4: Confusion matrix computed from the logistic re-
gression between PC scores and signer’s identity.

According to these results, component 1 plays an important
role in differentiating the gestural identity of signer 2 and 6, and
component 2 for signers 4 and 8. These are preliminary results,
we propose to compare different classification techniques (linear
vs non-linear), different inputs (adding velocity, acceleration, jerk)



in the future. Linear Discriminant Analysis might do a better job
at discriminating the gestural identity. Neural networks such as
LSTMs 1 might perform better at capturing the dynamic properties
of the data. Still, the computational framework we build needs to
provide the intermediate "identity features", as one application of
this work is to generate new controlled motion. Our mocap corpus
is still small but these preliminary results suggest that differentia-
tion is possible between gestural identities, also depending on the
neutrality of the signer’s gesture.

3 FUTUREWORK
At this stage, we designed a perceptual experiment to assess the
identification of signers shown as point-light displays. Data collec-
tion will be done in the coming months. We developed algorithmic
methods for LSF motion analysis. Shape-normalized data is reduced
using PCA, and then feeds a linear classifier for person identifi-
cation. First components seems to enable differentiation between
some signers, but not all of them.

Future work is to refine the computational framework for anal-
ysis by comparing different classification techniques. Moreover,
a new mocap corpus needs to be recorded in order to overcome
limitations of both the perception test and the computational work.
Rather than freely describing images, signers will be asked to per-
form the same utterances so that the variability between signers
is exclusively related to gestural identity. It will also integrate mo-
tion recordings of isolated signs which will allow the generation of
new controlled motion. In prior work, the generation of stylistic or
gender-specific manipulated motion was done almost exclusively
on walking patterns. A walking pattern is quite simple compared to
a complex signing utterance. Extending these synthesis approaches
to isolated signs will be a first step to investigate the "identity-
control" of signing animations.
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