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Abstract—In this paper we report the results of four experiments conducted to extract lists of nouns that exhibit inherent polysemy from corpus data following semiautomatic and automatic procedures. We compare the methods used and the results obtained. We argue that quantitative methods can be used to distinguish different classes of polysemous nouns in the language on the basis of the variability of copredication contexts.

I. MOTIVATION AND GOALS

In this paper we examine nouns which exhibit systematic (or regular) polysemy, i.e. general sense alternations of the kind animal-food, where the same relation holds between the meanings for a series of lexical items in a language (such as chicken, rabbit, codfish, lamb, etc.) and is not particular to a single one (cf. [1] and subsequent work). The goal is twofold: to acquire nouns belonging to different polysemy alternations from corpora and group them in different classes based on the underlying nature of their systematic polysemy, which we assume not to be univocal. Specifically, we are interested to tell apart nouns which exhibit systematic polysemy because of their regular ability to, in a single occurrence, convey multiple aspects and thus denote entities having a complex type (for instance, physicalobject-informationobject, e.g., ‘book’, event-food, e.g., ‘lunch’) from nouns usually presenting a single aspect in an occurrence and whose systematic polysemy is more likely due to (more or less lexicalized) coercion effects triggered by the linguistic and/or the pragmatic context (animal-food, e.g., ‘chicken’, container-containee, e.g., ‘bottle’).

Previous work has shown that copredication,\(^1\) the usual test employed in the literature to distinguish the first kind of nouns (variously called “complex or dotted type nouns” [3], “nouns with facets” [4], “dual aspect nouns” [2] “inherently polysemous nouns” [5]) from other kinds of systematically polysemous nouns, including “selectional polysemy” [5] and “pseudo-dots” [3] such as animal-food or container-containee, is not sufficient because copredication is also possible, albeit less frequent, with expressions which exhibit polysemy due to coercion effects. This is the case of the noun sandwich in such contexts as Sam grabbed and finished the sandwich in one minute, in which sandwich is predicated both as a physical object and as the event of eating it. In an earlier work [6], we proposed that variability of pair of predicates in copredication contexts is the key to distinguish inherently polysemous nouns from nouns subject to coercion. According to this hypothesis, high variability of pair of predicates in copredication contexts is evidence of inherently polysemous nouns, while low variability points to nouns subject to coercion effects. Our work has also shown that the bottleneck of a quantitative methodology meant to distinguish different classes of polysemous nouns is the identification of predicates selecting for the different aspects of the nouns with high precision. Particularly, manual selection has proved to be very time consuming.

In this paper, we report the result of experiments we run to evaluate the whole methodology developed in [6], and to test the possibility to expand it in a way to automatize the selection of predicates exploiting distributional methods. Specifically, Section II-A outlines the methodology we adopted in [6]. Section II-B introduces the distributional method for selecting predicates we used for two experiments. Related work is discussed in III. Section IV presents the two main experiments and an evaluation procedure used to compare them with two baselines, the manual experiment of [6] and another one based on Lexit, a lexical resource for Italian. Section V discusses the results, and Section VI draws conclusions and offers hints for further work.

II. METHODOLOGY

A. Manual method

As referenced in Section I, we previously conducted a corpus-based study to assess the possibility to empirically distinguish between complex type nouns and nouns subject to coercion through the analysis of copredication contexts [6]. We here take up the same global semi-automatic method, whose concrete goal is, for a given complex type, to compute the variability of copredication contexts of interest for each candidate noun in order to rank them. This variability is measured by the ratio of copredication contexts of interest over all copredication contexts for that noun in a corpus. Decreasing ratios are supposed to rank nouns from most likely being of some other type but subject to coercion. We use the SketchEngine (henceforth SE, [7]) tagged Italian corpus ItTenTen10 (2.5 Gigawords) and its tools. The complex or dot type chosen for the previous study and here is informationobject-physicalobject (or info•phys) of which ‘book’ is taken to be the prototype in

---

\(^1\)Copredication can be formally defined as a “grammatical construction in which two predicates jointly apply to the same argument” [2]. We focus here on copredication contexts in which the two predicates select for disjoint types. An example is They burned the controversial books, where the predicate burned selects for the physicalobject aspect (or sense) of the argument books while controversial selects for the informationobject aspect.
the literature, and the copredication pattern used, [V [Det N Adj]], exploits verbs and adjectives as predicates.

1) Manual predicate extraction: The copredication contexts of interest are those based on a verb and an adjective that each select for a different type. The first step of the method is therefore to pick four lists of predicates: transitive verbs selecting for informationobject (info) or physicalobject (phys) as objects and adjectives post-modifying nouns of either type. The starting point in [6] was 10 seed nouns considered as good candidates of the complex type. Having gathered the most frequent 200 verbs and adjectives in the collocational profiles (WordSketches) of each of these seed nouns, 2-by-2 intersections and then union were performed, yielding 427 verbs and 388 adjectives. These predicates were manually doubly classified into info and phys, avoiding those too polysemic, generic, or subject to metaphorical uses. 65 phys and 53 info verbs, 18 phys and 127 info adjectives were so collected.

2) Computing the copredication context variability: We adopt the method developed in [6]. For each noun N to be tested, all occurrences of the [V [Det N Adj]] pattern with V and Adj free, are automatically extracted from the corpus. These hits are grouped by pairs (V, Adj), that is, “copredication contexts” for this noun. Among these, the contexts of interest combine selected predicates from the four lists, either (Vphys, Adjinfo) or (Vinfo, Adjphys). The ratio of relevant contexts among all contexts is an indicator of the variability of info/phys copredication contexts for each noun, and this variability a sign of the conventionalisation of the ability of the lemma to jointly denote both phys and info referents. The hit ratio yields a different order than the context ratio, since a single relevant context may have a large incidence.

In [6], on the basis of a manual annotation of 200 (0.8%) hits for the noun libro (book), the recall had been estimated at 6%. Precision had also been estimated for libro: 118 (86%) extracted copredication hits were relevant cases. This brief quantitative evaluation was completed by a qualitative evaluation of the ranking, intuitions regarding the inherently polysemic character of the nouns being corroborated by the results. In spite of a limited evaluation, the previous study supported the conclusion that an experimental method to separate nouns of complex types from nouns subject to coercion appeared possible. The extension of this earlier work was also restricted by the criticality of the manual predicate selection. The task is difficult because there are almost no monosemous predicates, and one cannot rely only on highly specialized unfrequent predicates since the relevant copredications are sparse. It is also very time consuming and the process cannot be easily extended to other complex type nouns. This is why in the present paper we investigate proposals for expanding the method by substituting this critical phase with a predicate selection procedure as automatic as possible.

B. Exploiting distributional semantics to select predicates

In this section we describe how we exploit a latent semantic distributional model in order to semi-automatically extract predicates from corpus. The key idea is that the latent dimensions that come out of our model hint at particular co-predication contexts, such as phys, info or both.

1) Non-negative matrix factorization: Our latent model uses a factorization technique called non-negative matrix factorization (NMF) [8] in order to find latent dimensions. The key idea is that a non-negative matrix A is factorized into two other non-negative matrices, W and H

\[ A_{i \times j} \approx W_{i \times k} H_{k \times j} \]

where k is much smaller than i, j so that both instances and features are expressed in terms of a few components. Non-negative matrix factorization enforces the constraint that all three matrices must be non-negative, so all elements must be greater than or equal to zero.

Using the minimization of the Kullback-Leibler divergence as an objective function, we want to find the matrices W and H for which the divergence between A and WH (the multiplication of W and H) is the smallest. This factorization is carried out through the application of two update rules, iteratively updating both matrix W and H in an alternating fashion (see [8] for details).

2) Combining different copredication contexts: Using an extension of non-negative matrix factorization [9], it is possible to jointly induce latent factors for three different modes (nouns, verbs, and adjectives) that appear within our investigated copredication pattern [V [Det N Adj]]. As input to the algorithm, two matrices are constructed that capture the pairwise co-occurrence frequencies for the different modes. The first matrix contains co-occurrence frequencies of nouns cross-classified by verbs, and the second matrix contains co-occurrence frequencies of nouns cross-classified by adjectives that appear within the designated pattern. NMF is then applied to the two matrices, and the separate factorizations are interleaved (i.e. matrix W, which contains the nouns by latent dimensions, is shared between both factorizations). A graphical representation of the interleaved factorization algorithm is given in figure 1. The numbered arrows indicate the sequence of the updates.

Fig. 1. A graphical representation of the interleaved NMF

When the factorization is finished, the three different modes (nouns, verbs, and adjectives) are all represented according
to a limited number of latent dimensions. Our hypothesis is that certain dimensions are tied up with certain basic types (such as phys or info), and complex types are constituted by a number of those basic dimensions; by exploiting these dimensions, we are able to perform a semi-automatic extraction of those complex types.

III. RELATED WORK

A. Extracting systematically polysemous nouns

Previous attempts have been made to semi-automatically acquire nouns considered as complex type nouns from lexical resources and corpora, see for example the Corelex database [10], and the experiments reported in [11] and [12]. The difference with the present work and [6] on which it builds is that in those contributions no distinction is drawn between the two types of systematic polysemy we aim at assessing with our method. The notion of systematic (or regular) polysemy as a whole and the sub-case of inherent polysemy are conflated, either for practical purposes or from disregard of the theoretical distinction. Moreover, systematic association of a certain noun with two aspects is not assessed in a copredication setting but in different syntactic contexts, thus not exploiting the characterization of inherent polysemy. The extracted lists of “complex type” nouns actually contain inherently polysemous nouns as well as pseudo-dots and other systematically polysemous nouns. As a result, the question whether nouns exhibiting systematic polysemy may not constitute a homogeneous class and may crucially differ in their underlying semantic representation is not assessed empirically.

B. Extracting selectional preferences of predicates

Our method is related to previous work on selectional preference acquisition. Most closely related is the work of [13], who present a clustering method that is able to extract selectional preferences for complex types by using the notion of contextualized similarity. By automatically clustering predicates that appear within a particular context and manually tagging the resulting clusters, they are able to acquire basic selectional preferences for separate aspects of complex type nouns. Within the broader context of selectional preference acquisition, our work is related to [14], who propose an Expectation-Maximization (EM) clustering algorithm for selectional preference acquisition based on a probabilistic latent variable model, and [15], who presents a model for multi-way selectional preference induction, making use of a latent factorization model for three-way co-occurrences.

IV. EXPERIMENTS

The experiment described in [6] and taken up here as a baseline is called “Manual”. As explained in Section II-A1, it is based on 4 manually selected lists of adjectives and verbs selecting for either the info or the phys aspect of nouns to be tested, containing from 18 (phys adjectives) to 126 (info adjectives) predicates. To test the possibility to bypass the costly manual selection of predicates, three more experiments have been run.

The two main ones rely on latent dimensions computed by non-negative matrix factorization, as explained in Section II-B. We extracted our co-occurrence frequencies from the freely available ItWaC corpus [16], using 1K verbs, 4K nouns and 2K adjectives that occur most frequently in our corpus. We set our number of latent dimensions to \( k = 100 \). In the experiment called “Dimensions-nouns”/”DimsN”, 15 dimensions most associated with the same 10 seed info/phys nouns as in Manual were examined. Fig. 2 shows two of these 15 dimensions, one considered as characterizing the info basic type, and the other the phys basic type. We manually selected between 2 and 5 dimensions among the 15 ones for each type of predicate and we gathered the first 20 predicates from each dimension. This yielded 4 lists containing from 37 (phys adjectives) to 91 (info adjectives) predicates. In the experiment called “Dimensions-preds”/”DimsP”, we aimed at reducing even more the burden and possible arbitrariness of this manual selection of dimensions, although already considerably lower than for Manual. We gathered the first 20 predicates from the 5 first dimensions mostly associated with one of 4 seed lists of 10 predicates. These seed lists were manually extracted from the 4 predicates lists of Manual, aiming at generality, that is, avoiding predicates overly associated with info/phys nouns, albeit selecting for only one of the two aspects (e.g., keeping spostare (to move) but not fotocopiare (to photocopy) as seed phys verb). This yielded 4 balanced lists containing 85-93 predicates. The difference between these two dimension-based experiments, DimsN and DimsP, lies in where the manual intervention occurs: for picking the dimensions best corresponding to each type of predicate, or for a priori making up seed lists for the same types of predicates.

The last experiment, called “Lexiti”, was aimed to serve as a second baseline. It is a fully automatic method exploiting existing semantic resources. Namely, we utilized the distributional semantic profiles of verbs and adjectives in the Lexiti resource (http://lexiti.fileli.unipi.it/ [17]) extracted from the La Repubblica corpus and based on 24 noun semantic classes or “supersenses” in the Italian section of MultiWordNet [18]. We selected the 50 first verbs or adjectives most associated with nouns (in object position for the verbs, and in “mod-pre” position for the adjectives) of either of the two semantic classes “communication” (for info) and “artefact” (for phys).

For all four experiments, results were computed following the method described in II-A2 on the corpus ItTenTen10 from SE. To compare the results, we used an evaluation procedure exploiting an external resource. We evaluated precision and recall on the basis of the systematic polysemy relations in the resource Parole-Simple-CLIPS (henceforth PSC, [19]), in which 195 nouns have senses put into “PolysemySemioticArtefact-InformationObject” relation. Since copredication contexts are sparse, we retained only the 24 such nouns with high frequency (above 200K) in SE. These 24 nouns were complemented by 76 distractors randomly chosen among the 709 (699 manually cleaned) highly-frequent nouns in SE. As far as we know, PSC is the only resource for Italian encoding systematic polysemy. However, it doesn’t distinguish inherent polysemy from other systematic polysemes. Indeed some nouns arguably aren’t of the complex type phys•info: 6 out of 24 are derived from communication verbs, and their primary sense is eventive, combined with an info sense in some systematic polysemy, but not directly with any phys sense.4 For computing precise-

---

4These 6 nouns are: atto (act), contratto (contract), decreto (decreed), rapporto (report), relazione (report), sentenza (judgment). Pubblicazione (publication) also is a deverbal noun, but much closer to the target, since the result of a publishing event directly is an info/phys entity.
We thus believe that semi-automatic DimsN, requiring little manual work to review 15 dimensions of 20 nouns, verbs and adjectives each in order to pick the relevant ones, is actually more promising. Our attempt with the DimsP experiment to further restrict the manual work in this semi-automatic method, by automatically picking the dimensions using manually selected seed predicates, doesn’t work though, the precision of DimsP being much lower at 0.46 Average Precision@k. Further experiments shall compare DimsN with the semi-automatic clustering method proposed in [13].

VI. CONCLUSION

The evaluation procedure proposed, with high precision values ([13]), confirms that the whole method originally proposed in [6] based on the variability of pairs of predicates in copredication contexts is able to discriminate inherently polysemous nouns from those subject to coercion. The rankings also confirm our hypothesis that the PSC systematic polysemy relation considered, “PolysemicSemioticArtefact-InformationObject”, includes nouns subject to coercion, namely the 6 excluded classes: *individuare (become)*, *diventare (become)*, *avere (have)*, *essere (be)*, *essere (be)*, *essere (be)*.

This is perhaps why the nouns *decreto (decree)* and *contratto (contract)*, arguably not excellent examples of *info* nouns, are ranked quite high with Lexit method as can be seen on Fig. 4.

V. RESULTS

Results comparing the methods are assessed both quantitatively, in terms of Precision@k measured with respect to the 18 gold nouns from PSC (Fig. 3), and qualitatively, in terms of lists of best ranked nouns (Fig. 4). Manual gives the best results (0.92 Average Precision@k), closely followed by semi-automatic DimsN and fully automatic Lexit at a tie (0.89). Among these three best methods, the rankings of the whole list of 24 PSC nouns can be compared using Spearman’s $\rho$. Manual and DimsN are the most similar (0.64, $p=0.0007$) followed by Manual and Lexit (0.58, $p=0.0030$).

Although it would seem that the fully automatic Lexit method is to be preferred, the semi-automatic DimsN one is the most flexible. The Lexit resource leverages on a large manually crafted lexicon, thus embedding manual work. But it makes use of 24 fixed semantic classes, not easily expandable without restructuring MultiWordNet’s top-level, a highly difficult task [20]. Moreover, the 24 classes do not fully match the types considered, “PolysemicSemioticArtefact-InformationObject”, in-
relevant copredication hits instead of contexts systematically yields a lower Average Precision@k, with the best method’s performance dropping from 0.92 to 0.60 (not shown on Fig. 3).

With this semi-automatic method we are able to discriminate inherently polysemous nouns from nouns subject to coercion, assuming a particular complex type is given. We believe that this method can now be extended in order to compare systematic polysemy patterns (in terms of type pairs), not just nouns. This would allow telling empirically apart those pairs of types that form a complex type, and therefore belong to the class of inherent polysemy (like, as usually assumed, physical object–information object or event-food), from those that belong to classes of systematic polysemy based on coercion, such as the “pseudodots” animal-food and container-containeer. Such an extension is conceivable only because the method proposed exploits a distributional semantics factorization technique and is scalable, as opposed to the original proposal made in [6].

Systematic polysemy studies that propose theories discriminating a variety of polysemy phenomena suffer from a lack of empirical data, as they use only a few manually crafted examples. On the other hand, existing corpus-based work collapses all cases of systematic polysemy into a single class. We have shown that more elaborate empirical methods can be developed to evaluate theoretical hypotheses regarding various systematic polysemy classes and foster further investigations in this field.
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