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Simulations of a parallel plate Fisson Chamber
using the MCNPX simulation code
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1) CENBG, CNRS/IN2P3-Université de Bordeaux, ChemiS8alarium B.P. 120, 33175 Gradignan, France

Abstract

MCNPX in its latest version is able to simulate ttasportation of Fission Fragments. It opens the
door to Fission Chamber simulations. Such simubatiare not straightforward and comparisons with
experimental spectra often failed. A procedureesctibed in the present paper to perform such
simulation and to process the result to obtainsealspectra. Simulated spectra are compared with
experimental ones in various different conditiomslidate the method and to present its limitegion

Keywords: parallel plate fission chamber, MCNPX slations, alpha-FF discrimination

1. Introduction

lonization chambers containing a deposit of fissikgerial (later on referred to as Fission Chambers
FC) are very simple and versatile devices [1] usetliclear physics fundamental research, as well as
in nuclear industry applications and nuclear eneeggarch [2-4]. In the field of nuclear data
measurements, FCs are typically used to tag fissients in coincidence or in anti-coincidence with
other observables. This makes possible to stutigredission-related quantities, such as fissiossro
sections [5,6], prompt particle emission [7,8] ardly observable phenomena, such as capture events
[9]. FCs are also used as neutron flux monitorsnithe neutron-induced fission cross-section of the
fissile deposit is very well known [10,11].

Fission events are identified by detecting at least of the two Fission Fragments (FFs). These
particles typically have to be discriminated frolpha particles arising from the natural radioatyivi

of the sample. The quality of this discriminatidroagly depends on the characteristics of the FC
itself and of the used deposit.

Typically Frish grids are implemented in FCs toabtpulse-height signals independent of the
ionization track position inside the detector. Tisisiot the case in parallel plate FCs when, due to
compactness requirements, the gap between theoglestis few millimeters. In these FCs, the gap is
much smaller than the range of the particles tddiected. In the projecting phase of these latter
detectors, the design and optimization of the dexéty on the capability of simulations to prediat
pulse-height spectrum of incident particles, angdarticular of alpha particles and fission fragnsent
Calculations are typically based on energy lossutations [12], such as for instance SRIM/TRIM
[6,8] or the PHITS code [13]. In few cases [14] giations make use of the GEANT4 [15] package.
However, to the best of our knowledge, the partidasport code MCNPX [16] has never been used
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for this purpose. Nevertheless, only a handfulref/us works presents simulated “pulse-height
spectra” rather than “energy deposition spectral2B and fewer can withstand the comparison with
experimental data.

In this work, we present in Section 2 a simulapoocedure to simulate the response to FFs and alpha
particles of a parallel plate FC. In Section 3 dndimulated spectra for both a tRRCf source and a
thick 223U fissile deposit respectively, are shown and caeghéo experimental data. The impact of
different parameters (deposit characteristics,vgalth, etc.) will be investigated and discussed in
Section 5.

2. Method

The capability of the latest versions of MCNPX (R.6nd later) and of the more recent MCNP6
version to calculate the transport of heavy iores (uclei heavier than helium) opened the podsibil
of using this code to simulate the detection ofaRE alpha patrticles in fission chambers.

Our parallel plate FC consists of two plates ohahum separated by a 5mm gap acting as cathode
and anode. The volume is filled with a 90%Ar — 10%@as mixture (referred to as P10 in the
following) at a pressure of 1050 mbar.

A circular deposit is placed on the surface ofdathode. Its thickness is few hundreds of nanomseter
for the?>®J samples, and lower than a nanometer foft&f source. The deposits are assumed to be
homogeneous amulparticles and FFs to be emitted isotropically fribi deposit. The FF mass and
energy distribution is given by the GEF code [IZEF is a semi-empirical model based on the
observation of a common, general behavior of tb&dn properties of a broad variety of fissioning
nuclei that is traced back to well-founded theaadtideas. GEF calculates fission quantities with a
precision that complies with the needs for appiorest in nuclear technology without specific
adjustments to measured data of individual syst@ims.very good agreement of the predictions of
GEF with evaluations or experimental data for tRenfrass yields and FF kinetic energie$°8Ef(SF)
and?33(nn,f) and can be seen in figures 36, 127, 40 andof 247], respectively.

A multi-steps procedure allows one to obtain timeusated pulse-height spectrum, to be compared to
experimental data. First, the induced charge signadiculated based on the particle energy
deposition. Second, events where both the FFs dep@sgy in the FC are accounted for. And finally
the pile-up between different events is includeiede steps are described in the following Sub-
Sections.

2.1 Induced-charge signal calculation

Electrons are generated by the passage of a chpagicle in the gas. They drift towards the anode
inducing an electric signal. According to the SHegkRamo theorem [18,19], the pulse-heightpf
the induced signal, is proportional to the numbeglectrons (and hence to the deposited eneggy E
and to the electron-drift distance x:

lca Edep* x/d

where d is the gap between the electrodes.

To convert the deposited energy into a pulse-hetgktgap between electrodes is (virtually) divided
into several parallel layers (typically more thdl).JFor a given particle ionization track, the eyer
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deposited in each layer, which corresponds to argaverage x value, is retrieved from the MCNP
PTRAC file and multiplied by the corresponding x&tio. The sum of the contributions of each layer
gives the pulse-height for this track.

The deposited-energy (in black) and the pulse-hdighed) spectra produced by°4Cf source are
shown in Figure 1, fon-particles (a) and FFs (b). Spectra are normaliaedit. The signal pulse-
height is expressed in MeV, rather than in V ahduld, to allow its direct comparison with the
deposited energy. x/d values averaged on a giaek tange from 0.5 (particle track straight to the
anode) to ~1 (particle track parallel to the catjodhis allows one to establish the relationship
between the pulse-height and the particle-emigsidar-angle. In the present experimental conditions
the FF ranges are between 1.5 cm and 3 cm depeoditigir initial kinetic energy. As the gap is
only 5 mm, a FF can only deposit all its kinetiergy if it is emitted along the cathode. The FRyea
and light peaks are observed on the right pati@RF spectra, where x/d are close to one. The
different parts of these spectra will be discugkedoughly in Section 3.
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Figure 1: (Color online) Simulated deposited-energy speditack) and pulse-height spectra (red) for
a-particles (a) and FFs (b) emitted frorfP2Cf source.

2.2 Simultaneous detection of thetwo fission fragments

In the fission process, two FFs are emitted badbaitk in the center-of-mass reference system, if we
neglect eventual pre-scission neutron emissionedadrtain conditions (no or negligible recoil bét
fissioning nucleus) FFs are emitted back-to-badkélaboratory system. Usually, the FF emitted at
backward angle(> 90° relative to the target normal) loses aleirgy in the backing material of
the deposit. However, if the FF is emitted at grganglesq [190-91°), it may scatter in the backing
and deposit some of its energy into the gas, imdpaisignal. This signal adds to the signal offRe
emitted at the corresponding forward an@e (89-90°).

To implement this process in the final pulse-hegpectrum, simulated FFs are divided into several
cos@) bins (with narrower bins for cd)(~ 0) depending on the FF initial emission dir@ctiA
randomly chosen pulse-height from one 8d&(n is added with a randomly chosen pulse-hedfht
the cos@+1) bin. It should be noted that this procedure dugdake into account real FF couples. As
there is nearly no dependence of the backward-ednsfpectrum to the FF properties (mass and
energy) such approximation can be made. Results &lbcos@) bins are then summed to obtain the
final FF pulse-height spectrum.
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Figure 2 shows the pulse-height spectrum when gakito account the “simultaneous detection of the
two emitted FFs”, compared to the spectra obtafoethe detection of only-forward (reél,< 90°)

and only-backward (greefl,> 90°) FFs. In the "only-backward" spectrum,rese@bove and below 20
MeV correspond to events where FFs are emitted 90th<0 < 91° and 90° € < 100°, respectively.
Indeed, the probabilities of a FF being scattengdide the backing are around 60% and 15%, for the
two polar angle ranges, respectively. FFs emittethgles greater than 100° have a very low
probability to be scattered out of the backing, aBnf.5%.. The two-FFs spectrum obtained shows a
high-energy tail, above the energy of the lightgelak (above 100 MeV).

) Simulations
10— ‘ L e L R 3
I —— FF in forward direction [

FF in backward direction H
—— FF with "two FF events" [

Counts {/ source particle)
—
=

! ! L L I L L ! !
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Figure 2: (color online) Simulated pulse-height spectra f6s Emitted in the only-forward (red) and

only-backward (green) directions, and spectrum @aiettog for the “simultaneous detection of both
FFs” (black).

2.3 Pile-up

Parallel plate ionization chambers are often usiéld lghly a-active isotopes. In this case, the
probability that the signal from an-particles sums up in the ADC time window with gignal from a
FF or anotheo-particle is not negligible. This effect has beaken into account for the correct
simulation of pulse-height spectra, with the foliog/procedure. One or severabarticle and/or FF
events are randomly chosen accordingly to theivides and to the width of the time window.
Gaussian or asymmetric triangular signals with gitiee constants are then randomly generated in
the time window and summed. The maximum of thelst@ined signal gives the pulse-height of the
event. Such procedure is obviously an approximasorce in reality the electronic signal processing
is much more complex. In particular, for very highunting rates and/or slow electronic, baseline
fluctuations due to non-ideal shape of signalslead to a strongly reduced energy resolution.

One to 100 billions events were simulated to priypeecount for low-probability events (high-
multiplicity a pile-up, FF spectrum for highly radioactive sampie...).
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Figure 3 showst-particle (red) and FF spectra (green), normaltpettheir respective activities, as
well as then+FF spectrum, obtained accounting for the pile-n@r@menon. The pile-up effect
mainly affects the high-energy tail of thepeak, around 10 MeV. One can notice the shapeedfFE
spectrum hidden under tlepeak. This shape is in general agreement witlspleetrum shown in [20]
for the samé>2Cf source.
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Figure 3: (color online) Simulated spectra for FFs (greerg aparticles (red) emitted by a 153kBq
25Cf source, normalized by their activities (74 kBcgitfor a emission and 4.7 kBq for spontaneous
fission), and sum spectrum accounting for the ppeeffect (black) (gaussian signals, sigma: 0.1 us,
time window: 0.3 ps).

2.4 Energy resolution

As for other types of detectors, the same energpsigon along the same ionization track may lead t
different pulse-height values, due to secondargteda production fluctuations, electron
recombination fluctuations, electron screeningatffelectronic noise, non-ideal electric field ayas
contaminations. The energy resolution is often &ited as a Gaussian convolution with the spectrum,
with a width that is function of the deposited &ermhese parameters have to be measured
experimentally.

Contrarily to gamma-ray or proton/alpha detectiris, very difficult to experimentally measure the
energy resolution of a parallel plate ionizatiomueiber at FF typical energies. Indeed, FFs are not
mono-energetic, and, given the small dimensiorte®fjap, part of their kinetic energy is deposited
the opposite electrode itself. Moreover, due toabgence of a Frisch-grid the pulse-height spectrum
of mono-energetic particles is broad (it dependtherposition of the ionizing track in the detegtor
For these reasons, in this work it is decided aab¢lude energy resolution to the simulated rasult

2.5 Post-processing procedur e

The procedure described in Section 2 is summariz€iure 4. Three different simulations are
needed, and represented as gray rectangles. Amatggis are shown in ellipses, while results are

5
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presented in white rectangles. The impact of tffer@int parameters in the simulation and in the-pil
up procedure is schematized as rounded rectangles.

Forward-emitted Backward-emitted o simulation
FF simulation FF simulation

FF spectrum FF spectrum o spectrum
(per cos(0) bin) (per cos(8) bin)

Back-to-back
summation

d

Total FF spectrum
(per cos bin)

Cos(6) summation

Total FF spectrum @

Total spectrum

j

Figure4: Steps of the simulation post-processing to inferfihal FC spectrum including physics
effects

3. Simulation of a %2Cf source
3.1. Experimental spectrum

Measurements were carried out wittP4Cf source placed in a parallel plate fission chamibee
aluminum electrodes were 12 cm in diameter sephiatea 5.0 mm-wide gap. A 90%Ar — 10%&¢H
gas mixture at 1050 mbar was used. The bias voltage100 V, corresponding to the maximum
electron mobility for the used gas (~5 cm/us). $berce, located at the center of the cathode, is
constituted of a 5.04 mm-wide disk of 20 ng eled#@osited californium oxide on a nickel-clad
platinum foil. The deposit was fixed by diffusio+ring at 1000°C and is covered with a 50 pg/cma2-
thick gold layer to preverit°Cf losses. The activity of the target was 153 kBtha time of the
measurements. The signal was collected on the anaéeCAMBERRA 2004 BT charge

preamplifier. The experimental spectrum is showRigure 5a. In the insert, a spectrum with a lower
threshold is presented to show the wholeeak.

Thanks to information provided by simulations, tliéerent parts of the spectrum can be explained
unambiguously, for the FFs as well as thpatrticles:

- region a: lot ofx particles emitted at low to medium polar anglegpasiting only a small part of
their kinetic energy in the gas,

- region b: fewa particles emitted at high polar angles, deposigth¢heir kinetic energy in the gas,

- region c:a particle pile-up with energies greater than th&imama energy,
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- region d:a-FF valley, populated by FFs emitted at grazinges(see region i),

- region e: FFs emitted at very low polar angles laitting the anode before having deposited all the
kinetic energy into the gas. The two peaks cornedpg to light and heavy FFs give rise to a shaulde
in the simulated spectra (around 20 MeV), whichasvisible in the experimental spectrum due to the
poor energy resolution of the detector,

- region f: FFs emitted at high polar angles, dapwgall their kinetic energy into the gas; heand

light peaks can be seen,

- region g: FFs emitted at grazing angles, bothukaneously detected,

- region h: pile-up of FF signals from uncorrelaésents

- region i: FFs emitted at grazing angles, losiag pf their kinetic energy in the deposit itsdlhe
residual energy deposited in the gas can be assaero.

The shape of the simulated pulse-height spectruatpbia particles presented in Figure lais in very
good agreement with the experimental result showthe insert of Figure 5a. A quantitative
comparison cannot be carried out, as the experahspéctrum cannot be calibrated. Indeed, the
maximum alpha-particle energy is the only calilmagpoint known with a good accuracy. This is
because alpha particles emitted at high angletapped in the gas; therefore, the maximum deposited
energy is nearly independent of the FC features.

On the contrary the light- and heavy-FF peaks arg broad, and their positions slightly depend on
some unknown source features (as for instanceittusidn of sample atoms in the backing, see
Section 3.2). Interestingly, the maximum of thedpéctrum (around channel 500) is quite narrow and
independent of the source characteristic. But asdeposit only a part of their kinetic energy ia th

gas, the position of this peak depends on unceeta@ngy deposition calculation, which typically are
affected by ~10% uncertainty. In addition, thedécation points are too close one to each other to
obtain a reliable energy calibration. The maximurargy deposited by both FFs is more accurate and
separated from the other points, but the determoimaif this calibration point suffers from strong
experimental uncertainties.

3.2. Simulated spectrum

Following the steps detailed in Section 2, a sitaadapectrum was calculated and it is shown as a
black line on Figure 5b. Although there is a ratheod global agreement between the simulated and
experimental spectra, a strong discrepancy carbbsereed in the height of the FF peaks, which appear
more prominent in the simulated spectrum.

An additional step must be taken into account wdesding with very thin deposits, as tHéCf

sources. Indeed, the average thickness of thegalim deposit is lower than one atomic layer while
that of the gold layer is 26 nm. These dimensionstrhe compared to the roughness of the backing.
In addition, the 1000°C thermal treatment of thed@bosit could have induced the diffusion of
californium atoms into the backing. To charactednd simulate these effects is beyond the scope of
this work. It was therefore assumed tH&Cf nuclei are uniformly distributed over a giverptiein

the backing. Different geometrically increasing lengation depths have been tested. The specte for
maximum implantation depth of 30, 100 and 300 nensévown in Figure 5b. For higher implantation
depths, the FF peaks are less pronounced andojpe el the “both FFs events” tail increases. This
effect clearly reduces the discrepancies when cozdpa the experimental spectrum, although the
agreement is not perfect. Other implantation pesfiffor instance morf&?Cf atoms near the surface)
have been simulated and lead to the same concluE@remaining discrepancy can be attributed to
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the non-ideal experimental device (homogeneityhefgold layer, electrodes parallelism...) compared
to the simulated system. In the following, the préed simulations assume a maximum implantation
depth of 30 nm with a uniform distribution.

Experiments Simulations
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Figure5: (Color online) (a) Experimental spectrum oP#Cf source. The insert shows the
contribution obtained in a dedicated measuremettt avlower threshold; (b) Simulated spectra of a
252Cf source obtained assuming different maximum imiatéon depths into the backing: 0, 30, 100
and 300 nm (see text).

The aim of FC simulations can be to infer the Fted#on efficiency. This parameter and its accuracy
are crucial for some experiments using FCs [8,20The depth and the width of tbeFF valley

are key parameters to determine the FC efficiemcleed, an experimental threshold is usually set in
thea-FF valley and FFs below this threshold are treatedot-detected.

The simulated efficiency significantly depends aperimental parameters, like the implantation
depth, which are typically not known and introdadarge uncertainty. For instance, assumingr
threshold at 10 MeV in the pulse-height spectruma,dbtained detection efficiencies are of 99.1%,
98.0%, 97.1% and 94.2% for implantation depths, & 100 and 300 nm, respectively. These values
have to be compared to the uncertainty associatdtetexperimental efficiency, measured via the
prompt fission neutrons method [20], which is 8.(8:0.2)%. Therefore, it turns out that simulations
cannot be used to obtain an accurate value obfissetection efficiency.

4. Simulation of athick 23U target

The procedure described in Section 2 was appli¢ditk targets. £33U target (4Os chemical form)
produced by EC-JRC-Geel, with a thickness of aB80tpg/cm? and a diameter of 6 cm, was
considered. Tha-activity was 2.5 MBq. The irradiation of the targéth a thermalized neutron flux
at the AIFIRA facility is presented in Ref. [22]h@& fission rate was about 40 fission/s, whichvery
low rate when compared to the one of the descrAti&@ source. The signal was treated with an
analogic electronics and a shaping time of 0.25 pus.
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Figure 6: Experimental pulse-height spectrum for a 250 pgfé# target in thermal neutron flux.
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Figure 7: (color online) Simulated pulse-height spectra f@58 g/cm2?33U target (296 pg/cm?2 of
UsOg) as well as for a chemically pu#®U target.

The experimental and the simulated spectra arerslmowigure 6 and Figure 7, respectively. The
impact of the target thickness is important onkRehigh-energy tail, which drops quickly. Structure
can be seen in the simulated spectrum, but ndieiexperimental one. On the contrary, the sample
thickness has little impact on the “low polar arigt€ peak at about 20 MeV. Indeed, a typial

FF @%Kr with a kinetic energy of 107 MeV) emitted in tfeeward direction deposits 0 to 3.5 MeV in
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the target, depending on the depth of the emigsoant, whereas the energy deposition in the gag onl
ranges from 24.7 MeV (for a surface emission) t@2MeV (for a 250 pg/cm2-deep emission).

Given the higha counting rate, tha-FF valley is partly filled witha pile-up. Indeed, in the
experimental spectrum as well as the simulated @sejaller slope of the tail can be observed when
compared to the one of th&Cf source (see Figure 5).

Moreover, the simulated FF spectrum belowdhac is rather flat, contrary to what was found tioe
252Cf case. This support the efficiency determinat@Eshnique consisting in extrapolating to zero
signal amplitude the floor of thee-FF valley, while it reject the assumption of el decrease of the
FF yield down to O for zero energy deposition [12].

In Figure 7 the spectra obtained for a chemica¢ und for the oxide U target are compared. The
observed differences in the spectra arise fronptesence of light but numerous oxygen atoms that
participate to the particle energy loss in theaarti should be noted that the sensitivity of the
spectrum to the target composition introduce arntiaal issue in the pulse-height spectrum
simulation, as the real chemical composition ofttrget is not completely known. Indeed, other
impurities (like O, C, N or F) may be present ia thrget in high quantity [23]. The target chemical
composition also influences the simulated FF deteafficiency. For instance, setting a threshald i
thea-FF valley, the simulated efficiencies are 94.2 6% for WOg and the puré3U sample,
respectively.

5. Sengitivity analysis
5.1. Influence of the signal treatment

As mentioned in Section 2.3, the electronics sigregtment has an influence on the results of the
pile-up effect. Combinations of FF- andsimulated spectra for tié°Cf source applying different
electronic treatments (width of signals) have begmied out and are shown in Figure 8a. The
different treatments can be schematically sepaiatést and slow treatments, where the former are
characterized by the use of shaping times of tderasf 0.25 ps while the latter by shaping times of
the order of 1 ps. A slow treatment of signals iegpthe presence of more events in the same time
window, leading to an increase ofpile-up. This effect is observed both on the sated and the
experimental spectra (Figure 8b), as an increaseearits on the right side of the alpha peak. Alaimi
behavior is observed when the activity increasesémalphas in the same time window), as shown in
Figure 9. This indicates the importance of usirgy &ectronics, especially when the activity of the
target is high (typically above 1 MBq). The higheegy part of the FF spectra, not shown in these
figures, is not affected by the pile-up effect, m¥er higha-activities.

10
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Figure 8: (Color online) Simulated (a) and experimental 8¢ spectra obtained using three
different shaping times, namely 0.25us (black)u8.Ged) and 1us (green).
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Figure9: (Color online) Simulated spectra of*4Cf source with three different activities, namely
153kBq (black), 1530kBq (red) and 15 300kBq (green)

5.2 Influence of the bias

In typical PP FC, the sample to be studied is d&ben the cathode and electrons generated in the
gas drift to the opposite electrode (anode). Tiniglies that, closer the ionization track is to the
cathode stronger is the induced signal. The opp@sirue when reversing the FC polarity [12]:
electrons produced by tracks close to the depogit the anode) will induce a weak signal. Simulated
spectra with normal and reversed bias are showigure 10a, while experimental spectra are shown
in Figure 10b. It can be seen in both figures heversed bias induce a less deepF valley, which

is filled with FF emitted at high polar angle. Whitae fissile material is deposited on both electsod
(“double-side coating” [24]), the FC spectrum is #um of both spectra (grey line in Figure 10a).
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Figure 10: (Color online) Simulated (a) and experimental @ f spectra obtained applying normal
(black) or reversed (red) bias.

5.3 Influence of the gasthickness

The pulse-height signal generated by a FC stroagbhends on the amount of matter presents between
the electrodes, as it determines the energy degposita-particles and FFs. Both the gas pressure and
the gap dimension determine the “gas thicknessh miughly the same impact, provided that

particles do not escape the active volume of theHiglire 11 shows the effect of the gas thickness
(via a modification of the gap dimension) on thawiated and experimental FC spectra.

Simulations
100 \ —T T T T
1@ —— 3mm gap
§ ‘ —— 5mm gap
10 Tmm gap i
£ I \ 4
g E
5} §
O [
i
0.1 E
| L | L | L | L | L
0020 20 60 80 _ 10 120

Signal pulse-height (MeV)

Experiments

100p

10

Counts (/ s)

0.1

L | L s L
0.0% 500 1000 1500
Signal pulse-height (channel)

!
2000

2500

Figure 11: (Color online) Simulated (a) and experimental’BLf spectra for three different gas
thicknesses, namely 3mm (red), 5mm (black) and {green).

A bigger gas thickness increases the energy degdsita or FF before hitting the opposite electrode
(i.e. emission at low polar angles), but has littituence on particles depositing all their eneirgyhe
gas (i.e. emission at high polar angles). As dsedisn Section 3.2, the left side of tnd-F valley is
determinedx-particles depositing all their kinetic energy, lethe right side by FFs depositing a
small part of their kinetic energy. Therefore, gdar gas thickness leads to a widgfF valley and
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thus to a bettem-FF discrimination. The bottom of tlieFF valley is determined by FFs emitted at
grazing angle and, therefore, it is not affectedi®ygas thickness.

MCNPX simulations use tabulated stopping powersclwvhare poorly known quantities [25].
Adjustments are sometimes made on simulated sg&tti@fit the experimental data. An error in
stopping powers of FFs in the gas would be sindda change in the gas thickness.

5.4. Influence of target thickness

The sample thickness is one of the main concermnweptimizing the design of a FC. Thicker targets
give better statistics at the cost of an increasestgy loss of FF and therefore a loweFF
discrimination. No experimental data are availdblealidate the simulations, so these are variahts
the 233 simulation presented in Section 4. Figure 12aquts the simulated spectra obtained for
different thicknesses 8#3U (UsOs chemical form), namely 125, 250, 500 and 1000 mg/c

As discussed in Section 4, the sample thicknessgpily affects the high-energy tail of the FF
spectrum and the-FF valley, since both regions are populated byéthRited at high or grazing
angles. Structures in the FF spectrum also disagsethe sample thickness increases. The first FF
peak around 20 MeV is only slightly affected, besma&Fs emitted at low angles do not lose a
significant part of their kinetic energy in thedat, independently of its thickness. The fission
detection efficiencies are 96.8, 94.2, 88.0 an8%6 for thicknesses of 125, 250, 500 and 1000
png/cmz?, respectively. The main part of undetectesl $top in the deposit, with a non-exiting
proportion of 3.0%, 4.5%, 8.2% and 17.0%, respebtiv

Simulations Simulations
10 e B S S 10 TSR — T T T T 1
125 pglem? | ] (b) Dy (ideal)
—— 250 pg/em? | 2 X
1F 500 ::lgcm‘ E 15 33U (inhomogeneous) -y
1000 pg/cm?| 3
Z o 2o 1 /™ ]
2 g | \
S 0.01f S 0.015— Y %’w\ B
0.001f 0.0014 M#w | .
E ”ﬂr ,
Wi ]
] I 1 | | | m.n 1 | |
000056 40 60 80 100 120 000N ™20 40 60 80 100 120
Signal pulse-height (MeV) Signal pulse-height (MeV)

Figure 12: (Color online) Simulated spectra©dfU targets (4Os form) (a) with different
homogeneous thicknesses’®lJ, namely 125, 250, 500 and 1000 pg/cmz; (b) withnbgeneous
(black) or inhomogeneous (green) thicknesses.

Real samples are often inhomogeneous. Spectragfisim thinner and thicker parts of the target mix
up. This leads to a mixed high-energy tail, makifgstructures to disappear meanwhile the first FF
peak remains quite unchanged. The behavior offamniegeneous sample was calculated by
averaging the spectra for different thicknesse$,(280 and 500 pg/cm? with weights of 2, 1 and 0.5
respectively, resulting in an averaged thicknes256f g/cm?). The result is presented in Figure 12b
The obtained spectrum seems in very good agreemigmthe experimental data presented in Figure
6, especially for the absence of structures anthislope change in the FF part of the spectrum.
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5.5 Influence of the gastype

Several gases are suitable to be used in FC, ahéPhbe of the most common. £B also often

used, for its very high electron mobility. Moreoy#his gas has a molar mass of 88 g/mol to be
compared to 37.6 g/mol of P10. This induces a \amgea-FF valley due to the increased gas
thickness. This effect can be clearly seen onithalated spectra presented in Figure 13a. On the
contrary, the two FF peaks are approximately ast#me position.

Figure 13b presents comparable experimental spgdiag different bias to obtain the same electron
drift velocity), which are in clear disagreementwsimulations. When using GRhe valley is partly
filled with FFs @is are more or less unaffected), and FF peaks dssveigh-energy tail are shifted to
lower energies. It should be kept in mind that Emeéxperimental spectra have been previously
reported in literature [24,26], although an effidgisignal treatment allows for some improvements
[27].

Simulations Experiments

100 T T T T T3
—— P10 gas| ]
— CF, gas| 1
10 3 a8 E
7 z
5 2
o 01F <
oot}
| n | n 1 L | n | n | L | | i n 1 n | L | n
0.001y 20 40 60 80 100 120 0.001 500 1000 1500 2000 2500

Signal pulse-height (MeV) Signal pulse-height (channel)

Figure 13: (Color online) Simulated (a) and experimental T f spectra obtained using P10 (black)
and Ck (red) gases at about the same electron drift itedec

Usually, the broad shape of the FF spectrum iated to the target thickness, however, as
previously shown, it has nearly no influence ongbsition and narrowness of the first FF peak. The
present experiment was carried out using the $&#@ésource and changing the type of gas in the FC.
It therefore proves the broad spectrum observatjube CEk gas arise from the use of the gas itself.
Several tests were carried out with different etacdrift velocities with CEkgas, as well as with P10
gas. It was observed that different shapes of @epgectrum could be attributes to different gas
mobilities. The electron drift velocity is not takento account in our simulations. Moreover, spectr
presented in literature obtained using differerstega90%Xe-10%CH15], isobutene [28], methane
[29]) show a behavior similar to the P10 gas spectiThe unexpected shape of the spectrum obtained
using Ck gas is certainly related to the electron driftia gas [30], therefore additional studies of

CFs properties would be required to obtain better $atea spectra.

6. Conclusion
Simulations have been carried out with MCNPX, amabst-processing procedure has been developed

to reproduce parallel plate Fission Chamber spettra overall agreement between experimental and
simulated spectra is rather good, as the globalifes of experimental spectra are reproduced. This
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427 provides unambiguous explanations on the physitalgsses involved, as the relationship between
428 the spectrum shape and the particle emission palgle, the energy lost in the target and the

429 simultaneous detection of both the emitted FFs.grbeedure has been used by the n_ToF

430 collaboration with MCNPX and GEANT4 simulations [26

431 Nevertheless, the accuracy of the simulationsngdid by the knowledge of the experimental

432 conditions (especially the source/target charagties). In particular, these simulations cannoti®ed
433 toinfer the fission detection efficiency with acgbaccuracy. Moreover, they fail to reproduce gject
434  using Ck gas, due to specific electronic drift phenomenamplemented here. Multi-physics

435 simulations, including FF-energy loss, electrondoiction and drift in a specific gas may lead to enor
436 detailed and accurate results.
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