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ABSTRACT

The alignment of the sub-apertures is a major challenge for future segmented telescopes and telescope arrays. We show here that a focal plane wave-front sensor using only two images can fully and efficiently align a multiple aperture system, both for the alignment (large amplitude tip/tilt aberrations correction) and phasing (piston and small amplitude tip/tilt aberrations correction) modes. We derive a new algorithm for the alignment of the sub-apertures: ELASTICS. We quantify the novel algorithm performance by numerical simulations. We show that the residues are within the capture range of the fine algorithms. We also study the performance of LAPD, a recent real-time algorithm for the phasing of the sub-apertures. The closed-loop alignment of a 6 sub-aperture mirror provides experimental demonstration for both algorithms.
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1. INTRODUCTION

In optics imaging for astronomy or Earth observation, the spatial resolution power of a telescope increases with its aperture diameter. The monolithic telescope mirror size is currently limited by technology to about 8 m for ground-based telescopes and to a few meters for the space-based telescopes because of volume and mass considerations. Interferometry is a solution to overcome those limitations. It consists in making several sub-apertures interfere. The resulting instrument is called an interferometer or a multi-aperture telescope. This concept was already used for several ground-based instruments (VLTI, Keck) and is adopted for most of the future telescope project in space (JWST, LUVOIR, OST, WFIRST) or on the ground (E-ELT, TMT, GMT).

The new challenge is to reach the diffraction limit of such an instrument by (co)phasing the sub-apertures to within a small fraction of the wavelength. This is achieved by correcting the specific low-order aberrations of the interferometer: the relative orientation of the sub-aperture (called the tip/tilt aberration) and the optical path difference between the sub-apertures (called the piston aberration).

Several steps are required to bring the instrument from a potentially very disturbed state where the images of each sub-aperture can be scattered in the focal plan to the optimal phased state (see Fig. 1). First, all sub-apertures must be co-aligned so that their images overlap in the focal plane. We call this first step the geometric alignment, and it aims at correcting the large tip/tilt errors. Then one can search for fringes and correct the large piston errors (phasing or “coherencing”). Finally, the fine phasing aims at the measurement and correction of the residual piston/tip/tilt errors. This last step usually requires a small amplitude of the aberrations for them to be accurately measured and corrected.

In this paper, we study and validate experimentally a complete alignment and co-phasing procedure of a multi-aperture telescope, starting from a strongly misaligned state in which the images through all sub-apertures span the whole field of view (typically after integration or launch) and ending with an instrument phased to a
The alignment and (co)phasing procedure is divided in 3 steps. During the geometric alignment (simply called alignment in the table), the large tip/tilt errors that scatter each sub-aperture PSF in the focal plane must be corrected so that the sub-aperture PSFs superimpose. The phasing step consists in make each sub-aperture PSF interfere with the others, by correcting the large piston errors. Finally, during the fine phasing the small remaining piston/tip/tilt errors are corrected. In this paper, we focus on the alignment and the fine phasing.

small fraction of the wavelength. Since the source on our testbed is monochromatic, we do not need to correct the large pistons to obtain interferences between sub-apertures here. The whole procedure requires little or no additional hardware as it can use images recorded with the scientific sensor, and it only uses algorithms with low computing costs. More precisely:

- Concerning the first step of the procedure, i.e., the geometric alignment of the sub-apertures, an efficient method called ELASTIC (Estimation of Large Amplitude Sub-aperture Tip-tilt from Image Correlation) was developed recently. Similarly to earlier works, it only requires images from the scientific camera and is based on geometrical optics. Its advantages are that it only requires two images of a point-source, and that it is non-iterative and computationally inexpensive. ELASTIC worked in two steps and needed to put the sub-PSFs (a sub-PSF being the PSF of a sub-aperture) in a transitional position named "parking position" before superimposition.

In the following, we first give a preview of ELASTIC method improvement (presented in detail in a further paper) so that it is possible to bring the sub-PSFs all the way to superposition in closed loop and not only to the so-called “parking position”. The new algorithm is named ELASTICS (Estimation of Large Amplitude Sub-Aperture Tip/tilt by Image Correlation and projection on orthogonal Subspace).

- The intermediate step (large piston correction) is not addressed here but will be in a further paper thanks to the SPRING (Sub-aperture Piston Reduction by Interferences in Non-redundant Groups) algorithm. Concerning the last step of the procedure, i.e., the fine co-phasing, phase diversity is a very appealing and much studied cophasing sensor (CS), for several reasons: firstly, this CS can use the scientific camera; this both simplifies the hardware and avoids differential aberrations between the scientific sensor and the CS. Secondly, it is appropriate for an instrument with a large number of sub-apertures, because the complexity of the hardware does not scale with the number of sub-apertures and remains essentially independent of it, contrarily to the case of common pupil-plane sensors. Thirdly, it can be used on very extended objects, for which it is actually the only reasonable CS.

In the following, we study the performance of a fast non-iterative phase-diversity algorithm nicknamed LAPD (Linearized Analytic Phase Diversity).

- Finally, we perform the experimental alignment and phasing of a segmented mirror with six apertures on our BRISE testbed using only focal-plane images and the ELASTICS and LAPD algorithms. We start from a state in which the misalignment is tens of wavelengths λ and we experimentally obtain a λ/75rms closed-loop residual at the end of the procedure. This experiment is also the first quantitative experimental validation of LAPD and its first application in closed loop.
2. LARGE AMPLITUDE ALIGNMENT

2.1 Motivations

The goal of the algorithm described in this first section is to estimate the tip-tilt coefficients $a_{k,n}$, $k \in \{2;3\}$ for (tip;tilt), of each element $n$ of an array of $N_a$ sub-apertures (fig. 2a) whose sub-PSFs are formed on a common focal camera (fig. 2b). Because they appear in the data model and must be well calibrated, we will also consider the estimation of the illumination $\rho_n$ of each sub-aperture $n$. Only $N_a = 6$ sub-apertures are considered to simplify Fig. 2, but the presented algorithms can also be used in a much more crowded field with $N_a = 18$, as confirmed by the simulations of section 2.4. The main issue is not to estimate these positions (a local center-of-gravity-like algorithm would be sufficient for this task, at least when they are sufficiently far apart) but to know to which sub-aperture each sub-PSF belongs.

![Figure 2](image)

Figure 2. Ingredients of the algorithm: (a) the telescope pupil, made of $N_a = 6$ sub-apertures; (b) the focal image, made of $N_a^2$ sub-PSFs; (c) the diversity image, with deterministic shifts (materialized by arrows) with respect to the focal image; (d) the intercorrelation image, made of $N_a^2$ spots including $N_a$ autospots at fixed positions inside the disk.

To solve for this ambiguity, the principle of the ELASTIC algorithm we introduced in Vievard et al.\textsuperscript{1} is to use a pair of images, the second so-called diversity image (Fig. 2c) being recorded in presence of a known and unique differential shift simultaneously applied to each sub-PSF. This can be made with a classical defocus (detector shift, inserted lens) or with what we called a pseudo-defocus introduced by the segment actuators themselves. As explained in Vievard et al.\textsuperscript{1} and detailed further in this paper, we study a slightly modified correlation between those two images (stored in two vectors $s_0$ and $s_1$ of measured data), in the Fourier domain for fast computation. The latest is named the Frequency Shifted Cross-Spectrum (FSCS) and is defined as the product of $s_0$ shifted (in one way) Fourier Transform by $s_1$ shifted (in the opposite way) conjugated Fourier Transform. Two FCSC vectors $j_m$ are computed, one for each direction $m \in \{2,3\}$, to estimate the $a_{m,n}$ coefficients (see further, Eq (2)). The Fourier Transform (FT) of $j_m$, $\tilde{j}_m$, the Frequency-Shifted Cross-Correlation (FSCC) of $s_0$ and $s_1$ (Fig. 2d), is an equivalent representation in the image domain and will be used here to describe the principle of the algorithm. It is not necessary at this stage to detail these two operators, they will be explicitly defined in the next sub-section.

The most important point is that since each image is the sum of $N_a$ sub-PSFs, the FSCS $j_m$ is the sum of $N_a$ terms:

- $N_a$ of them (the "diagonal" terms) correspond to the FSCS $j_{m,n}$ of the two (one in each diversity plane) sub-PSFs related to the same sub-aperture $n$: they will be called autospots and their sum for all $n$ values noted $j_{m}^{A}$.

- The $N_a(N_a - 1)$ other terms correspond to all the FSCSs $j_{m,n,n'}$ between a focal-plane sub-PSF of index $n$ and a diversity-plane sub-PSF of index $n' \neq n$: the sum for all $n \neq n'$ of these interpeaks will be noted $j_{m}^{I}$.

All these $N_a^2$ terms are well seen in the FSCC as spots (Fig. 2d), resulting from the FSCC of the $N_a$ sub-PSFs in $s_0$ by the $N_a$ sub-PSFs of $s_1$; the $N_a$ autospots (the autopeaks Fourier Transform) are near the origin, at a fixed position imposed by the diversity and which is proportional to their position in the pupil when the diversity is...
a defocus, whereas the *interspots* (the *interpeaks* Fourier Transform) can spread all across the field, at positions mostly given by the differential tip/tilts between the sub-apertures (and marginally by the diversity).

Under the assumption of large amplitude tip/tilt errors ELASTIC algorithm exploits the sole *autopeaks* of the FSCS. Indeed the introduced shift on the OTFs before computation leads to a constant term in the *autopeaks* phase\(^1\) (detailed in Eq.3). This so called piston is then proportional to the tip/tilt error. The problem is then linear and can be solved easily by computing an inverse matrix. The aim of ELASTICS is to take into account the *interspeaks* in this problem. Because they are naturally not linear regarding the tip/tilt errors we will try to derive the FSCS so that the *interspeaks* become linear when their influence is significant meaning when they start overlapping the *autopeaks*. This phenomena occurs when two sub-PSFs are too close from each other therefore when the tip/tilt errors are small.

### 2.2 The direct model

The aim here is first to remind how to derive the FSCS from both diversity plane OTFs. We will then derive a simplified direct model for the FSCS, that will be inverted with the ELASTICS algorithm.

We first derive a closed-form model for the multiple aperture OTF. We assume for simplicity that the aperture is composed of \(N_a\) circular sub-apertures with identical radius \(R\), indexed with \(n\) ranging from 1 to \(N_a\). It was previously shown\(^1\) that the sampled OTF \(s_d\) of such an instrument, in each diversity plane of index \(d\) and computed from \(N_p\) by \(N_p\) images, can be written for each 2D index pixel detector \(q\) as:

\[
s_d(q; \{a_{k,n}\}) = \sum_{n=1}^{N_a} \rho_n^2 \Lambda_{n,d} \left( \frac{n_q}{N_p} \right) \exp \left[ j \sum_{k=2}^{3} 4\pi a_{k,n} Z_k \left( \frac{n_q}{2N_p} \right) \right]. \quad (1)
\]

where \(\Lambda_{n,d}\) is the OTF of the single sub-aperture of index \(n\) in the diversity image of index \(d\), \(Z_k\) is the Zernike mode of index \(k\), \(q\) is the 2D pixel index, \(\rho_n\) is the flux amplitude on each sub-aperture, \(n_s\) is the sub-aperture sampling factor and \(j^2 = -1\).

The FSCS was defined as the multiplication of one diversity plane OTF by the shifted conjugated other diversity plane OTF. It was shown\(^1\) that a 1 or 2 pixel shift are required for a full camera field coverage. Moreover, the tip/tilt estimation was shown to be more efficient when the pixel shift increases. Therefore, we choose here to shift both the diversity plane OTF in opposite ways hence a 1 pixel shift will correspond to a 2 pixel relative shift between the two diversity plane OTFs. Noted \(j_m\), with \(m = 2,3\) the shift direction, the FSCS is derived as:

\[
j_m = \Delta_m^- [s_d] \times \Delta_m^+ [s_d^*], \quad (2)
\]

where \(\Delta_m\) is the operator that performs the \(\delta_m\) \((m = 2,3)\) shift, with a \(\delta\) pixel(s) amplitude. It was shown\(^1\) that shifting the tip or tilt Zernike polynomials \((m = 2 or 3)\), leads to the same tip (or tilt) plus a piston (constant phase) whose value depends on the shift amplitude and the tip/tilt slope. We retrieve the fact that the FSCS is the sum of \(N_a\) autopeaks and \(N_a(N_a - 1)\) interspeaks:

\[
j_m(q; \{a_{k,n}\}) = \sum_{n=1}^{N_a} \rho_n^4 \exp \left[ -j4\pi \frac{n_q \delta}{N_p} a_{m,n} \right] \Lambda_{m,n,1} \Lambda_{m,n,2} \left( \frac{n_q}{N_p} \right)
\]

\[
+ \sum_{n=1}^{N_a} \sum_{n' \neq n}^{N_a} \rho_{n} \rho_{n'}^2 \exp \left[ -j4\pi \frac{n_q \delta}{N_p} \left( a_{m,n} + a_{m,n'} \right) \right] \Lambda_{m,n,1} \Lambda_{m,n',2} \left( \frac{n_q}{N_p} \right)
\]

\[
\times \exp \left[ j \sum_{k=2}^{3} 4\pi a_{k,n} Z_k \left( \frac{n_q}{2N_p} \right) \right], \quad (3)
\]

with \(\Lambda_{m,n,1} = \Delta_m^- [\Lambda_{n,1}]\) and \(\Lambda_{m,n,2} = \Delta_m^+ [\Lambda_{n,2}^*]\).
Each term of the FSCS bilinearly scales with the amplitudes \( \rho_n \). As the intensity mismatches between the sub-apertures are expected to be small, we can introduce an average amplitude \( \rho \) and a local log-amplitude deviation \( \chi_n \in \mathbb{R} \) on each sub-aperture so that \( \rho_n = \rho \exp \chi_n \).

To put all the unknowns \((a_{k,n}, \rho, \chi_n)\) in a global vector \(\gamma^m\), we introduce:

\[
\gamma^m_{0,n} = \rho^4 \exp \left[ 4\chi_n - \frac{8j\pi n_s \delta}{N_p} a_{m,n} \right],
\]

\[
\gamma^m_{1,n} = \rho^4 \left( 2\chi_n - \frac{4j\pi n_s \delta}{N_p} a_{m,n} \right),
\]

\[
\gamma^m_{k,n} = \rho^4 (2j\pi a_{k,n}), \quad k \in \{2, 3\}. 
\]

This definition makes \(\gamma^m\) different from the one introduced in \textit{Vievard et al.}, with more terms. Last, to the tip/tilt modes \(Z_{k,q}\) in discrete form we add the piston mode \((k = 1)\):

\[
Z_{k,q} = Z_k \left( \frac{n_s q}{2N_p} \right) \quad \text{with} \quad Z_{1,q} = 1
\]

With these notations, the autopeaks \((j^A_m)\) and interpeaks \((j^I_m)\) in Eq. (3) strictly write:

\[
\begin{align*}
 j^A_m (q; \{\gamma_{k,n}\}) &= \sum_{n=1}^{N_a} \mathcal{A}_{m,n,n,q} \gamma^m_{0,n} \\
 j^I_m (q; \{\gamma_{k,n}\}) &= \rho^4 \sum_{n=1}^{N_a} \sum_{n' \neq n} \mathcal{A}_{m,n,n',q} \exp \left[ \sum_{k=1}^{3} \rho^{-4}(\gamma^m_{k,n} + \epsilon_k \gamma^m_{k,n'}) Z_{k,q} \right], \\
 \text{with} \quad \mathcal{A}_{m,n,n,q} &= \Lambda_{m,n,1}^{-} \Lambda_{m,n,2}^{+}, \quad \epsilon_1 = 1 \quad \text{and} \quad \epsilon_2 = \epsilon_3 = -1.
\end{align*}
\]

We show in detail in a further paper that the \(N_a(N_a - 1)\) non-linear interpeaks \(j^I_m\) of the FCSC can be reduced to \(3N_a\) linear pseudo-interpeaks by performing a Taylor Expansion on \(j^I_m\) with the assumptions of small errors in tip/tilt \(a_{k,n}\) or flux mismatch \(\chi_n\). Introducing the index \(c\) concatenating the indices \(n\) in \([1, N_a]\) and \(k\) in \([0, 3]\), and filling the \(C\) matrix with autopeaks \((k = 0)\) and interpeaks \((k = 1\) to \(3\)), the FSCS can then be derived as a simple matricial linear equation, where equality strictly holds for the autoterms:

\[
j_m \simeq \sum_c C_{m,c} \gamma^m_c \Rightarrow j_m \simeq C_m \gamma^m.
\]

The dimension of \(C_m\) matrix is \([4N_a; N_p]\) and the dimension of \(\gamma_m\) vector is \([4N_a]\).

2.3 The ELASTICS solution for the inverse problem

We then can compute the generalized inverse \(C_m^I\) of \(C_m\) by Singular Value Decomposition. Thanks to that computation we make sure that all autopeaks of \(C_m\) are orthogonal to the other modes. Thus we can solve the inverse problem to obtain the solution \(\hat{\gamma}^m\):

\[
\hat{\gamma}^m \simeq C_m^I j_m
\]

The seeked tip/tilts and pupil amplitudes are then simply computed as:

\[
\begin{align*}
 \hat{a}_{m,n} &= \frac{-N_s}{2 \pi n_s \delta} \arg(\hat{\gamma}^m_{0,n}), \\
 \hat{\rho}_{m,n} &= |\hat{\gamma}^m_{0,n}|^{1/4}.
\end{align*}
\]
The tip/tilt coefficients could also be retrieved (when they are small) thanks to the \( \hat{\gamma}_1^m, \hat{\gamma}_2^m \) and \( \hat{\gamma}_3^m \) vectors but we choose to keep the \( \hat{\gamma}_0^m \) vector as the most relevant to be in the continuity of ELASTIC philosophy (extraction of the tip/tilt information on the autopeaks). It must be noted that the only real-time operations are the computation the two (tip and tilt) frequency shifted cross-spectra from the two diversity images since \( C_{m}^\dagger \) can be pre-computed. Moreover, for a given sub-aperture tip/tilt, the sub-PSF shifts (and thus the OTF slopes) are the same for all wavelengths. The ELASTICS algorithm can thus operate with broadband illumination, as long as the sub-OTFs \( \Lambda_{n,d} \) considered in the direct model are the polychromatic OTF obtained by averaging over the spectral band the monochromatic sub-OTFs weighted by the source amplitude and the detector efficiency.

### 2.4 Numerical simulations

The optimization and performance evaluation performed in this section by numerical simulations are based on a compact 18 sub-aperture pupil chosen to mimic the JWST pupil (Fig. 3 a), with circular sub-apertures for compatibility with our software.

Quasi-monochromatic images of size \( N_p^2 = 1024 \times 1024 \) pixels are simulated from an unresolved object. The focal-plane detector is assumed to be sampled at the Nyquist frequency in the fine phasing mode. Since each sub-aperture diameter is 1/5 of the full aperture, the sub-PSFs are oversampled and the sub-aperture sampling ratio, \( n_s \), is 10. An amplitude of \( A_4 = 0.9 \) wave\(^1\) is chosen for the pseudo-defocus. It allows as we can see Fig. 3 d to make quasi orthogonal the auto-terms (or autopeaks) in the FSCC (or in the FSCS).

Images are simulated with a total of \( 3 \times 10^5 \) photo-electrons, Poissonian photon noise and a 5 electrons per pixel read-out-noise. Algorithm performance is quantified with the estimation of the Root Mean Square Error (RMSE) of \( N_o \) outcomes (with \( N_o = 50 \)) defined as:

\[
RMSE = \sqrt{\frac{1}{N_o} \sum_{m,n} (\hat{a}_{m,n} - a_{m,n})^2},
\]  

(13)

where \( \hat{a}_{m,n} \) and \( a_{m,n} \) are respectively the estimated and introduced aberration coefficients in waves. \( \langle \cdot \rangle \) is the average over the \( N_o \) outcomes.

![Figure 3. Numerical simulations: (a) the telescope pupil, made of 18 sub-apertures; (b) the focal image, made of 18 sub-PSFs; (c) the diversity image, with deterministic shifts with respect to the focal image; (d) the intercorrelation image, made of 18 spots including 18 autospots at fixed positions inside the disk.](image)

Figures 3b/c show the simulated images. As we can see, the sub-PSFs are spanned in the field of the camera, traducing the large tip/tilt introduced in the pupil plane (here, corresponding to the "parking position"). The corresponding phase in the pupil plane in presented in Fig. 4a. We can see that strong phase slopes are applied on each and every sub-aperture. The estimation of the pupil phase error by ELASTICS is shown in Fig. 4b. We can see that the two phase maps are quite similar. Using the Eq. (13), we find that the error on the estimation is around \( \lambda/20 \) RMS, which is far below the fine phasing algorithm upper working limit (as a reminder, about \( \lambda/8 \) RMS). Simulations then comfort us in ELASTICS ability to estimate large tip/tilt errors as a first stage of the alignment procedure, before the fine phasing step.
3. THE FINE COPHASING

3.1 Linearized phase diversity

Phase Diversity (PD) is a powerful focal-plane wavefront analyzer, that is well suited for high precision measurement of multi-aperture imagers individual piston and tilt-tilts, and is currently routinely used for such purposes. However, since the link between the aberrations and the focal and extrafocal images that are analyzed is highly non-linear, PD usually requires time-consuming, high computational cost iterative minimization algorithms.

In our case though, after coherencing the subapertures with the ELASTICS algorithm, remaining residual aberrations are small - typically lower than a wavelength (around $\lambda/20$ RMS according to Section 2.4). In this case, Mocœur\textsuperscript{15} proved through simulations that usual PD equations could be linearized, and the algorithm thus made much simpler, and incomparably quicker, making even real-time operation possible: less than 0.3 second, with IDL and an average laptop, were indeed needed in order to compute pistons in a 19 aperture configuration, for instance.\textsuperscript{17}

We therefore computed Mocœur’s algorithm, but with a small change: we used it with a small number of iterations (typically less than ten, depending on the aberration value), in order to increase its range and accuracy. The algorithm, called LAPD for Linearized Analytical Phase Diversity, as well as numerical results, are described in the sections below.

3.2 The LAPD Algorithm

Our algorithm is based on Mocœur’s\textsuperscript{15}, that supposes the perturbations are small enough to allow a 1\textsuperscript{st} order Taylor expansion of the PSF $h$ at the last known point versus the residual aberration vector $a$:

$$h(a) = h(a') + a . \text{grad}(h) + o(a) \quad (14)$$

where $a = (a_{0,0}, a_{0,1}, ..., a_{k,n}, ...)$ is the vector of the Zernike coefficients of the residual perturbations we want to measure, $a'$ the last known aberration vector, and $\text{grad}(h) = \left( \frac{\partial h}{\partial a_{0,0}}, \frac{\partial h}{\partial a_{0,1}}, ..., \frac{\partial h}{\partial a_{k,n}}, ... \right)$ the gradient of $h$ in $a = a'$.

Doing so, Mocœur showed that the PD criterion of two images $\tilde{i}_1$ and $\tilde{i}_2$ whose PSFs are $h_1$ ans $h_2$ could be simply written:

$$J(a) = \frac{1}{2\sigma^2} \sum_{\nu} |A(\nu)a - B(\nu)|^2 + \text{Cste} \quad (15)$$

Figure 4. Tip/Tilt errors are introduced in the phase of the pupil plane (a). Estimation of the pupil plane phase error (b) is then provided by ELASTICS.
where

\[ A(\nu) = \frac{1}{C(\nu)} \left( \tilde{i}_2(\nu)\alpha_1(\nu) - \tilde{i}_1(\nu)\alpha_2(\nu) \right) \] (16)

\[ B(\nu) = \frac{1}{C(\nu)} \left( \tilde{i}_1\beta_2(\nu) - \tilde{i}_2(\nu)\beta_1(\nu) \right) \] (17)

\[ C(\nu) = \sqrt{|\beta_1(\nu)|^2 + |\beta_1(\nu)|^2 + \epsilon} \] (18)

and, for \( i \in \{1, 2\} \)

\[ \alpha_i = TF[\text{grad}(h_1(a = a'))] \] (19)

\[ \beta_i = TF[h_1(a = a')] \] (20)

\textbf{A}, \textbf{B} and \textbf{C} are matrices and can be easily computed from the image formation modeling, and \( \epsilon \), whose origin is detailed in,\textsuperscript{15} is set to \( 10^{-6} \) allowing the criteria not to diverge for high frequencies.

Then \( \mathbf{a} \) can be estimated analytically thanks to a typical maximum-likelihood formula:

\[ \hat{\mathbf{a}} = \left[ \Re(\mathbf{A}^H \mathbf{A}) \right]^{-1} \cdot \left[ \Re(\mathbf{A}^H \mathbf{B}) \right] \] (21)

Mocœur’s algorithm is not supposed to be used iteratively, but we found that range and accuracy could be notably increased by performing a few iterations in closed loop, depending on the amount of remaining residual aberrations to be measured: after each iteration, subapertures are moved in order to compensate the amount of pistons and tip-tilts estimated by the algorithm, \( \hat{\mathbf{a}} \). Then, new images \( i_1 \) and \( i_2 \) are recorded - and the second iteration can begin. Note that only the matrix \( \mathbf{A} \) and \( \mathbf{B} \) change, while all the other parameters remain the same, so the iterations can be made in real-time.

### 3.3 LAPD : numerical validation

Numerical simulations are performed with the same setup than in Section 2.4. However, we use here \( 512 \times 512 \) pixel images for our simulations. The focal plane detector is still assumed to be at the Nyquist frequency in the fine phasing mode. Oversampling is 10 for a single sub-aperture, and the amplitude of the defocus is set to \( 0.3\lambda \). This defocus value was proved\textsuperscript{18,19} to be in the range of the optimal defocus values for phase diversity algorithms (in the case of a monolithic telescope).

![Image](image.png)

Figure 5. Numerical simulations: (a) the focal image; (b) the diversity image; (c) Phase error in the pupil plane; (d) LAPD phase estimation in the pupil plane.

Figures 5a/b show the simulated images. We can see in both images the PSF degradation due to small piston/tip/tilt errors. We show in Fig. 5c the associated pupil plane phase error with a \( \lambda/10 \) RMS distribution to match the possible residual error of large amplitude correction. Using LAPD to estimate those errors leads to the pupil phase error estimation Fig. 5d. The estimation is qualitatively very close to the actual introduced error. Using the Eq.13, we quantify that the error on the estimation is around \( \lambda/300 \) RMS. Simulations then comfort us in LAPD ability to estimate small piston/tip/tilt errors in a multi-aperture imager with a high precision.
4. EXPERIMENTAL VALIDATION: LOOP CLOSURE ON A MONOCHROMATIC UNRESOLVED OBJECT

4.1 Implementation of the algorithms

In order to test our algorithms, we use a dedicated bench built by Onera. We conducted the tests imaging the collimated output of a fibered single-mode fiber with a 635 nm wavelength, acting like an unresolved source to six out of the nineteen apertures of the segmented mirror. Hardware issues forced us to use the six sub-apertures of the first corona. Each segment is supported by three piezoelectric actuators, allowing to introduce piston, tip or tilt perturbations. Although these actuators have not internal feedback and suffer from hysteresis. Downstream, a phase diversity module can be used to simultaneously form a focused and a defocused image of the object on a 1300 \times 1000 pixels camera, from which we will extract 512 \times 512 images.

We tested LAPD using this configuration, with a 0.3\lambda defocus between the two images. The implementation of ELASTICS only requires one channel since the diversity is temporal. Hence the first diversity image is acquired on the focal plane part of the detector, then the pseudo-defocus is applied on the segments in order to acquire the second diversity image on the same part of the detector. The chosen amplitude for the pseudo-defocus, as discussed Section 2.4, is 0.9\lambda.

A closed-loop sequence is performed to correct random perturbations since it is not possible to perform a single-step correction, due to not perfectly deterministic active mounts. No large piston correction is needed here since our source is a laser hence has a very large coherence length.

4.2 Loop closure on an unresolved object

The diversity images of the unresolved source during ELASTICS and LAPD loop closure are presented on Fig. 6 first row. At ELASTICS first iteration the sub-PSFs are scattered in the field, evidencing the random tip/tilt errors over each sub-aperture. We used a 0.5 control gain for the integrator to perform the ELASTICS loop closure. We can see that the sub-PSFs migrate in the center of the focal plane image as the iterations go on. Last iteration shows that they are all superimposed. The size of the sub-PSFs pack is comparable to the size of one sub-PSF, leading us to affirm that the tip/tilt error should be smaller than \lambda/8 since the size of one sub-PSF is \lambda/4. This last iteration is taken as departure point for the LAPD closed loop control. We change the acquisition mode (spatial small defocus) and we can see in the focal and diversity planes that the PSF is still affected by small piston/tip/tilt errors. We use a 0.2 control gain for the integrator to perform the loop closure. We can see over the iterations that LAPD manages to estimate the small errors to obtain at last iteration the phased instrument PSF.

Last row of Fig. 6 shows the evolution of ELASTICS and LAPD estimations during the loop closures. For ELASTICS, at first iteration the estimation is larger than 2\lambda, traducing the large tip/tilt error over the sub-apertures. As the loop closure operates, the estimation decreases, to a stable state as from iteration 10, where the estimation is lower than \lambda/10. At this state, the phasing mode can theoretically begin. We can then follow the evolution of LAPD estimation. The estimated errors are around 0.1\lambda at the beginning of the loop closure, and are brought to less than 0.02\lambda, with a \lambda/70 RMS dispersion.

5. CONCLUSION

We presented in this paper a complete alignment and co-phasing procedure of a multi-aperture telescope starting from a strongly misaligned state and ending with an instrument phased to a small fraction of wavelength. The presented algorithms have the advantages to be unsupervised, don’t need additional hardware and only need two image acquisition.

We have first improved the ELASTIC algorithm which provides sub-apertures large tip/tilt estimation under a sub-PSF non-overlap hypothesis. The new algorithm ELASTICS provides a large amplitude tip/tilt estimation even if sub-PSFs are overlapping. This allows to superimpose all the sub-PSFs during a closed loop control and can be used while searching for large piston errors (SPRING algorithm). Simulations showed that ELASTICS was able to estimate the pupil plane phase map with a \lambda/20 RMS precision, which is theoretically enough to enter the fine phasing mode of the alignment procedure.
We then presented LAPD, a linearized phase diversity algorithm for the fine phasing mode. We showed thanks to simulations that with a $\lambda/10$ RMS piston/tip/tilt over a 18 sub-aperture instrument the error of LAPD estimation was around $\lambda/300$ RMS.

Finally, we validated the two algorithms on a 6 sub-aperture imager. We showed that from a large amplitude error state ELASTICS was able to superimpose the sub-PSFs in the focal plane. Then this final ELASTICS state was taken as starting point for the fine phasing with LAPD. The $\lambda/20$ RMS residual errors after ELASTICS were in LAPD capture range, since the loop closure allowed to phase the instrument with a $\lambda/70$ RMS RMSE.
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