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RECOVERING THE HOMOLOGY OF
IMMERGED MANIFOLDS

Raphaél TINARRAGE

Datashape, Inria Paris-Saclay

Abstract. Given a sample of an abstract manifold immerged in some Euclidean space, we
describe a way to recover the singular homology of the original manifold. It consists in estimating
its tangent bundle—seen as subset of another Euclidean space—in a measure theoretic point of
view, and in applying measure-based filtrations for persistent homology. The construction we
propose is consistent and stable, and does not involve the knowledge of the dimension of the
manifold.
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1 Introduction

1.1 Statement of the problem

Let Mg be a compact C?-manifold of dimension d, and py a Radon probability measure on M.
Let E = R"” be the Euclidean space and v : M — E be an immersion. We assume the following
hypothesis: for every zg,yo € My such that xg # yo and u(zg) = u(yp), the tangent spaces
Ao u(Tp,Mo) and dy,u(Ty,My) are different. Define the image of the immersion M = u(My)
and the pushforward measure p = u,pg. We suppose that we are observing the measure p, or
a close measure v. Our goal is to infer the singular homology of Mg (with coefficients in Zy for
instance) from v.

Figure 1: The abstract manifold My, diffeo- Figure 2: The immersion M C R2, the
morphic to a circle Bernoulli’s lemniscate

As shown in Figure [2| the immersion may self-intersect, hence the singular homology of Mg
and M may differ. To get back to M, we proceed as follows: let M(E) be the vector space of
n x n matrices, and U : My — E x M(E) the application xo — (u(a:o), %ﬁmeM)’ where pr, pm
is the matrix representative of the orthogonal projection on T, M = dy, u(T,,Mo) C E. Define
M =U(My). The set M is a submanifold of E x M(E), diffeomorphic to M.

Figure 3: The submanifold M C R? x M(R?), projected in a 3-dimensional subspace via PCA.
Observe that it does not self-intersect

Suppose that one is able to estimate M Vfrom v. Then one could consider the persistent
homology of a filtration based on M—say the Cech complex of M in the ambient space E'x M (E)
for example—and hope to read the singular homology of M in the persistent barcode of M.

0.0 01 02 03 04 05 06 0.0 01 02 03 04 05 06

Figure 4: Persistence barcode of the 1- Figure 5: Persistence barcode of the 1-
homology of the Cech filtration of M. One homology of the Cech filtration of M. One
reads the 1-homology of the lemniscate reads the 1-homology of a circle



Instead of estimating M, we propose to estimate the measure fig, defined as jig = U, po

It is a measure on E x M(E), with support M. Using measure-based filtrations—such as the
DTM-filtrations—one can also hope to recover the singular homology of M.

It is worth noting that M can be naturally seen as a submanifold of E x G4(E), where G4(E)
denotes the Grassmann manifold of d-dimensional linear subspaces of E. From this point of

view, fip can be seen as a measure on F x G4(E), i.e. a varifold. However, for computational
reasons, we choose to work in M (E) instead of G4(E).
Here is an alternative definition of fig: for any ¢ : E x M(E) — R with compact support,

/ 6z, A)djio(x, A) = / o (u(zo), %HpTwM)duo(mg).

Getting back to the actual observed measure v, we propose to estimate fig with the measure 7,
defined as follows: for any ¢ : E x M(FE) — R with compact support,

/ 6(x, A)di(z, A) = / o (2, 5 (2))dv(2)

where 3, (z), the normalized local covariance matrix, is defined in Section We prove that

Y, (x) can be used to estimate the tangent space TiszwM of M (Proposition , and that it
is stable with respect to v (Equation m) This estimation may be biased next to multiple points

of M, as shown in Figure [7] However, we prove a global estimation result, of the following

form: fip and U are close in the Wasserstein metric as long as p and v are (Theorem . As
a consequence, the persistence diagrams of the DTM-filtrations based on jip and v are close in
bottleneck distance (Corollary [4.4)).
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Figure 6: The sets supp(p) = M an
supp(fig) = M, where p is the uniform mea-
sure on the lemniscate

Figure 7: The sets supp(v) and supp(¥), where

v is the empirical measure on a sample of the
lemniscate. Parameter » = 0.3
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Figure 8: Persistence barcodes of the 0- and 1-homology of DTM-filtration of 7 with parameters
r = 0.1, v = 3 and m = 0.02. Observe that the 1-homology of the circle appears as a large
feature of the barcode



1.2 Background on persistent homology

In the sequel, we consider interleavings of filtrations, interleavings of persistence modules and
their associated pseudo-distances. Their definitions, restricted to the setting of the paper, are
briefly recalled in this section. Let T = Rt and F = R" endowed with the standard Euclidean
norm.

Filtrations of sets and simplicial complexes. A family of subsets V = (V!),cr of E is a
filtration if it is non-decreasing for the inclusion, i.e. for any s,t € T, if s < t then V* C V.
Given € > 0, two filtrations V = (V);er and W = (W!)ser of E are e-interleaved if, for every
teT, Vt C Wie and Wt C Ve, The interleaving pseudo-distance between V and W is
defined as the infimum of such e:

d;(V,W) = inf{e, V and W are e-interleaved}.

Persistence modules. Let k be a field. A persistence module V over T = R* is a pair
V = ((V)ier, (v))s<ter) where (V);cp is a family of k-vector spaces, and (v! : V& — V) cep
a family of linear maps such that:

e for every t € T, v{ : V! — V' is the identity map,

t
o

e for every r,s,t € T such that r < s <t,viovi=wv

Given € > 0, an e-morphism between two persistence modules V and W is a family of linear maps
(¢ : VE — W), cr such that the following diagrams commute for every s <t € T"

An e-interleaving between two persistence modules V and W is a pair of e-morphisms (¢; : V! —
Wite)er and (¢ : W8 — VIT€), o such that the following diagrams commute for every t € T

t42e

Vt Yt Vt+25 Vt+e
. w§+26
W +e€ Wt Wt+2e

The interleaving pseudo-distance between V and W is defined as
d;(V,W) = inf{e > 0,V and W are e-interleaved}.

A persistence module V is said to be ¢-tame if for every s,t € T such that s < t, the
map v’ is of finite rank. The g-tameness of a persistence module ensures that we can define a
notion of persistence diagram—see [CASGO16]. Moreover, given two g-tame persistence mod-
ules V, W with persistence diagrams D(V), D(W), the so-called isometry theorem states that
dp(D(V), D(W)) = d;(V,W) where dy(-,-) denotes the bottleneck distance between diagrams

([CdSGO16, Theorem 4.11]).

Relation between filtrations and persistence modules. Applying the homology functor
to a filtration gives rise to a persistence module where the linear maps between homology groups
are induced by the inclusion maps between sets (or simplicial complexes). As a consequence,
if two filtrations are e-interleaved then their associated homology persistence modules are also
e-interleaved, the interleaving homomorphisms being induced by the interleaving inclusion maps.
Moreover, if the modules are ¢-tame, then the bottleneck distance between their persistence
diagrams is upperbounded by e.



1.3 Background on persistent homology for measures

In this subsection we define the distance to measure (DTM), based on [CCSM11], and the DTM-
filtrations, based on [ACG™18|. Let T'= R* and E = R™ endowed with the standard Euclidean
norm.

Wasserstein distances. Given two probability measures p and v over E, a transport plan
between p and v is a probability measure w over £ x F whose marginals are g and v. Let p > 1.
The p-Wasserstein distance between p and v is defined as

Wyoev) = (int [ flo=ylPar(an)”.
X

where the infimum is taken over all the transport plans 7. If ¢ > 1 is such that p < ¢, then an
application of Jensen’s inequality shows that W,(u,v) < Wy (p, v).

DTM. Let p be a probability measure over £, and m € [0,1) a parameter. For every = € E,
let 6,,.,, be the function defined on E by §, n(z) = inf{r > 0, u(B(z,r)) > m}. The DTM p of
parameter m (and exponent 2) is the function d, ,, : E — R defined as:

2 L™

dy, () = — 0 4 (x)dt.

Hom Iz
; m J, ,

When m is fixed, we write d,, instead of d, ,,. We cite two important properties of the DTM:

Proposition 1.1 ([CCSM11], Corollary 3.7). For every probability measure p and m € [0,1),
d, is 1-Lipschitz.

Theorem 1.2 ([CCSM11], Theorem 3.5). Let u,v be two probability measures, and m € (0,1).
Then ||d, — dy||oo < m™2Wa(p,v).

The following theorem shows that the sublevel sets de of d, can be used to estimate the
homotopy type of supp(u).

Theorem 1.3 (Corollary 4.11 in [CCSM11]). Let m € (0,1), u be any measure on E, and denote
K = supp(u). Suppose that reach(K) = 7 > 0, and that p satisfies the following hypothesis for
r<m:Vr € K, u(B(z,r)) > ar?. Let v be another measure, and denote w = Wa(p,v). Suppose
that w < m?= (5 - (%)5) Define € = (%)5 +m~2w and choose t € [4e, R — 4¢]. Then d, m and
K are homotopic equivalent.

DTM-filtrations. We still consider a probability measure p on E and m € [0,1). For every
t € T, consider the set
t 73 +
Wipl = |J Bla, (t—du(@)),

zesupp(p)

where B(x,7") denotes the closed ball of center  and of radius r if » > 0, or denotes the empty
set if 7 < 0. The family Wu] = (W'[u])i>0 is a filtration of E. It is called the DTM-filtration
with parameters (u, m, 1). By applying the singular homology functor with coefficients in a field
k, we obtain persistence module, denoted by W(u]. If supp(p) is bounded, then W[u] is g-tame.

We close this subsection with a stability result for the DTM-filtrations. If p is any measure,
define the quantity c(i) = SUp,cqupp () du()-

Theorem 1.4 (JACGT18|, Theorem 4.5). Consider two probability measures p,v on E with
supports X and Y. Let u',v" be two probability measures with compact supports T' and Q such
thatT' C X and Q CY. We have

di(Wu), Wv]) < m™ s Wa(pu, 1) + m™2Wa (i ,v') + m™EWa (v, v) + c(i') + ().



The term ¢(u) is to be seen as a quantity controling the regularity of p. In particular, if p is
the uniform measure on a submanifold, it goes to 0 as m does, as shown by the following lemma.

Lemma 1.5. Suppose that ju satisfies the following for r < m: Ya € supp(u), p(B(z,r)) > ard.
Then ¢(p) < qugma with qrg = a~ 1+ ),

We can restate Theorem [1.4] without mentioning the intermediate measures p’ and /. The
proof is given in appendix.

Corollary 1.6. Let u,v with Wa(p,v) = w < i. Suppose that p satisfies the following for
r < m: Vo € supp(u), u(B(z,7)) > ar?. Then

di(Wn], Wv]) < aza(

with qrg = (8D + 5) and D = diam(supp(u)).

1.4 Notations and hypotheses

Notations. Throughout the paper, we shall consider
e n,d > 0 integers
o If z,y € R, x Ay is the minimum of z and y

e F =R" the Euclidean space, M(E) the vector space of n x n matrices, G4(E) the Grass-
mannian

e For z,y € F, x1ly denotes the orthogonality of x and y
o Ifr,yc E, z®y=a'y € M(E) is the outer product, and 2% = r @ x

e || - || the Euclidean norm on E, || - ||p the Frobenius norm on M(E), | - ||y the y-norm on
E x M(E) (defined in Subsection

e W,(-,-) the 1-Wasserstein distance between measures on E, W, (-, -) the (p, v)-Wasserstein
distance between measures on E x M (E) (defined in Subsection

e #? the d-dimensional Hausdorff measure on E or on a subspace T C E

e If 11 is a measure of finite mass, |u| denotes its mass, and 71 = I/—lwu is the associated
probability measure

e If T is a subspace of E, pr denotes the orthogonal projection matrix on 7.

e B(x,r) and B(x,r) the open and closed balls of E, B(x,r) the sphere. V; and Sy_; denote
HA(B(0,1)) and HI~1(0B(0,1)) (note that Sq_1 = dVy)

e M, is a Riemannian manifold, and By, (z,7) and B, (z,7) denote the open and closed
geodesics balls For xg,yo € My, da, (o, yo) denotes the geodesic distance

e If T is a subspace of E, By(x,r) and Br(z,r) denote the open and closed balls of T for
the Euclidean distance

e if f is a map with values in R and ¢ € R, f! denotes the sublevel set f! = f~1((—o0,1])



Model. We consider an abstract C2-manifold M of dimension d, and an immersion u : My —
E. We denote M = u(My). Moreover, we write Ty, M for the tangent space of My at x, and
T, M for dy,u(T,,Mop). Let U be the application

U: My — E x M(E)

Ty —> (xameM)~

We denot@ M= 4(Mp). We also consider a probability measure pg on My, and define p = u. o
and i = U,ug. These several sets and measures fit in the following commutative diagrams

My ——2— M

o ————— i
\ e N /

Moreover, we endow Mg with the Riemannian structure given by the immersion u. For every
o € My, the second fondamental form Of My at zg is denoted 11, : (T, Mo)? = (ToM)*L,
and the exponential map is denoted exp : Tyo Mo — My, We also consider the application
expp? : T M — M, defined as u o exp1o O(d Ju) L

Notation convention. When considering a point xg € My, the notation x shall refer to u(xg),
and the notation & to @(xp). Similarly, if 79 : I — Mg is a map, we shall use the notations
y=wuovyand ¥y =1uo~.

Hypotheses. In the sequel of the paper we shall refer to the following hypotheses.
Hypothesis 1. For every xo,yo € Mg such that xg # yo and z =y, we have T, M # Ty M.

Hypothesis 2. The operator norm of the second fondamental form of Mg at each point is bounded
by p > 0.

Hypothesis 3. po admits a density fo on My. Moreover, fo is Lo-Lipschitz (for the geodesic
distance), and there exist fiin, fmax > 0 such that Yazg € Mg, fmin < fo(20) < fmin-

Note that Hypothesis |1| ensure that @ is injective, hence that the set M is a submanifold of
E x M(E). Hypothesis |2 implies the following key property: if vy : I — M is an arc-length
parametrized geodesic of class C2, then denoting v = u o v, we have Vt € I,|5(t)| < p (see
INSWO8| Section 6]).

In Subsection we define an application A\g : My — R*, called the normal reach. Re-
mind that the notation A} refers to the sublevel set Ay '([0,7)). We shall consider the following
hypothesis:

Hypothesis 4. There exists qq > 0 and ro > 0 such that, for every r € [0,r0), uo(Ay) < qgr.

The author thinks that this hypothesis is a consequence of Hypotheses [T} 2] and [3] but has
not been able to prove it yet.

2 Reach of an immerged manifold

In this section, we introduce a new notion of reach suitable for an immerged manifold.

2.1 Background on reach

Let us recall the definition of the reach of a subset A C F, as done in [Fed59, Definition 4.1].
Let ¢ € E — d(z, A) = inf,ea ||x — a|| be the distance function to A. First, the medial axis of S
is defined as

med(A) ={z € E,Ja,be Ast. a#band ||z —a| = ||z —b|| =d(z,A)}.



Definition 2.1. Let a € A. The reach of A at a (or local feature size) is defined as reach(A4,a) =
d(a,med(A)). The reach of A is defined as reach(A) = inf,c 4 reach(A, a).

————_med(4)

7 \
e

reach(A4, a)

Figure 9: Medial axis and reach of a submanifold of R?

Among the several properties of a set S with positive reach, a useful one is the approximation
by tangent spaces. For a general set S, we define the tangent cone at x € S as:
‘ < 6}.

Theorem 2.1 (Theorem 4.18(2) of [Fed59]). A closed set S C E has positive reach T if and only
if, for every x,y € S,

vy
loll - lly =l

Tan(S,z) = {0} U {v € EVe>0,yeSst. y#£ua,|y—z| <e

If S is a submanifold, we recover the usual notion of tangent space.

1
d(y - 7, Tan(5,2)) < o—[ly — 2>

Using this property, it is shown in [ACLZIT7] that if S = M is a submanifold of positive
reach 7, one can estimate the tangent spaces of M via its local covariance matrices. The quality
of the estimation depends on 7. However, in our case, the immersion v : My — M may be
non-injective, and the set M may be of reach 0. In Subsection 23] we define another notion of
reach that will help us to estimate tangent spaces.

Figure 10: A subset of R? with zero reach

2.2 Geodesic bounds under curvature conditions

We now consider an immersion u : My — M C E which satisfies Hypothesis [2} the manifold
My is equipped with the Riemannian structure induced by u, and the operator norm of the
second fundamental form of M at each point is bounded by p. The aim of this subsection is to
give technical results for the sequel of the paper.



First, we state Lemma[2.2] whose second point can be seen as an equivalent of Theorem
with respect to the geodesic distance on Mg, where the quantity % plays the role of the reach 7.

Lemma 2.2. Let xg € My and v : I — Mg an arc-length parametrized geodesic starting from
xo. Let y =wuovg and v =%(0). For allt € I, we have

o (1) — (@ + )| < 522,

As a consequence, for every yo € My, denoting 6 = da,(x0,Y0), we have
o d(y—x,TyM) < 562,
o« (1-80)3< flz—yll.

/v T+ tv

Figure 11: Deviation of a geodesic from its initial direction

Proof. Consider the application f : t +— ||y(t) — (x + tv)|. Since 7 is a geodesic, it is of class C2,
and sup; ||5] = sup; [|[Foll < p (see [NSWOS, Section 6]). Hence we can apply Taylor-Lagrange
formula to get f(t) < sup; [|5]|5t* < 5t2. Therefore, for all ¢t € I, we have ||y(t) — (z+1tv)|| < 52,
and the first claim is proven.

Now, let 6 = da,(x0,%0). By Hopf-Rinow Theorem ([dC92, Theorem 2.8 pl46]), we can
consider a length-minimizing geodesic g from z( to yo. Using the last inequality for ¢t = § yields

ly = (@ +60)[| = () = (& +60)]| < 56

and we deduce that d(y — z, T, M) < 56 since x + dv € T, M.
To prove the last point, we apply the triangular inequality:

lz =yl = [l = (z + dv)|| = [[(z + 6v) —y|| = 6 — géz. O

Remark 2.1. The last point of Lemma implies the following fact: for all o € My, the map
u is injective on By, (o, %) Indeed, if zg,yo € My are such that § = daq, (20, %0) < %, we get
0<(1—-%40)0 <|z—uyl, hence z # y.

We can also deduce the following: for every yo € B, (o, %) such that yg # xg, the vector

y — « is not orthogonal to 17, M nor T, M. To see this, notice that the inequality § < % and the
second point of Lemma [2.2] yield

dly — z, TyM) < 552 < %5.

Besides, the third point gives § < 2|y — ||, and we deduce that d(y — =, T, M) < |ly — z|.
Equivalently, y — x is not orthogonal to T, M. Similarly, one proves that y — z is not orthogonal
to T, M.

Consider two points zg,yg € Mo. We wish to compare their geodesic distance daq, (o, yo)
and their Euclidean distance ||y — z||. A first inequality is true in general:

lly — 2|l < dam,y(xo,90)-



Moreover, if they are close enough in geodesic distance—say daq, (2o, yo) < % for instance—then
Lemma, [2.2] third point yields

dMo ($07y0) < 2H$ - yH

However, without any assumption on da, (o, y0), such an inequality does not hold in general.
Figure represents a pair of points which are close in Euclidean distance, but far away with
respect to the geodesic distance. In the next subsection, we prove such an inequality, but imposing
a constraint on |y — z|| instead of da, (20, o) (Lemma [2.5)).

Figure 12: Pair of points for which the geodesic distance is large compared to the Euclidean
distance

We close this subsection with the following technical lemma.

Lemma 2.3. Let xg,y0 € Mg and 7o : I — My an arc-length parametrized geodesic with
70(0) = yo. Define v =5(0). Definel = ||y — ||, and let v be such that | <r < %. Consider the

application ¢ : t € I — ||y(t) — z|.

o If (v,y—x) >0, then ¢ > ¢(0) on (0,T1), where T} = %\/W

o If (v,y —x) =0, then ¢ is increasing on [0, Ts] where Ty = ?\/2 — /34 p22.
Let b be the first value of t such that |y(t) — x| = r.

e For allt € [0,b], we have $(t) > 2(1 — pr).

o If (v,y—x) <0, thenb> (1+ pr)= 272 — 2,

o If{v,y—x) >0, thenb < (%)_%m. Note that if r < ﬁ, then b < 2r < %.

Figure 13: Illustration of Lemma fourth point

10



Proof. Point (1): We use the triangle inequality, the Pythagorean Theorem and Lemma to
get

v () =zl > [I(y + tv) — || = [|y(t) — (y + tv)||
> Vel + Ty — 2P + 2o,y —2) - £
>Verre-Le
Now, a computation shows that the function t — /> + 12 — £¢% is greater than [ on (0,77).
Hence for t € (0,71), we have ¢(t) = ||v(t) — z||*> > 1? = ¢(0).
Point (2): Observe that ¢(t) = 2(3(t),y(t) — z), and that
O(t) = 2(3/(8), 4(1)) +2(5(t), 7(t) — ).

By Cauchy-Schwarz inequality, (5(¢),v(t) — z) > —||¥(®)||||v(t) — z||. Note that (¥(t),5(¢)) =1
and ||¥(¢)|| < p. Hence we get )
o(t) = 2(1 = plly(t) — ). (1)

Now, since (v,y — z) = 0, we have
7 (8) — 2|l < [I(y + tv) — 2] + [[7(t) — (y + tv)
< VP + Ty == + £
=Ver2+ e
2

A computation shows that the function ¢ — /2 + 12 4 £¢* is lower than % on (0,Ty). Hence for
t € (0,T3), we have gb(t) > 0. And since ¢(0) = 0, we have that ¢ is increasing.
Point (3): For allt € (0,b), it holds that ||v(t) —z|| < r, hence Equationgives () > 2(1—pr).
Point (4): Assume that (v,y —z) < 0. We still have the inequality

v (t) — 2| < VEE+ 12+ t2 (2)

Consider t*, the first non-negative root of vt2 + [2 + th = r. According to Equation [2, b > t*.
Now, a computation gives

t* = \f\/l +pr — /(1 + pr)2 — p2(r2 — 12).

Using the inequality v’B — VA = er\f(B A) > T(B A), where A < B, we get

1
1 _ 1 2 p2(p2 —_2) > = 2(p2 2
For =k =202 = ) 2 g = ),

* 1 2 _ 12
and we conclude that t* > \/W\/ r 2.

Point (5): Assume that (v,y — z) > 0 In the same vein as Point 4, we have ||y(¢) — z| >
V2 +12 — gtz, and we deduce b < t*, where t* is the first positive root of v/t2 + 12 — gtz =r.
Solving this equation leads to

t* = \;Q\/l —pr — /(1= pr)2 — p2(r2 — 12).

We use the inequality B — A = \F+\F(B A) < (B —A), where A < B, to get

f
1
L= pr = L= ) = 202 B) < 1026 - )
1—pr
and we conclude that t* < V2 \/r2 — 12, O

1—pr

11



2.3 Normal reach

We still consider an immersion u : My — M C E which satisfies Hypothesis [2]

Definition 2.2. For every zg € My, we set A(zo) = {yo € Mo,yo # zo,x —yLT,M}. The
normal reach of Mg at xg is defined as:

A = inf — .
o(zo) yoelf\l(ro)ﬂw yl|

Note that A(z) is closed and hence this infimum is attained. Indeed, we can write A(xg) =
L\ {zo}, with L = {yo € Mg,z —yLTyM}. L is a closed set since it is the preimage of {0} by
the continuous function yo + [|pr, m(2 — y)||. Furthermore, {x¢} is an isolated point of A(xo),
since Remark says that, for every yo in the geodesic ball By, (xo, %) such that yo # xo, the

vector x — y is not orthogonal to T, M, and hence yo ¢ L.

Figure 14: The set A(zp) from Definition

Observe that if a point € M has several preimages by u, then for all zo € u=1({z}), we have
Ao(xo) = 0. Hence we can define a map A : M — R as

M) = Mo(u~1(x)) if o has only one preimage,
=10 else.

It satisfies the relation A\g = Ao w.
Here is a key property of the normal reach:

Lemma 2.4. Let zg € Mg. Let r > 0 such that r < X\(z). Then u='Y(MNB(z,7)) is connected.

M
U
—_
-——
u!

Figure 15: The set u=1(M N B(z, 7)), with r < A(z), is connected

Mo
| / /
u” \\\ /’

Figure 16: The set u=!'(M N B(z,7)), with r > A(z), may not be connected
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Proof. Denote M® = B(z,7) N M and M& = u=1(M?). Let us prove that Mg is connected.
Suppose that it is not the case. Let C' C M be a connected component which does not contain
xg. Since C' is compact, we can consider a minimizer yy of {||z — y||,yo € C}. Let us show that
x — yLT,M, which will lead to a contradiction.

Two cases may occur: y € B(xz,r) or y € 0B(x,r). If y € B(x,r), then there exists a
neighborhood Vy C My of y such that Vy € M§. Hence y satisfies * — y LT M, otherwise it
would not be a local minimizer. Now, suppose that y € dB(x,r). Since yo is a minimizer, there
exists a neighborhood Vy C C of yg such that V N B(z,r) = 0. We deduce the existence of a
neighborhood Vj C M, of yg such that V'NB(z,r) = 0. For instance, take a ball B = B, (o, $)
such that BN C C Vp, and define Vj = B. We deduce that y — 2 LT, M.

To conclude, the properties x — y 1T, M and zg # yo imply that ||z — y|| > A(z), which
contradicts r < A\(x). O

The following lemma is an equivalent of [NSWO08, Proposition 6.3] for the normal reach. It
allows to compare the geodesic and Euclidean distance by only imposing a condition on the last
one.

Lemma 2.5. Let zg,yo € My. Denote r = ||z — y| and § = dam,(z0,y0). Suppose that
lz —yll < ﬁ AXx). Then

0 < qzm(pr)r where am(t) = %(1 —V1-2t).

In other words, the following inclusion holds: u='(B(z,r)) C B, (zo, @mlpr)r).
A computation shows that, for ¢t < %, we have the inequalities 1 < qzg(t) <1+ 2t < 2.

Proof. Denote M?* = B(z,r) "M, M§ = u " (M?) and § = dp,(z,y).

Step 1: Let us prove that Mg N IBay, (%0, Omin + €) = 0, with dmin = qm(pr)r, where qzg(t) =
%(1 — /1 —2t) and € is small enough. Choose yo € 0B, (%0, Omin + €). According to Lemma
[2:2] we have

||1‘ - y” Z (1 - g((smin + 6))(6min + 6)- (3)

Consider the polynomial ¢ : t — (1 — £¢)t — r. Its discriminant is 1 — 2pr > 0, and we deduce
that ¢(t) is positive if and only if ¢t € (5(1 —+/1—=2pr), %(1 ++/1—=2pr)). Observe that the first
value %(1 —+v/1=2pr) is equal to qzz(pr)r = Omin. Hence ¢(dpmin+€) > 0 for 0 < e < %m,
and Inequality [3| gives ||z — y|| > r.

In other words, y ¢ B(z,r). This being true for every yo € 0B, (20, Imin + €), we have
ME N OB,y (20, Omin + €) = 0.

Step 2: Let us deduce that ME C By, (20, 0min). By contradiction, if a point zg € M with
||z = || > dmin Were to be in M, it would be in the connected component of zy in M3, since
it is connected by Lemma [2:4] But since M, is a manifold, this would imply the existence of a
continuous path from zg to zp in M. But such a path would go through a sphere 0B, (2o, Omin+
€), which contradicts Step 1. O

The following proposition connects the normal reach to the usual notion of reach.

Proposition 2.6. Suppose that u: My — M C E is an embedding. Let T > 0 be the reach of

M. We have L1
T=—A =M.
px 2
where p, is the supremum of the operator norms of the second fondamental forms of My, and

A = infrepm A(2).
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Proof. We first prove that 7 > — p A )\ According to [AKC™19, Theorem 3.4], two cases may
occur: the reach is either caused by a bottleneck or by curvature. In the first case, there exists
z,y € M and z € med(M) with ||z — y| = 27 and ||z — 2| = |ly — 2|]| = 7. We deduce that
z —ylT,M, and that « — y LT, M. Hence by definition of A(z),

Az) <l —yll = 2[|z — 2| < 27.

In the second case, there exists x € M and an arc-length parametrized geodesic v : I — M such
that 7(0) = z and [|5(0)|| = L. But [|5(0)|| < p«, hence 1 < p,.
This disjunction shows that 7 > % A %)\min.

We now prove that 7 < p% A %/\*. The inequality 7 < p% appears in [NSWO08| Proposition
6.1]. To prove 7 < 3., consider any zg € My. Let yo € A(zg) such that ||z — y|| is minimal.
Using Theorem 2.1 and the property = — y 1T, M, we immediately have

lz—yl>  _ llz—yl _ A=)

< .
Ty —n, T, M) 2 2 -

In the case where u is not an embedding, M may have reach 0. However, as shown by the
following theorem, the normal reach gives a scale at which M still behaves well. Note that we
will not make use of this result in the sequel of the paper.

Theorem 2.7. Let x € My and r < ﬁ A Xx). Then B(z,r) N M is a set of reach at least

#. In particular, it is greater than ﬁ.
Figure 17: The set B(x,r) N M has positive reach
Proof. Denote M* = B(x,r) N M and M& = u=(M?).
Step 1: Let us prove that for every yo, 20 € M,
P 2
d ,ITyM) < ———— ||z — y||*.
=0T M) < rlosllz =l

Let yo,20 € M, and § = daq, (Yo, 20)- Lemma Point 3 gives § < 1,7155”9 — z||. Moreover,
§ < dpm, (Yo, o) + dam, (To, 20) < 2qzm(pr)r. Hence,
1 < 1 _ 1
1—-86 = 1—amler)pr  V1-2pr

and we deduce that

1
< — ||y — 2||. 4
< =gl @
Besides, Lemma [2.2| Point 2 gives d(z — y, T,M) < 5(52, and combining these two inequalities

yields d(z -y, Ty M) < satsm 2 —vlli®
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Step 2: Let us prove that

x 14 2
_ < P s
d(z —y, Tan(M",y)) < 30— 27 Iz = yll%

where Tan(M?®, y) is the tangent cone at y of the closed set M?.

If y € B(z,r), then Tan(M?,y) = T, M, and the inequality follows from Step 1. Otherwise,
suppose that y € dB(x,r) and that z # y. Let § = daq,(y0, 20). According to Equation [4] the
inequality ||y —z|| < 2r and the assumption r < 4*1;)7 we have § < 1. Consider a length-minimizing

geodesic g : [0,0] = My from yg to zp, and denote v = 4(0). Let us show that v € Tan(M?, y),
and we will conclude with Step 1.

Since M?* = B(x,r) N M, v € Tan(M?=,y) is implied by (v,y — z) < 0. Suppose by contra-
diction that (v,y — x) > 0. Hence, according to Lemma Point 1, with I = r < i, we have

le%s/l—pl>§>6, and
Iz ==l = [[7(6) — [l > In(0) — 2] = lly — «]| = r.

We deduce the contradiction z ¢ B(z,r).
To conclude the proof, it follows from Theorem that M® has reach at least 1775”. O

2.4 Probabilistic bounds under normal reach conditions

We now consider Mg and o which satisfy the hypotheses and 3] The aim of this subsection
is to provide a quantitative control of y = .o (Propositions and [2.12). To do so, Lemmas
and bound differential quantities related to the exponential map of Mg, denoted exp;\;‘“ :
Ty, Mo — My. We shall then consider the pull-back of p on the tangents spaces T, M, where it
is simpler to compute integrals (Lemma .

An application of the coarea formula shows that p admits f as a density against Hjl\,l, the
d-dimensional Hausdorff measure restricted to M, where f(2) = >_, c,~1({s}) fo(zo). In partic-
ular, if z has only one preimage by u—i.e. if A(z) > 0—then f(z) = foou~!(x).

Remark 2.2. Recall that the density fy is Lo-Lipschitz with respect to the geodesic distance: for
all zg,yo € Mo,
|fo(zo) = fo(yo)| < Lodrt, (0, o)

We can deduce the following: for all zg,yo € My such that ||z —y| < i A AX(z), we have

[f (@) = fy)l < Lz =y

with L = 2Lg. To prove this, assume that y has only one preimage by u. Hence we can write

[f(@) = fW)] = |foou™(x) — foou " (y)] < Lodm,(u™ (z),u” (y)) < 2Lollz — y||, where we
used Lemma on the last inequality. Now we prove that || — y| < ﬁ A A(z) implies that
y has only one preimage. Let r = || — y||, and suppose by contradiction that yg,y; are two
distincts preimages. According to Remark Ay (Yo, 1) > %. But Lemma says that
u(B(z, 1)) C B, (20,2r) C B, (o, %)7 which contradicts daq, (yo,y1) > %.

Lemma 2.8 ([Aami8], Proposition C.1). Let zo € M. The exponential map expﬁgo is injective

™

on Br, (0,%) (and is a diffeomorphism onto its image). Letr < TS For allv € Br, am,(%o,7),

the Jacobian J, = \/det ((dy expato)t(d, expé\go)) of expo is bounded by

(1 = (Tg)2>d < J, < (14 (rp)?)".

We obtain the following lemma as an immediate consequence.
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Lemma 2.9. Let 9 € M. Define the map expy! = u o expio o(dy,u) ™t : TybM — M.
Moreover, define @é"l to be the map expM restricted to Br, (0, %) It is injective.

Let r < ﬁ A X(z). Denote B = B(z,r) and B = (expM)~Y(B). These maps fit in the
following commutative diagrams:

My —— M BNM
expﬁg‘)]\ i expM T%i”
denu !
TIOMO *O> T’L‘M ET C TwM

We have Br,pm(0,7) C B C Br,m(0,azg(pr)r). For all v € ET, the Jacobian of exp,
Jy = \/det ((dvexp2!)t(dvexpt)), is bounded by

(1 _ “g’)Q)d < o< (14 ()",

and these terms are bounded by Jyin = (%)d and Jpax = (g)d.

Lemma 2.10. Let xg € Mg and r < 2—1/) AX). Consider the map exp! defined in Lemma .

Consider jui,, the measure p restricted to B(x,r), and define v, = (&p~); z. The measure v,
admits a density g against the d-dimensional Hausdorff measure H® on T, M C E, where

9(v) = f(expy" (v) - Ju - 157 (v).

For allv € BT, the map g satisfies |g(v) — g(0)| < qar, where gz = (4LoJmax + £ fmax)T-

Proof. The expression of g comes from the area formula ([Fed14, Theorem 3.2.5]). To prove the
inequality, observe that we can decompose

9(v) = 9(0) = f (expy (v)) Ju = f (exp3(0)) Jo
= [f(expy'(v) = F(expr(0))]Ju + (Ju = Jo) f (expy(0))
On the one hand, using Remark we get
|f (exp2 (v)) — £ (exp2(0))| < Lllexpy” (v) — exp (0)
= Lljuo expﬁjo (v) —uo expﬁfo (0)]|
< L - dp, (6xp5,° (v),20) = LJv]|.

On the other hand, Jo = 1 and (1 — %)d <J, < (1+ (rp)Q)d yield |J, — Jo| < d(pr)* < Spr.
We eventually obtain

d d
g(’l}) - g(O) S L”U”Jmax + fmax§pr S (2LJmax + fmaxip)r- D

Remark 2.3. In the same vein as Lemma we can define @xo to be the map expﬁgo

restricted to BTxOMo (0, %) For any xo € Mo, let u{° be the measure g restricted to By, (o, %),
and define the measure vy = (@Q(’}“)_lugo. Then vy admits a density gg over the d-dimensional
Hausdorff measure H® on T, Mo, where

g0(v) = fo(&D2,°(v)) * Ju 15, 0 (0.2)(V)-
Using the density g, we can derive explicit bounds on p.

Proposition 2.11. Let 29 € Mg, r < % AXz) and s € [0,7] We have
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o u(B(x,r)) > ar?

o (BN _ f(2)| < g

o u(B(z,r)\ B(x,s)) < bri=l(r —s)
with a = fminJmian7 1= Cm+ fmameaxd2dp and b = dzdfmameade-

Proof. Consider the map exp.! and the measure v, as defined in Lemma In the following,
we write T' = T, M, and B = (&)~ (B(w,7)).

Point (1): We have u(B(z,r)) = v, (ET). Writing down the density yields
V:c(BT) :/T (v )de / fmmede (v)
= fminJmian(B )

And since B D Br(0,7), we get v, (B ) > funinJmin Var®.
Point (2): Observe that fET o) f(x)dHY(v) = f(z)Vard. Hence

u(Ba.r) — fl >vdrd|
d X d v
oy / v)dH( /B o, J@at)
<UL @ -l [ gwan)
Br(0,r) B \Br(0,r)

(1) 2
To bound Term (1), notice that g(0) = f(exp2(0))Jo = f(z). Hence we can write:
[ (f(2) — g(v)dH (v)| < /, 19(0) — g(v)|dH (v).
BT (0 T‘) BT (0,7‘)

Lemma-glves lg(v)—g(0)| < qzTgr, and we obtain | fB 0.) f(:z:)fg(v))d’;'-[d(vﬂ < gy Vard.

On the other hand, we bound Term (2) thanks to the inclusion B c Br(0, qzg(pr)r):

[ _ g(v)dH4(v) SL B g(v)dH(v)
B \Br(0,r) Br (0,qzm(pr)r)\Br (0,r)

< S Jmax (M (Br (0, aza(pr)r) \ Br(0,1))
= fmaxJInade((p’l")d — 1)Td

Now we use qrg(pr) < 1+ 2pr < 2 and the inequality A9 — 1 < d(A —1)A9"!, where A > 1, to
get
(qa(pr)? = 1) < d - (qalpr) — 1) - qlper)*™"
<d-2pr-2%71L,
We deduce that | fET\ET(m " g(0)AHY (V)| < fmaxJmax Vartd - pr2¢. To conclude, we obtained
u(B(z,r)) — f(a)Var®| < r(qm+ fumaxImaxdp2?) Var®.
Point (3): Let us write

w(B(z, 1)\ Bz, s)) = vs (&) (B(x,7) \ B(z, 5)))
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In spherical coordinates, this integral reads

o)) = [

b(v)
/ g(tv)t?=tdtdo,
vedBr(0,1) Jt

=a(v)

/(WQA)I(B(%T)\B(%S))
where a and b are defined as follows: for every v € 9Br(0,1) C T, M, let 79 be a arc-length
parametrized geodesic with v(0) = z and 4(0) = v, and set a(v) and b(v) to be the first positive
values such that ||y(a(v)) — z|| = s and ||v(b(v)) — z|| = 7.

Figure 18: Illustration of a(v) and b(v)

Let us show that b(v) — a(v) < 1_1pr (r — s). Consider the application ¢ : t — ||y(t) — z|*.

According to Lemma [2.3| Point 3 with [ = 0, we have B(t) > 2(1 — pr) for t € [0,b(v)]. Tt follows
that ¢(t) > 2(1 — pr)t, and that

b(v) | b(v)
o0(0) = s(a0) = [ ez [ 21— prya
a(v) a(v)

= (L= pr)(b(v)* = a(v)?).
Since 72 — 52 = ¢(b(v)) — ¢(a(v)), we deduce that

r? =% > (1 pr)(b(v)* — a(v)?). (5)
Writing 72 — s = (r + s)(r — s) and b(v)? — a(v)? = (b(v) + a(v)) (b(v) — a(v)) leads to
(r—8)—— > () — a(v).

1—prbw)+alv) —
But b(v) + a(v) > r + s, hence (r — s)ﬁ > b(v) — a(v), as wanted.

Now, notice that we have b(v) < 2r. Indeed, b < % by Lemma Point 5, and we conclude
with Lemma 2.2] Point 2. We then write

b(v) b(v)
/ g(to)td=1dt < / FrnascJmax (2r) 1 dt
t

=a(v) t=a(v)

1
- 1= or (T’ - S)fmameax(27’)d71.
and we deduce
b(v) 1
/ g(tv)td—ldtdv < (r— S)fmameax(QT)dil/ dv
vEOBOD Jemalr) Loor vedB(0,1)
1
= 1— or (’I” - S)fmameax(Qr)d_l . dVd
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We obtained

2d71dvdfmax<]max

T or (r— s)rdfl,

p(B(z,r) \ B(x,5)) =

and we conclude with r < ﬁ: w(B(x,r)\ B(x,s)) = 2%V frmax Jmax (1 — s)r?~ L. O
The following proposition gives probability bounds without normal reach conditions.

Proposition 2.12. Let zg € Mg, r < i and s € [0,7]. We have
o u(B(x,r)) > ar?
o u(Blz,r)\B(z,5) < Vri-i(r — s)}

with a = funinJminVa and b = Jpaxgmes ( 7 i’m)dd?d\@.

Proof. Let M* = M N B(x,r) and M§ = u~'(M?). Lemma does not apply: it is not
true that Mg C By, (zo, qzm(pr)r). However, we can decompose Mg in connected components
Chiel.

Figure 19: The connected components C§

For every i € I, let zj be a minimizer of zo — ||z — z|| on Cj. We have 2 — 2’ LT.: M, hence
according to Lemma Point 5, C} C B, (24, %) For all ¢ € I, consider pf), the measure f

restricted to C, and define 1§ = (exp2°); 1§, as in Remark The measure v} admits g} as
a density over the d-dimensional Hausdorff measure on ngMOa where

96(v) = fo (BB () - Tu+ Lo 1 ) (V)-
Point (1): We can write

p(B(x,r)) = po(u™" (Bx,r)) = >_ 1o(C).
iel
Let i*ie I be the index of the connected component of M{ which contains zy. We have
Cy" D By (o, ), and we deduce that

po(Cy”) 2/ o gyadn!
(P20~ 1(C5)

Z fminJmian((mxo)il(C(i))) = fminJmianrd-

Therefore, u(B(z,7)) > fuinJmin Vare.
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Point (2): We now prove the second point.

Step 1: Let us show that the cardinal of I is lower than ﬁ(%ﬂ)d, with @ = /4 — /13.
We shall prove that for every 4,j € I such that i # j, da, (28, 23) > %.

Let 7o be a geodesic from 2f to 2, with v(0) = 2%, (T) = 2/, and 4o(0) = vp. Consider
the application ¢ : t — ||y(t) — z|>. Since C} and C} are disjoint connected components, there
must be a t* < T such that [|y(t*) — x¢|| > r. Moreover, according to Lemma Point 2, ¢
is increasing on [0, Ty] where Ty = ‘/5\/2 - \/3 + p?l2. Since ¢(T) < r, we deduce that T is

greater than T5. Note that the assumption r < 5~ y1e1ds T > @

CE

This implies that the geodesic balls By, (2§, %

) are d18301nt Therefore,
1 > Ho UBMO ZOa 2/))) > |I|fm1nJm1an( p) )

and we deduce |I| < m(?)d.
Step 2: Let i € I, and define D§ = Ci Nu=Y(B(x,r) \ B(z,s)). Let us show that

uo(Dé) < fmaXJmaXQdfl\@dVd St /2 — g2,

Let us distinguish two cases: I; > s or I; < s.

w(CF)

Figure 20: Illustration of the cases [; > s and [; < s

First, assume that I; < s. Let v be a geodesic starting from 2z}, denote v = #(0) and
consider the application ¢ : ¢t — [|7(t) — z||2. Let a(v),b(v) be the first values of ¢ > 0 such that
[v(t) — z|| = s and ||y(t) — z|| = r. As in the proof of Proposition Point 3, we still have
Equation [5}

r? =% > (1 - pr)(b(v)® — a(v)?),
from which we deduce b(v) — 1( v) < 5 prm( 21 s?). According to Lemma H Point 4,
b(v) + a(v) >bv) > (14 pr)"24/r2 =12 > (14 pr)~2v/r? — s2, and we obtain

A+pr)2 /3
1—pr

b(v) —a(v) < — 52 (6)

Now, we write

po(Dg) = w5 ((exp2*) ™ (Dy)).-
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In spherical coordinates, this measure reads

, b(v)
/ ~ g6(y)dH(y) = / / gb (tv)t?dtdw.
(@230)*1(%) vedB(0,1) Jt=a(v)

We can now conclude as in the proof of Proposition Point 3. We still have b(v) < 2r, and

we write

bv) b(v)
/ gi(tv)td=tdt < / FrnaxJmax (2r) 41 dt.
t

=a(v) t=a(v)

Using Equation [6] we obtain

b(v) (1
/ fmameax(zr)d_ldt < + pr VT fmax max QT
t

=a(v) — pr

Therefore,

b(v 1
/ / i (o)t ded < 0 err V12 — 82 s Jmas (20) 4 1AV,
vedB(0,1) Jt

a(v
1
The assumption r < ﬁ yields Uter)® o V6, and we finally obtain

1—pr

/-LO(DE)) S frnaxJInaXQd_l\/édVd : Td_l Tz - 32-

Now, assume that [; > s. This case is similar to the first one. One has

) ) b(v)
w0 < [ gt = [ [ g e,
(exp’; °)~1(D§) veAB(0,1) Jt=0
Z0

andLemmaPoint5gives b(v) < (%)_%\/r2 — 2 < (e )~ 71/r2 = s2. Note that (152 )" 5

is not greater than 2 when r < ﬁ. One deduces that

NO(DS) S fmameax2d712dVd . Td71 7'2 - 82~

Step 3: We conclude: Since u='(B(z,r) \ B(z, s)) = U, D, Step 1 and 2 yield

w(B(z,r) \ B(x, s) E 110(D;) < || fnaxJmax2?~V6dVy - 1 72 — 52
el
1
< — max max2d ! dV 2 — 52
o fmanmand( ) f \/> T " ’

Finally, the inequality v/r2 — s2 < /2ry/r — s yields
JmaxJmax P \d j02d d—1
w(B(x,r) \ B(x,s)) < Smaxtmax (Fydgo2d /3pd=z \/r —s. O

fmm Jmm «

3 Tangent space estimation

In this section, we show that one can estimate the tangent spaces of M based on a sample of it,
via the computation of local covariance matrices. We study the consistency of this estimation in
Subsection [3.2] which is based on the results of the last section. In Subsection [3.3] we prove that
this estimation is stable, based on lighter hypotheses.

21



3.1 Local covariance matrix and v

Definition 3.1. Let v be any probability measure on E. Let r > 0 and = € supp(v). The local
covariance matriz of v around x at scale r is the following matrix:

_ x — o2_dvly)
(@) = L(z,r) ( y) V(E(‘T’T))

We also define the normalized local covariance matriz as %, (z) = 5%, (z).

Note that ¥, (z) and ¥, (x) depend on 7, which is not made explicit in the notation. The
normalization factor r% of the normalized local covariance matrix is justified by Proposition
Moreover, we introduce the following notations: for every r > 0 and x € supp(v),

e v, is the restriction of v to the ball B(z,r),

Uy = - @ (11 Ve is the corresponding probability measure.

Thus the local covariance matrix can be written as ¥, (z) = [ (z — )22 dv, (y).

The collection of probability measures {7 }sesupp(v) is called in [MSW19, Section 3.3] the
local truncation of v at scale r. The application = +— X, (x) is called in [MMMI8], Section 2.2]
the multiscale covariance tensor field of v associated to the truncation kernel.

Remind that the aim of this paper is to estimate the measure fig, defined on E x M(E) as

fto = Uspo. In other words, fig = (uxpio)(z0) ® %%pTzM' Here is another alternative definition

of jip: for any ¢ : E x M(FE) — R with compact support,

/gb(x,A)d[LO(a:,A) _ /d)(u(zg), dLHmeM)duo(zo).

To do so, we consider the following construction.

Definition 3.2. if v is any measure on F, we denote by 7 the measure on E x M(FE) defined by
v=v(z)® 5&(:1:)' In other words, for every ¢ : E x M(E) — R with compact support, we have

/ b, A)di(z, A) = / o (. 5, (@) du(a).

In accordance with the covariance matrices, the measure o depends on the parameter r
which is not made explicit in the notation. In order to compare these measures, we consider a
Wasserstein-type distance on the space E x M (E). Let || - ||, be the Euclidean norm ||(z, 4)||, =

1
(llz]* + 7*[|A|3)? on E x M(E), where v > 0 is a fixed constant. Let p > 1. We denote
by W, ~(-,-) the p-Wasserstein distance with respect to this metric. By definition, if «, 5 are
probability measures on E x M(E), then W), -(«, 8) can be written as

P

Wotod)=int ([ 1) 0 B0 4. 0.3) )

s

where the infimum is taken over all measures 7 on (E x M(E))? with marginals  and £3.
The sequel of this section consists in showing that

e if 1 is a measure satisfying the Hypotheses and |3} then W, 5 (fo, ft) is small (Propo-
sition 7

e in addition, if v is a measure on E such that Wj(u,v) is small, then so is W, ,(f,7)

(Proposition [3.5).
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3.2 Consistency of the estimation

In this subsection, we assume that My and p satisfy the hypotheses [I 2] and [3]

The following proposition shows that the normalized covariance matrix approximates the
tangent spaces of M. A similar result appears in [ACLZ17, Lemma 13] in the case where M is
a submanifold and g is the uniform distribution on M.

Proposition 3.1. Let xg € My and r < A(z) A i. Denote T'= T, M and by pr the linear
projection on T. Then

= 1
b — < .
Su(e) - —5prie < @

Proposition [3.1] is a direct consequence of the two following lemmas.

Lemma 3.2. [ACLZ17, Lemma 11] Let 3\ = [ o (0) Yy e (y). Then . = 7H57°pr.

©2d7W)  pep

Lemma 3.3. Let 3, = f?T (o) Vot

IS0 () = Zulle < azr®,
where qg=4p + 7T + pluseoddp 4 I,

Proof. We use the notations of Lemma [2.10] Let T = T, M. We shall consider the following
intermediate matrices:

5, = /E (exp) 1 (a) gz (o)

dH?
Sp = /7 6(0) - y=2 W)
BT |,de‘

dH¢
N3 = [ 6(0) -y W)
Br(0,r) |,uz|

Let us write the triangle inequality:

[ (2) = Bullr < 1Zu(@) = Salle + |21 = Zallp + |32 — Zalle + |3 — Za |k -
(€0) (2) (3 4)

Term (1): Remind that 3, ( fB () (T — ®2% We have

12(2) = Erlle < /B< o =2 = (@) ) )

Now, for all 2’ € B(x,r)NM, Lemmagives Iz — 2o’ ®27((@£’1)’1(x’))®2”p (T+7")||(x
z) — (&pM)~1(2)||. Moreover, we can use Lemma to get |(2' — 2) — (exp) " (2)]|
Ldam, (20, 20)%. Indeed, if we write 2/ = ~(8) with v a geodesic such that y(0) = 2 and §
dam, (w0, ), then (')~ (2') = 6%(0), and we can write

(2’ —2) — @py") @) = |2’ — (z +&=p") (@)l
= [|y(8) — (z + 5%(0))]| < gaz.

A 1

Now, according to Lemma [2.5] da, (2o, %) < 2||z — 2’| < 2r, and we obtain
(e =™ = (@B @) lle < 2rE(2r)? = 4pr,

from which we deduce that ||, (z) — 31 ||p < 4pr®.
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Term (2): Note that ¥; can be written

d#?
Elzﬁ g(y)y®2J,
BT |,ua:|

hence we have
dH(y)
120 = Salle < [ 1900) - gl <
B |tz |
According to Lemma[B.1] [ly®?|| = ||ly||? < 2, and from Lemmal[2.10]we get |g(y) —g(0)| < -
Therefore,
—T
1B
|z

%1 = Z2flr <

To conclude, note that || > fminJmian(ET)7 so we obtain [|¥; — Yalp < ﬂ:r

Term (3): We have

dH?
2=l s [ g0)- e T
7(0,r)\B H

e

One the one hand, ||g(0) - y®?||r < g(0)7? < fmaxr?, and we get

2 H!(Br(0,r)\B").

||22 - E3”1’7 < fmaxr
o

On the other hand, since B c Br(x, azm(pr)r), we have

H4 (ET \ Br(0,7)) = (qm(pr)r)iVy — riV,.

The inequality A%—1 < d(A—1)A%"! where A > 1, gives (quz(pr)r)Va—riVy < Vardd(qz(pr)—
1)29=1. Combined with the inequalities qzg(pr) < 1+ 2pr and |z > fiminJmin Var? we get

— X oddpr3.
- fminJmin r

Term (4): We have

|tz | / w2 dH (y)
Sy — Yl < _
19 = Sulle < |45 — 1@ [ e S

According to Lemma [2.11f point 2, H/”:d - f(z)| < qzmw. Moreover, fET(o " 2 e |#7(‘) <
fminlJmin r2. Therefore,

210 3
Yg—r < . O
H 3 HF fIl’lll‘l JIHIH Foin i

Proposition 3.4. Letr < i Then

Wor (1, f10) < ¥(20(N")7 + qzr).
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Proof. Define ¢ : o € Mo — ((z,3,(2)), (=, ﬁpTIM)), and consider the measure m = ¢, po. It
is a transport plan between ji and fig. Therefore, WP _(fi, fio) < [||(z, T)—(«', T")|[Fdn((x,T), (', T")),
and we can write

2 < [ 1@ 5 20(0)) ~ (o 5pra0lduta)

1 1
= [155u) - Tpprlifduo).

We split this last integral onto the sets A = A" and B = E'\ \". Remind that A" denotes the
sublevel set A71([0, 7]).

On A, we use the majoration || 5%, (z) — #zpr,mlr < |%E.(@)r + | Fzpromlle < 2 to
obtain

1 1
[ 17550@) = gprmdiiduta) < 2 ().

On B, we use Proposition [3.1] to get

1 1
[ 155500 - gpnalbante) < ()

Combir}ing t}iese t\jvo inequalities yields W} _ (i, fio) < vP(2Ppu(A)+(qzmr)?). Using the inequality
(a+b)» <a? +br, where a,b > 0, we obtain

Wi (11, f10) < Y(2u(A)7 + qzr)- O

3.3 Stability of the estimation

In this subsection we study the stability of the operator p — iﬂ() with respect to the W; metric
on measures. The results of this subsection only rely on the following hypotheses about u:

Hypothesis 5. Ja > 0,Vx € supp(u), Vt € [0, 2p)
w(B(z,t)) > at?.
Hypothesis 6. 3b > 0,Vx € supp(p), IA(x) > 0, Vs, t € [0, A\(z) A QL) st. s <t,

p(B(x,t) \ B(z,s)) < bt~ (t - s).
Hypothesis 7. b’ > 0,Vx € supp(u), Vs, t € [0, p) s.t. s <t

u(B(x,t) \ B(x,5)) < b3 (1 —5)°.

Note that, as stated in Propositions [2.11] and [2.12] the inital hypotheses 2] and [3] implies the
hypotheses [f] [6] and [7] with A(z) being the normal reach of M at z.

Let p and v be two probability measures, « € supp(u) Nsupp(v), and consider the Frobenius
distance ||X,,(z) — ¥, (z)||r between the normalized local covariance matrices. This distance is
related to the 1-Wasserstein distance between the localized probability measures fi; and 7, via
the following inequality:

Bue) = S@lle < Wi, 7).

Without any assumption on the measures, it is not true that Wi (i, 7)) goes to 0 as Wi (u,v)
does. However, if we assume that y satisfies the hypotheses and@, that x satisfies A(z) > 0 and

that r is chosen such that » < A(z) and r > 4(%)ﬁ, then we are able to prove (Lemma

that

Wi(p, v H
W(ux,v$)<<1,g”1)> :
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As a consequence, estimating local covariance matrices is robust in Wasserstein distance:

'WA@—EA@m<zmm<Wﬁﬁw)ﬂ

(7)
A stability result of this kind already appears in [MSW19l Theorem 4.3], where p and v are two
probability measures on a bounded set X, and satisfy the following condition: Vo € X,Vs,r <0

st. s <, Zggz:;; < (£)%. The theorem states that, denoting D = diam(X), for all z € X,

Nl=

Wl(pﬂy)% + (1 + Wl(ﬂ‘a V)

Wi (. 7) < (1+2r) [ .
D

)4 —1].

When r < 1 and W (u, v) goes to zero, we obtain that W (fi, 77) is of order (1+2r)D? (%) 3
Another result in [MMMI8], Theorem 3] bounds the distance |3, (z) — X, (z)||r with the oo-
Wasserstein distance Weo(p, ). Namely, if 4 and v are fully supported probability measures
with densities upper bounded by [ > 0 and supports included in X C R?, denoting D = diam(X),
we have

150 (2) = Zu(@)llp < LAWs (1, v),

_d (r+D)%t! (2r+D)(r+D)? 2d (r4+D)%*2
where A = 755 =5 F— + d t a2 D

Remark 3.1. Let us show that in general, for x € supp(p) Nsupp(v), it is not true that |3, (z) —
3, (z)||r goes to zero as Wi (u,v) goes to zero. Similarly, W, - (i, 7) does not have to go to zero.
For example, one can consider € > 0, the measures p = %(60 +01) and v = %(50 + 014¢) on R,
and the scale parameter 7 = 1. We have £,(0) = £,(1) = 31%% and £,(0) = %, (1) = 0. Hence
= %(5(07%1@32) +0(1,1102)), and ¥ = £(8(0,0) + 0(14¢,0))- A computation shows that

. 1 1 1 1
W2 G 7) = 5110, 515%) = (0,0)[2 + 51, 51%%) — (1+ €, 0)[2)

1 Y p 2 2 5 v
= — - —_\2 > (L p.
5P+ (E 7)) = (3)
Hence W), - (ji,7) > 2 > 0. Moreover, we have Wi (u,v) = 2e. Hence W, ,(ji,7) does not go to
zero as Wi (u,v) does. However, under regularity assumptions on p, the following proposition
states that it is the case.

Proposition 3.5. Let i and v be two probability measures on E. Suppose that p statisfies the
i}g;f)otheses @ @ and @ Define w = W, (1, v). Suppose that r < ﬁ ATl and w < (a A1)(5)4H.
en

I

.. w (1 L w
W (i1, 7) < 2w + yagm(—57)? + v (dagan(\)7) (57)

with =4(1 + qzm).
Proof. According to Lemma [3.6] we have

1

p— 2 p=12
Woa(1.) < 25 (14 2427 2 [ Wi manto.n )

T =

Moreover, Lemma [3.7] gives

</W1(um vy)dr(z, y)); <2 <cmréuw)éaé + q;ma)
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Combining these inequalities yields

p— p—1 2 P . 9
Wy (i 7) <257 w425 L(w+2"7 qze) + (27 ) Laggr? 3
r

. . 1 1 1
and since r < 1 we conclude wih w = (7%7)27 2 w? < (557)2 =

b— P— 2 p— p— 2 N

Wi (7, 7) < 2°F w0 + 2 P11(1+2 "lcnm)OéwL(?Tl)z*:w%u(/\r)za%
. 0 1

<2 T w42 (1425 q:m);+(2 )22y aEmi(N)7 (

Writing 27 <22 <2 and o = (=#45)% yields

.. w o1 1, W (1
W (f1,7) < 2w+ dy(1+ 2qam) (- 57)* + dyagan(X)7 ()7 O
Let us interpret the inequality Wp ,(,7) < 2w + vcm(w%)% + 7(4@()\7')%)(7";{11)%.
The first term 2w is to be seen as the initial error between the measures p and v. The second
1
term yqzm(-7¥r)? corresponds to the local errors Wi (fi;,7;,) when comparing the normalized

covariance matrices. The third term 7(4w(AT)%)(T,d%)% stands for the error on points o such
that A(x) < r, where the stability is weaker. As a consequence of this proposition, the application
1 [i, seen as an application between spaces of measures endowed with the Wassertein metric,
is continuous on the set of measures p which satisfy |§| and [7| with ZL >r.
. . P
We now state the lemmas used in the proof of Proposition

Lemma 3.6. Let m be an optimal transport plan for Wy(u,v). Then

p

p—1 2
Woa (1. < 25 (14 200, a4 27 2 ([ Wi myante.n )
Proof. We first prove the following fact: for every = € supp(r) and y € supp(v),
X0 (z) = Zo@)lle < 2r([z — yll + Wi (i, 7). (8)
Let p be any transport plan between [z and 7,;. We have
Zu(@) = 20 = [ =P - [ -y am)
— [ (=)~ =) )dnle’ )

For any o' € B(z, ) and y' € B(y,r), using Lemma [B.1} we have ||(z — /)" — (y = y")*"|lr <
(r+r)(|lz =yl + 2" — ¥'||). Hence,

15,() — Su(@)lle < / 2 (e — ll + 12’ — o/ )dp(e’sv)),

and we deduce that ||X,(z) — X, (y)|lr < 2r(||lz — y| + Wi(fz, 7))-

Now, the transport plan 7 begin given, we build a transport plan 7 for (i, 7) as follows: for
every ¢ : (E x M(FE))? — R with compact support,

/¢xAy,MW$Ay, /¢x2 %, () dn(z,y).
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We have
We (7)< [ e, 4) = (0. Bl dn(o, A, B
= [ e = ol + 2?50 - Su)E) P (o)
< [ (e = ol + 9100 - S ) ) dr(a)

Besides, Equation [§ gives |5, (2) =, (y)llr < & [15u(@) = 20 @)lle < 2(|@ =yl + Wi (72, 7))
We can use the inequality (a + b)? < 2P~1(a? + bP), where a,b > 0, to deduce

(lz =yl +1Zu(@) = ZoWlr)” < (Il =il +77 2 (llz — gl + Wi (i, 7)))°
<2 (14 Dl - yl)” + 2 W ()
To conclude,
e (o) <27 [ (1 Dlle - ul)” + <21W1<m,7y>)pdw<x,y>
—or1(1 4 2 LW (s v) + 207 /W1 (77, 7)dn (2, y),

hence

Woa (1,9 < 25" (14 20, a4 27 2 [ Wi mp)antean) ) .

5=

Lemma 3.7. Let w = W,(u,v). Suppose that r < 2*1;) and w < (a A 1)(5)4TL. Let w be an
optimal transport plan for Wy(u,v). Then

(/ Wf(%yy)dm,y))‘l’

p—1 1 ry: 1
< 9% (qmrw()\)paQJr(Qr +qmrr +)Oé+(1+QB:’:I) )

w\»—\

where o = (—%1)2 . If we suppose that r < 1, then

(/Wf(‘“’”@‘)d“(x’y)) <27 (wéu(ﬂ)iaé + q:m)

with gz =3+ a3+ Ea+ @3

Proof. In order to ease the reading of the proof, we define w = W,(u,v) and o = (Td%)% We
cut the integral as follows:

[t mrtew = [+ [ + [ Wi mirey)

where A = {(z,1), |z — yll > a}, B = {(5,9), | — yll < a and A(z) > r} and € = {(z,), |z —
yll < o and A(z) < r}.

Term A: We use the following loose majoration:

Wi (i, 7y) < Wiz, 02) + Wi (0, 8y) + Wi(dy, 7y)
<r+fz—yll+r
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to obtain W (i, 7,) < 271 ((2r)P + ||z — y||?) and
/A WP (127 7y (2, ) < /A 2#1((2r)? + ||z — y[P)d(z, )

< -1(2r)Pr(A) + /2p—1||x ~ ylPdr(z,y)
= 2P71(2r)P7(A) + 2P 1wP,
But 7(A4) = 7({(2,9), |z — yl| > @) = 7({(z, ), |z — yl|? > oP) < ()P by Markov inequality.

Therefore,
/Wl (7w, 7y )dm(@, ) < 207 (2r)P (2N 4+ 20 Mw? = 2771 (20 )P + 27 Hu?,
«
where we used 7% = ria.

Term B: On the event B, we write
Wi (fiz, 7y) < Wi(Fiz, fiy) + Wa (T, 7).

Since A(z) > r, Lemma and Lemma [B.5| give W1 (115, 1)) < qpglle — yll and Wi (7, 7) <
agrie. We deduce that

/ WY (17, 7)dre (. y) < 2071 / (e — ) + (amme)Pdn(z, )
B B

<2 Hagw)” + 2" ()"
Term C': We proceed as for Term B, but using Lemmas [B.4] and [B.6] instead of Lemmas [B.3]and
B This yields

Wi (fiz, 7y) < Wi (g, fiy) + Wa (B, 7y)
<agmilr -yl +aqariat,

and we deduce that

/C WP (17, 7 )dm (2, y) < /C 2 (g ® || — y||2) dn (2, y) + 277 (C) (ammrza?)’.

[V

We have [, ||z — yl|2dm(z,y) < Jospllz— y||2dx(z,y), and by Jensen’s inequality, Jowpllz—
yl|Zdn(z,y) < (wP)z. Moreover, by definition, 7(C) < u(A"). Therefore,

[N

/ Wi (i, 7y )dn(z,y) < 20 (qrzw?)’ + 2071\ ) (qagrz a2
C

To conclude the proof, we write

/Wl Mwayy dﬂ- -T 3/ / / / Wl ,U/:chy dﬂ'(.’l? y)

< 2271 (2rda)P + 2P~ Lw? + 2P (qpmw)? + 2P (qgma)?
+ 27 (i w?)’ + 207 (V) (qrta?)”,

and we use the inequality (a + b)% av + b%, where a,b > 0, to get

(/ Wlw,mdw(x,y));

<25 (2rda +w + qEw + qEEe + @i w? + p(\)Fqggrt o z)

<2 (qmréu(”);a%ﬂ?r ra T +amaet+ (1+ ))
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d+1

where we used on the the last line cmr%w% =@ o
. o . L 1
If we suppose r < 1, we can use the inequalities r® < r"z <land w =ar = w2 < a to
obtain the simplified expression

(/Wl(%vy)dﬂ(x,y)) <2" (qmlréu(/\’”);ozé +@B+@mat+aat )a> O

Remark 3.2. On Term C, we could have used the inequality Wi (fiz, 7)) < r+ || — y|| + r to
obtain

| W min(e, ) <27 [ @op+ e - ylPdn(e,)
C C
<2071 (2r)P(C) + 2P LwP,

Following the rest of the proof, and under the assumption r < 1, we eventually obtain

( / Wlw,vy)dﬂx,y)) e (mwﬁ + cma)
with qz7 = 4 + a3z + a3

4 Topological inference with v

Combining the results of the last section, we derive an approximation theorem for jip, based on
U. As a consequence, we show that © can be used to infer the homotopy type of M, and that it
can be used to estimate the persistent homology of fig.

4.1 An approximation theorem

Let us recall the definitions of Subsectionﬂ fio = (ueho)(20) D 1
Moreover, the distance W, (7, fip) corresponds to the p-Wasserstein distance in E x M (E) with

respect to the metric | - ||.

and 7 = v(z2) ®o5 (-

Theorem 4.1. Assume that Mg and p satisfy the hypotheses[1], [3 [3 Let v be any probability

measure. Denote Wp(p,v) = w. Suppose that r < 2—1p Al and w < (a A1)(5). Then

.. ry L w o1
Wi (7 fio) < yaamu(A") 7 + vz + vam( g ) + 2w
where qrg = 2(1 + 2q5g)-
Proof. It is a direct consequence of Propositions [3.4] and O

In order to simplify the results of this section, we shall use the following weaker result. It
shows that [ig is well approximated by 7, as long as the the parameter r is well chosen.

Corollary 4.2. Letr > 0. Assume that Mg and pq satisfy the hypotheses[d], [3, [3 and Hypothesis
with mo > r. Let v be any probability measure. Denote W, (1, v) = w. Suppose that r < ﬁ Al
and w < (a A1)(%)**2. Then
. 1
Wo (7, f0) < (14 yagz)r?

with g = (@ ? + @3+ a1
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Proof. According to Theorem we have

Note that the assumption w < (a A 1)(%)%? yields (Tﬁl)% < 7 < 7. Besides, r < 1 yields
w < (g)d*‘2 < 7 <. Finally, Hypothesis {4 gives 1(\") < q@r, and we deduce the result thanks
to a rough majoration:

1
yagm(ar)? + yazr + Yagmr + 2r

WPv’Y(Dv [1,0) S
< (ya(@)” + v+ Y@+ 2)re . -

4.2 Homotopy type estimation with the DTM

In this subsection, we use the DTM, as defined in Subsection to infer the homotopy type of
M from ». In order to apply Theorem in our setting, we have to consider the reach of the
submanifold M. For every v > 0, we denote by 7, the reach of M, where the space E x M (E) is
endowed with the norm ||-||,. Alternatively, 7., can be defined as the reach of M., where the space
E x M(FE) is endowed with the usual Euclidean norm ||(z, A)||? = ||z||?+]||A||3, and M., is defined
as M., = {(x,7A), (v, A) € M}. Consider the application i : E x M(E) — E x M(E) defined
as i, (z,A) = (z,7A). We have M., = i,(M). Moreover, observe that, for every probability
measures «, § on F x M(E),

W27’Y(0‘7B) = WQ((i'y)*O‘v (17)*6)7

where Wy denotes the 2-Wasserstein distance on E x M (F) endowed with the usual Euclidean
norm || - ||. Corollarythen reformulates as Wa ((iy)+fio, (iy)7) < (1 + yazg)r?, and Theorem
yields the following corollary:

Corollary 4.3. Let m € (0,1). Assume that Mo and po satisfy the hypotheses @ @ and
Hypothesis [4| with ro > m. Let v be any probability measure on E. Denote w = Wa(u,v).
Choose r > 0 such that r < ﬁ ALl and w < (a A 1)(5)*H2

Let v > 0, and denote by 7., the reach of M?. Suppose that (1 +yqg)r: < m? (% — (%)5)

Define € = (%)% +m~ 2w and choose t € [4e, R — 4€]. Then (d(iw)*,;)m)t and M are homotopic
equivalent.

Illustration. Say that M is the lemniscate of Bernoulli, as in the introduction (Figure .
Suppose that p is the uniform distribution on M, and v is the empirical measure on a 500-
sample of M. Figure [22| represents the value of the DTM on supp(#). Observe that the outliers,
i.e. points for which the local covariance matrix is not well estimated, have large DTM values.

Figure 21: The set supp(i”) C R2 x M(R2). Figure 22: The set supp(?) with colors indicating
the value of dy(z). Parameters v = 2 and m =

0.01

Parameter » = 0.03
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4.3 Persistent homology with DTM-filtrations
In this subsection, we apply the DTM-filtrations to 7, as defined in subsection [I.3]

Corollary 4.4. Let m € (0,1). Assume that Mo and po satisfy the hypotheses [1] [3 [4 and
Hypothesis with ro > m. Let v be any probability measure. Denote Wa(u,v) = w. Suppose
that 7 < 5= A1 and w < (a A1)(5)*"2. Then
P
di(W(")fto), W((i)7)) < qai(l + ) m™ 21 + 2qrgm.
Proof. Let W = Wa((i?)fio, (i7)+7) Corollary [L.6] gives

w1 1
di (W) Wv]) < aua(-)* + 2augm.
and Corollary gives (1 + 'ycg:z)r%. Combining these inequalities yields the result. O

Illustration. Say that p is the uniform measure on the union of five circles, as represented
in Figure 23] and that v is the empirical measure on the point cloud drawn in Figure 24 It
consists in 300 points per circle, and 100 points of clutter noise. Observe that the barcodes of
the DTM-filtration W[(:7).fio], represented in Figure reveals the homology of the disjoint
union of five circles—which is the set M. The same holds for the barcodes of W[(i7).7] (Figure
. Only bars of length larger than 0.1 are displayed in red, and only bars of length larger than
0.01 are displayed in green.

Figure 23: The set supp(p) Figure 24: The set supp(v)
I _—
—
—
I —
—
—
I —
—
I
0.0 02 04 06 08 10 0.0 02 04 06 08 10
0.0 02 04 06 08 10 0.0 02 04 06 08 10

Figure 25: Persistence barcode of the 0- and Figure 26: Persistence barcode of the 0- and
1-homology of the DTM-filtration on fig. Pa- 1-homology of the DTM-filtration on . Pa-
rameters v = 1 and m = 0.01 rameters v = 1, m = 0.01 and r = 0.03
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5 Conclusion

In this paper we described a method to estimate the tangent bundle of a manifold M immerged
in the Euclidean space, based on a sample of its image. This estimation is stable in Wasserstein
distance. Using the DTM, we are able to estimate the homotopy type of M. Moreover, via the
DTM-filtrations, we can define a filtration of the space E x M (FE), whose persistence module
contains information about the homology of M.

The robust estimation of tangent bundles of manifolds opens the way to the estimation of
other topological invariants than homology groups—such as characteristic classes—a problem
that will be addressed in a further work.

A Supplementary material for Section

Proof of Lemma[1.5. By definition, 6,,4(z) = inf{r > 0, u(B(x,r)) > t},and d,,(z) = L [ 6,..(2)dt.

0
Using Hypothesis we get 0, 4(x) < (%)5, and a simple computation yields d, (x) < a= U+ a)m

Proof of Corollary[1.6 Let 7 be an optimal transport plan for w = Wa(u,v). Denote a = w?
and D = diam(supp(p)). Define 7’ to be 7 restricted to the set {z,y € E, |z —y| < a}.
We denote its marginals y/ and /. By Markov inequality, 1 — |7/| < ’;’—; = w. Consider the
probability measures p/ and /. We have:

o Wa(p,p') = 2Da,
o« Wo(i/,v') < a,
e Wa(v,v/) <2(1+ D)o
The first inequality is an application of Lemma [B.2}
Wa(p, 1) < 2(1— /)2 D = 2(1 — |7')>D < 20> D.

We obtain the second one as follows:

— — — drn'(z,y) 1
Wi 7) = [ o= slPawes) = [ o=l T < o [ e = ylantay)
Now, Jensen inequality leads to Wa(u/,v') < ‘ wll . Since 1 —|7'| < w, we have | wll < %=, and
|2 |2

w < % yields 1% < «. Finally, we obtain the third inequality with the triangular inequality:

Wi(v, V) < Wiy, 1) + Wi, i) + W (i, V7).
Now, note that we also have
e (i) < e(p) +m~22Da,
o c() <c(u)+ (m 2 +m~ 22D + 1)
The first inequality follows from Theorem

cW)=sup dg(x)<  sup  dg(z)+m I Wa(r, p),

_ % _

wesupp(p’) z€supp(p’)

and we conclude with W (u, /) = 2Da. In order to prove the second, we also use Theorem |1.2
()= s dr(@) < sup_ dlz)+moEWa(E, )

zEsupp(v’) zesupp(v)
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Since 7’ has support included in {z,y € E, ||z — y|| < a}, we can use Proposition [1.1] to obtain

sup  dr(x) < sup  dg(r) +a=c(p)+a
a:Esupp(y) zesupp(?)

and we deduce
(V) < c(p') + o+ mTEW (i, V) < () + (m™F +m 22D + 1o
To conclude, Theorem gives:
(W], W) < m™ Wi, @) + m™ Wi G, 77) + m™ Wi (0, 7) + e(i7) + o)
< (m™2(4D +1) + 4(D + 1)) + 2¢(p).
Since m < 1, we can simplify this expression into
d;(Wu], Wv]) < m™2 (8D + 5)ar + 2¢(p).

We conclude the proof using ¢(u) < qrgme (Lemma . O

B Supplementary material for Section

In this subsection, we suppose that y and v are any probability measures on FE.
Lemma B.1. For every z,y € E, [|2%? — y*?|[p < (|lz[| + [y])]lz - yl|.
Proof. We apply the triangular inequality to ztz — y'y = (z — y)tz + y(z — y):

lz*z — y'ylle < (@ — ) zllr + Iy (@ = »)lle < llz = ylllz] + lylllz -yl
= (llzll + llyDll= = wll- H

Lemma B.2. Let u' be a submeasure of p with |u'| > 0, and consider the corresponding proba-
bility measure p'. Suppose that supp(p) is included in a ball B(x,r). Then

— 1
W (i) < 2(1 = [p/]) 7

More generally, let pu be any measure of positive mass (potentially with |u| # 1), and let p’ be a
submeasure of p with |u'| > 0. Suppose that supp(u) is included in a ball B(xz,r). Then

W]
[l
Proof. We start with the first inequality. Consider the intermediate probability measure w =
w4+ (1 —|p'])0,. We shall use the triangular inequality Wi (u, p/) < Wi(p,w) + Wi(w, p'). We
can write

)%T.

W (7, 1) < 2(1 -

o p=p+(p—pn),

o w=p +(1- ],

o 1=+ (W — ).
Observe that p and w admits ' as a common submeasure of mass |u'|. Therefore we can build
a transport plan between p and w where only a mass 1 — || of u is moved to z. In other words,

W w) < (1= |u/|)or.

Similarly, one shows that W, (w, /) < (1 — |u’|)%r.

Now let us prove the second inequality. Since p’ is a submeasure of p of mass |u/|, then ﬁ 74

is a submeasure of 77 = ﬁ,u of mass ﬁ| 1'|. We then apply the first inequality. 0O
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Lemma B.3. Let x € supp(u). Suppose that © satisfies the Hypotheses@ and@ with () A i >
r. Let y € E such that ||x —y|| < §. Then |uz|, |py| > 0, and

Wi (i, Ty) < agllz — |

with qgg = 2(1 + 455,) L.

Proof. It is clear that |u,| > 0 since u(B(y,r)) > u(B(z,r — ||z — y||)) and x € supp(p).

Let us show the inequality Wi (i, 7y) < agmllz — y|| by studying the measure p on the
intersection B(z,r) N B(y,r). Let p,, be the restriction of u to B(x,r) N B(y,r), and iy, the
corresponding probability measure. The triangular inequality gives:

Wl <E7 Vy) S Wl (E, Mm,y) + Wl (Mw,yvﬂiy) .
1) (2)

Term (1): Let us show that Wi (fiz, fizy) < 22|z — y||. Note that Ji;, is a submeasure of 7.
According to Lemma we have

. |,Ufzy| ‘Nr|_|ﬂxy|
Wi (fizs lzy) <2(1 — 28 )r =20———20,
v ‘IUL| |,Uz|

We know from Hypothesis [5| that |u,| > ar?. On the other hand,
|| = It y| = n(B(z, 7)) — n(B(z,m) N B(y,7))
< pw(B(z,r)) — w(B(z,r — [z —yl),

hence we can apply Hypothesis |§| to get |pe| — |ptey| < 0r¢~t|lz — y||. We finally obtain

bri e —yll
br™ e —yll

_ b
Wil i) < 2 2 e .

ard

Term (2): Similarly, Lemma yields

< 2|Ny| - |Nm,y|r’

Wl(@, Nm,y) |/1: ‘
Y

Let us show that we still have |u,| > a’r? and |py| — |pzy| < U'r¢=Y|2 — y|| with the constants
a = (2)% and b’ = 2(2)?71b. The first inequality comes from Hypothesis

p(B(y,r)) > u(B(a,r — [z —yl)) = a(r — [lz — y|))
and ||z —y|| < 7. The second inequality comes from Hypothesis @
u(By,r)) — p(Ba,r) N B(y, 7)) < p(B(z,r + |z = yl)) — p(Blz,r — [l - yI|))
<b(r+ [l =y 2]z - y|
and ||z — y|| < §. To conclude,

2(3) "\ allr —y|| 501

Wl(@»ﬂr,y) <2 2(%)%7“1 r=38 3d EHx_y” O

Lemma B.4. Let x € supp(p). Suppose that © satisfies the Hypotheses@ and@ at x with % > r.
Let y € E such that ||z —y|| < 5. Then |pz|, |1y > 0, and

S 1 1
Wi (i, 1iy) < agar? ||z — y|2

5 1
2550’*5)17’
o

with qgz = (2 + 53
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Proof. The proof is similar to Lemma [B.5| with slight modifications. We still consider

W (Fiz s Try) < Wi(fiz, Fizy) + Wi (Tizy, i) -
(1) (2)

Term (1): We have Wi (g, izy) < ZWT. Hypothesis |5 still gives |u,| > ar?. But
Hypothesis [7] now yields

ol = |tz | < p(B(z,7)) — p(B(z,r — ||z — ylI)
<V e — g3
We finally obtain W1 (fig, fiz.y) < 2%'7“% |z — yl|2.
Term (2): In order to bound W1 (fy, fizy) < QWT, Hypothesisstill gives |p,| > (3)%ard,
and Hypothesis [7] yields ‘
byl = o,y < p(Ba,r + |z = yl)) — n(Blz,r — ||z —ylI)
_1 1

<Y+ =yl 22z - yl)z,

which is not greater than b’(%r)d_%(QHx —yl)z.

/(5,00 % Nz 5_a-1,,
We finally get Wi (i, fimy) < 2° G 2@le—yl)®, o 225720 1310 )15, 0O

(3)dard - 3da

Lemma B.5. Let w = Wy(u,v). Let y € E. Suppose that there exists © € supp(n) such that
lz=y|| < @ witha = (r(}%l)%, and that p satisfies the Hypothesesla and@ at ¢ with )\(x)/\ﬁ > r.
Assume that w < (a A1)(5)*. Then

Wity 7y) < agmo

gd—1 +212~5d*1b+1JFQUH::,(%)UHbJrl
a 3dq :

with dB 5 — a

Proof. Let 7 be an optimal transport for W, (u, ). Define 7, to be the restriction of the measure
7 to the set B(y,r) x B(y,r) C E X E. Its marginals p;,m, and ps, 7, are submeasures of p,, and
vy. We shall use the triangular inequality:

W (g, 7y) < Wi(Tiy, Pray) + Wi (D1, 7y, D22 7y) + Wi(P2, 7y, 7y)
(1) (2) (3)

Before examinating each of these terms, note that we have

|7Ty| = |p1*7ry‘ = |p2*7ry| > M(B(y,T —a)) — % (9)
vyl < p(Bly.r + ) + = (10)
vyl > u(Bly,r —a)) — % (11)

The first equation can be proven as follows:

Y1) + 7 (Bly,r — a) x By, 7))

On the one hand, 7(B(y,r — a) x B(y,r)) < n(B(y,r) x B(y,r)) < |m,|. On the other hand,
Markov inequality yields

m(By,r — ) x By, 7)) < 7({(2,2), |z = 'l = a}) < é / Iz = 2'[ldm (2, 2),

36



and Jensen inequality gives

/||z—sz7rzz 1(/||z—zpd7rzz)> =
a

We deduce that p(B(y,r — «)) < |m,| 4+ 2, which gives Equation @ Equations |10|and [11| can be
proven similarly.
In addition, note that the assumption w < (a A 1)(%)4*! yields

s

r
< - 12
o< (12)
woa,r.gy
— < —(= 13
< 20) (13)
We now study the terms (1), (2) and (3).
Term (2): Since T, = | | is a transport plan between pi, 7, and Dy, 7, we have
dmy(z,2") ,
Wl(pl*ﬂ?ﬁpQ*ﬂ-y) < ||Z - H | | = ‘ ‘ ||Z Hdﬂ' < Z)
Ty Ty

Moreover, Jensen inequality yields [ ||z — 2’[|d7(z,2") < w. Hence

w

Wl (pl*'/Ty»PQ*Wy) < m

Let us prove that |m,| > (%)% According to Equation |§|, Imy| > u(Bly,r — a)) — 2. Now,
remark that p(B(y,r — a)) > Zr?. Indeed, using Hypothesis

u(Bly,r — ) = p(Ba,r —a— |z —yl) = alr — o — |z — y[)*,

and we conclude with ||z —y|| < a < T

< a < 7. Now, using Equation I we get

- w
| = By, 7~ )~ &

Tg G, T.g_ G T 4

>a(=)— =(=)*"> (=
aby 20yt > 2
Finally, since a = (rd%)% and a < 7, we obtain
_ w w 2d+1 1 9d-l
Wl(pl*ﬂ- 7W)S7S = *S Q.
Y Y Tyl = 5(5)¢ a r a

Term (1): According to Lemma [B.2] we have

|Ny| - |P1*77y| .

Wl(ﬂiyapl*ﬂ-y) < 2
|My|

We can use Equation [J] to get

g = Ipramy| < p(Bly, ) = u(Bly,r - a) + =

_ — w
< u(B(z,r + [z = yl)) = u(Blz,r —a—llz = y[)) + —.
By Hypothesis [f]

p(B(z, v+ llz = yl) = p(Bz,r — a— |z —yl) < b(r + [lz =y ) 2llz — y| + a),
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which is not greater than b(3r)?~13a since ||z — y|| < a < %. Moreover, £ = r?~la, and we
obtain

D\ 4 _
lty| — [p1amy| < (3(1)(1 1y 4+ 1)7“d la,
Finally, thanks to Hypothesis [5, we write

iyl = p(Bly, 7)) = p(B(w,r = |lz = yl))

3
> a(r = ||lz = yl)? > a(5) "

4

and we obtain

— 3(2)4 b4 1)pd-t . 5d-1
iyl = lprmyl  (GGIT 0+ Dt 11257 41

|1ty ] - a(%)drd r 3dg

We deduce

12-5%1p 4+ 1
—_—
3dq

Term (3): It is similar to Term (1). First, one shows that

Wl(,uiyapl*'”y) g 2

vyl — ‘p2*77y|rl

Wl (71/’ pQ*ﬂ—y) S 2
vyl

Using Equations [9] and [10] we get

— w — w
vl = Ip2.my| < p(Bly, 7+ @) + = — u(Bly,r — ) + =

< uB(@,r+llz —yl + @) — p(B(z,r —a — |z —yl)) + 2%-

By Hypothesis [6 we have

p(B(a,r +[lo =yl + ) — p(B(,r — o — [lz = yl)))
<b(r+ |z =yl + o) 2l — gl +20)

which is not greater than b(3r)?~14a since ||z — y|| < a < %. Moreover, £ = r?~la, and we
obtain

3
vl = Ip2.my| < (45" b+ 20 o
We have seen that
vyl = n(Bly,r —a)) —

Hence

bl o] G G

— — . o
T 5(5)° r a ’
and we finally obtain
2) b+ 1
W (g, pimy) < 2002 0H L
a
To conclude, summing up these three terms gives Wi (g, 7y) < qgme with qgz = 2%1
1254 041 | gd+3(3) b+l
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Lemma B.6. Let w = W,(u,v). Lety € E. Suppose that there exists © € supp(u) such that
|z —y|| < a with a = (Td%)%, and that p satisfies the Hypotheses@ and@ at © with i > 7.
Assume that w < (a A1)(%)%*!. Then

S 1 1

Wiy, 7y) < apar? o2

. d—2 . 1 4-1., d—1 2b7 (3 d_%_;’_l
with qpg = 2= 4 43257 20T 2 4 9 yd (2:3%

Proof. The proof is similar as Lemma Let us highlight the modifications. Since o < 7 and

== r9~1la, we have the inequalities

We still write the triangular inequality:

Wi (g, 7y) < Wi(fiy, Pray) + Wi (P1, 7y, P2o7y) + Wi(P2, 7y, 7y)
(1) (2) (3)

where 7 is an optimal transport plan for W, (u, v).
Term (2): The argument to obtain W1 (p1, 7y, P2, 71y) < ?a is unchanged, and we use asz <
1r7 to get

2d72

=

1
az2rz,

Wl (pl*ﬂyaPQ*ﬂy) S

Term (1): Using Hypothesis[7] we have

u(Ba,r + |z —yl) — pB(a,r —a— |z —y|)
<V (r+ |z -yl 2 2llz — yl| +a))?
§r)d_%3%a%.

Sb’(4

. _1 1
And since % < %rd zaz, we get

_ — w
|yl = Ipramy| < p(Blz,r +llz = yl))) = p(Bla,r —a — e —yl)) + =

—_

< (D) Es 4 ettt

[\)

Finally, we use

Iyl = n(B(y, 7)) > p(B(x,r — ||z —yll))

3
> a(r — |l —y|)* = a(z)drd
to obtain
1.1 1 141 _1
ol — oy _ (OG)7E3E et 1 2shst by patd
i S e = 3%

and we deduce

iy — |P1*7Ty\r < 4.3559-3) 4 44-3
|ty | - 3dg

=

1
r2oz.

Wl (,U/7y7pl*ﬂ—y) S 2
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Term (3): We use Hypothesis|7] to get

. 1
And since % < %rd 2y

u(B(a,r + |z —y| + ) — p(Bla,r — a — ||z —y||)
<V (r+ ||z -yl + @)@ 2 (2]|z — y|| + 2a)*

<2 (2r)i a7,

N|=

, we get

_ w
vyl = Ip2amyl < p(B(z,m + [lz = yll + @) — p(B(z,r —a — |z —yl)) +2—

3
2

N

< (2V(2)7 7 +1)rt zaz.

Finally, we use

to obtain

| = 1By, 7)) = w(B(x,r — ||z —yll))

3
> a(r —[|lz — y|)? = a(z)drd

1 1 1
|/1Jy‘ — |p1*7'ry‘ < (Qb/(%)d 2 + 1)1"d 2 a% _ i .4d2b'(%)d 2 4+ 104%
|ty - a(%)drd rs 3da
and we deduce
1
— Hy| = [Py 2/(3) 2 +1 4

Wl(/,by,pl*ﬂ'y) S?WT§2-4‘12€3TT2@2 D
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