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Distributed Cyclic Delay Diversity Systems

with Spatially Distributed Interferers

Kyeong Jin Kim, Marco Di Renzo, Hongwu Liu, Theodoros A. Tsiftsis,

Philip V. Orlik, and H. Vincent Poor

Abstract

In this paper, a cooperative single carrier system comprising multiple cooperating remote radio heads (RRHs) and

spatially distributed interferers is investigated. Due to the random location of the interferers within the communication

range, a mixture of line-of-sight (LoS) and non-line-of-sight (nLoS) paths is considered in the channel model. Under

a frequency selective fading channel with a mixture of the LoS and nLoS paths, the distributed cyclic delay diversity

(dCDD) is employed to achieve the maximum transmit diversity gain without the exact knowledge of the channel state

information at the transmitter side. It is shown that the operating signal-to-noise (SNR) regions are divided in two

regions, i.e., noise-limited and interference-limited. In this paper, the main focus is on the interference-limited region,

in which diversity gain is not achieved due to performance limits determined by system and channel parameters.

The existence of these limits on performance metrics, such as the outage probability and ergodic capacity is derived

analytically, and then verified by link-level simulations.

Index Terms

Distributed CDD, LoS and nLoS paths, cyclic-prefixed single carrier transmission, interferers, outage probability,

ergodic capacity.

I. INTRODUCTION

When channel state information (CSI) is available at the transmitter, several transmit diversity schemes such as

maximum ratio transmission (MRT) [1]–[3], distributed space-time coding (STC) [4], and space-time block coding

(STBC) [5] have been investigated. It is known that a full rate orthogonal STBC does not exist for a general number

of distributed transmitters. For a general number of single antenna equipped transmitters, a distributed MRT was

proposed by [3]. Although an increased signal-to-noise ratio (SNR) can be achieved by the use of MRT over

independent channels, acquiring CSI is a challenging task in distributed systems. As one of the countermeasures,

an asynchronous non-coherent joint transmission from base stations (BSs) or distributed transmitters are considered
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for orthogonal frequency division multiple access (OFDMA)-based wireless systems in [6] and [7]. Without a tight

synchronization between BSs and transmitters, the same messages can be sent to the receiver.

As a more practical transmit diversity scheme, cyclic delay diversity (CDD) has been proposed, and has been

widely used in practical orthogonal frequency division multiplexing (OFDM)-based wireless systems such as [8], [9],

and [10]. CDD provides diversity benefits by enabling simultaneous multiple transmissions arriving at the CDD-

receiver (CDD-RX), which combines the received signals with different cyclic delays. Without being aware of

cyclic delays introduced by the transmitter, the CDD-RX can achieve diversity benefits. CDD introduces frequency

selectivity in the considered cooperative wireless system, in which time variations due to the cyclic delay changes

the frequency selectivity. Thus, the CDD scheme is based on the recognition that it improves the reliability of a

message by transmitting over multiple communication channels having different channel characteristics. Although

CDD requires a reduced complexity, in general, forward error correction (FEC) is also required to convert spatial

diversity into frequency diversity.

Cyclic-prefixed single carrier (CP-SC) transmissions has been also proposed for several wireless systems [11]

considering more practical issues such as peak-to-average ratio, power-backing off, and dynamic range of the linear

amplifier [12]. For this transmissions, several works [13]–[16] have attempted to use CDD without considering

of distributed CDD (dCDD). Only a recent work [17] proposes a dCDD scheme for a cooperative system with

a set of spatially distributed single antenna equipped transmitters. Since dCDD converts the multiple-input and

single-output channel into an intersymbol interference (ISI)-free single-input and single-output (SISO) channel, and

this SISO channel is expressed by the right circulant matrix, two conditions are identified to make this channel

matrix interference free from spatially distributed transmitters in frequency selective fading channels. Due to the

ISI-free equivalent channel representation, the maximum diversity gain can be achieved from the channel and

transmitter cooperation [17]. With the use of CP-SC transmissions, a full diversity gain can be achieved by using

either best relaying selection [18] or best terminal selection [19]. However, only a single relay or user terminal

(UT) is selected for transmission or reception, dCDD can provide a higher coding gain at the same full diversity

gain, which overcomes the results of [14] that the full diversity gain is not achievable at a full transmission rate.

As a more realistic channel model, several works [20]–[23] consider a co-existence of line-of-sight (LoS) and

non-line-of-sight (nLoS) paths between BSs and UT especially for mobile communications. In general, two and

multi-slope path loss models were employed. And then, a stochastic geometry analysis was developed to see the

combined impact of LoS and nLoS paths on performance metrics for the new path loss models. As a distance between

the BS and UT increases, a higher chance of nLoS path may exist [22]. Thus, a linear LoS probability function was

adapted by 3GPP [23] to model the co-existence of LoS and nLoS paths. Since we assume that multiple interferers

are uniformly distributed within the communications range of the considered cooperative system, we use a very

similar path loss model between the CDD-RX and interferers [24]. Most of the recent works in [25] and [26] have

mainly focused on coverage probability for a non cooperative system. In contrast, this paper considers dCDD-based

transmit diversity, and specifies the spatially averaged signal-to-interference-plus-noise ratio (SA-SINR). Based on

this new quantity, this paper analyzes the outage probability and ergodic capacity of the CP-SC system with dCDD

in the frequency selective fading channel.
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Utilizing the benefit of CP-SC transmissions, this paper investigates radio remote head (RRH) cooperation

controlled by the control unit (CU). The CU controls RRHs either transmit the same information data to the

CDD-RX over a frequency selective fading channel by assigning a different CDD delay to each RRHs or refrain

from transmission if a RRH is not selected for CDD operation. The number of RRHs that apply CDD is limited

due to construction of the ISI-free transmission, in which a fixed symbol block size and the maximum number of

multipath components jointly determine the maximum CDD RRHs.

For this cooperative CP-SC system, we assume that multiple interferers are co-existed in the system. These

interferers are assumed to be distributed uniformly and independently within the communications range, so that we

adapt co-existing LoS and nLoS channels over the links from interferers to the CDD-RX. Since this paper assumes

spatially distributed interferers, it is necessary to investigate the spatially averaged performance metrics.

Comparing with existing work, our main contributions are summarized as follows.

• We consider a finite-sized CP-SC system due to a limited number of RRHs for dCDD operation. With this

restriction, it is necessary to use a mathematical analysis fit to finite-sized cooperative systems. However, in

general, dCDD provides a better performance over other finite-sized cooperative systems [18], [19] that use

only one opportunistically chosen node. For the considered system, we also investigate the impact of spatially

distributed interferers on the performance metrics. However, the system model is not limited in terms of the

number of RRHs and interferers. Any number of RRHs and interferers can be supported by the proposed

system.

• We employ a channel model, which is somewhat similar to [20]–[23]. The co-existence of LoS and nLoS

paths is modeled by using a fading time-share factor [24] that follows a binary Bernoulli process. The use of

a new channel model for dCDD scheme is another difference from the work [17].

• We provide an analytical framework taking into account a different degree of RRH cooperation via dCDD,

frequency selectivity, spatially distributed interference over the co-existing LoS and nLoS paths, in analyzing

performance of the dCDD-based CP-SC system. For this new system, a new expression for the SA-SINR

is derived. After then, its probability density function (PDF) and cumulative distribution function (CDF) are

derived for the computation of the performance metrics. Although dCDD provides the maximum diversity

with CP-SC transmissions in the interference-free scenario, it is an open problem to investigate the achievable

diversity gain in the presence of a new type of interference. It is also an open problem to understand the effect

of different degrees of LoS and nLoS path mixture on the diversity gain and ergodic capacity.

• We analyze the achievable diversity gain in noise and interference-limited regions separately. From this analysis,

we derive the limits on the outage probability and ergodic capacity in the interference-limited region. For

various system and channel parameters, we verify their accuracy from the link-level simulations. Although

noise-limited and interference-limited regions are considered for the coverage probability analysis in [26], the

system model is different from what we have investigated in this paper. In addition, [26] does not conduct

performance analysis as this paper.
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A. Organization

The rest of the paper is organized as follows. In Section II, we first detail the system and channel model of the

dCDD-based CP-SC system. After defining random quantities and deriving their distributions, performance analysis

of the considered system is conducted in Section III. Simulation results are presented in Section IV and conclusions

are drawn in Section V.

B. Notation

R+ denotes the set of positive real numbers; N0 denotes the set of non-negative integers; C denotes the set of

complex numbers; CN
(
µ, σ2

)
denotes the circularly symmetric complex Gaussian distribution with the mean µ

and the variance σ2; B(a) denotes the binary Bernoulli process with a probability a; Fϕ(·) and fϕ(·), respectively,

denote the CDF and PDF of the random variable (RV) ϕ; E{·} denotes expectation. In addition,
(
n1

n2

) △
= n1!

n2!(n1−n2)!

denotes the binomial coefficient. A length of a vector a is denoted by L(a); For a set of continuous random variables,

{x1, x2, . . . , xN}, x(i) denotes the ith largest random variable.

II. SYSTEM AND CHANNEL MODEL

CU

CDD-RX

RRH1

RRH2

RRHk

RRHM

R

INT2

INTq

INTQ

INT1

Fig. 1. Block diagram of the considered dCDD-based cooperative CP-SC system with spatially distributed interferers.

A block diagram of the considered cooperative CP-SC system is provided in Fig. 1. We assume that a

cooperative communication system comprising a controller or CU connected to M single antenna equipped RRHs,
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{RRHm}Mm=1, via dedicated highly reliable backhaul connections, {bm}Mm=1, [7]. The CU forms an information data

and controls RRHs to transmit the information data simultaneously using dCDD [17], so that any data decoding is not

accomplished at the RRHs. A circular shaped communication range of radius R is formed around the single antenna

equipped CDD-RX for cooperative communications between RRHs and CDD-RX with an aid from the CU, within

which multiple single antenna equipped interferers (INTs) are spatially distributed uniformly and independently. To

transmit the same information data from the RRHs, we assume that RRHs synchronize the operations by operating

on a universal clock at the controller using signals from a Global Navigation Satellite System (GNSS) (e.g., GPS,

Galileo, Glonass, QZSS, etc.). We also assume half-duplex transceivers, so that all the nodes are allowed to either

send or receive data at a time. One of the unique features of dCDD is the integration of an RRH selection mechanism

to achieve the diversity gain without requiring the exact channel state information at the transmitting side comprising

the CU and RRHs. An investigation of its effect on the transmit diversity gain in the presence of a newly defined

spatially distributed interference is the open question that we want to solve in this paper. To provide an insightful

answer, we assume that RRHs are distributed at the same distance from the CDD-RX.

Compared with large-scale systems [20]–[22], this paper investigates only a finite-sized cooperative system

comprising a fixed number of RRHs for the dCDD, and a fixed number of interferers. However, this system

is scalable independent of the number of RRHs and interferers. Although many RRHs can support cooperative

communications at a time, only a limited number of RRHs can be selected for dCDD to make interference free

reception at the CDD-RX. This will be explained later.

Since RRH cooperation is usually optimized through channels connecting the CDD-RX, the set of frequency

selective fading channels from the RRHs to the CDD-RX is assumed to be composed of LoS path, whereas the set

of channels over the links from Q interferers to the CDD-RX is assumed to be comprising LoS and nLoS paths

[20]–[23] due to their stochastic random location.

For the proposed system, we further assume the following channels and transmission schemes. By employing

appropriate channel sounding scheme or channel reciprocity [27], [28], the CDD-RX is able to know the maximum

number of multipath components over the channels from RRHs to the CDD-RX. Without specific description, we

assume that the channel estimate is very reliable, and any impairment from the channel estimate is not considered.

Thus, we do not make a distinction between actual channel and its estimate in the sequel.

A. Channels from RRHs to the CDD-RX

A multipath channel, hk , from the kth RRH to the CDD-RX is given by

hk =
√
αh,Lh̃k,L (1)

where h̃k,L denotes frequency selective fading for hk with Nh
△
= L(h̃k,L) multipath components. A distance-

dependent path loss exponent is used to model large scale fading as αh,L = R−ǫL with the LoS path loss exponent

ǫL and distance R from the RRHs to CDD-RX. We assume that RRH cooperation is mainly accomplished in the

presence of LoS channels. Due to an assumption that the RRHs are distributed at the same distance from the
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CDD-RX, we assume an independent and identically distributed (i.i.d.) frequency selective fading with an identical

large scale fading across over the channels from the RRHs to CDD-RX.

B. Channels from interferers to the CDD-RX

A channel from the qth interferer to CDD-RX is given by

jq = Ij,L
√
αjq,Lj̃q,L + Ij,nL

√
αjq,nLj̃q,nL (2)

where j̃q,L and j̃q,nL, respectively, identify frequency selective fading for LoS and nLoS paths with

(Nj,L)q
△
= L(j̃q,L) and (Nj,nL)q

△
= L(j̃q,nL). In (2), complementary indicator functions Ij,L and Ij,nL are used

to model co-existing LoS and nLoS by a time-share factor, 0 ≤ F ≤ 1, as follows:

Ij,nL ∼ B(F) and Ij,L
△
= 1− Ij,nL ∼ B(1−F) (3)

which specifies that for a fraction of time F , a channel jq introduces the nLoS path with a frequency selective

fading, whereas for a fraction of time 1 − F , a channel jq introduces the LoS path with a frequency selective

fading. A constant time-share for LoS and nLoS paths is assumed during transmissions over the channels from the

interferers to CDD-RX. For large scale fading, we also assume that αjq,L = (dq)
−ǫL and αjq,nL = (dq)

−ǫnL for

distance dq ∈ (0, R) from the qth interferer to the CDD-RX.

C. dCDD for CP-SC Transmissions

Different number of multipath components is more realistic. However, its relevant closed-form expressions for

the performance metrics do not exist, in general. Also, this paper mainly investigates foundational insights into

the dCDD performance in the presence of the interferers. From these reasons, we assume i.i.d. frequency selective

fading channels from the interferers to CDD-RX.

We also assume that single carrier transmissions with the use of the cyclic prefix1 [18] are used by every nodes in

the system. To remove ISI due to a multipath channel, the last Np modulation symbols from a transmission symbol

block s ∈ CB×1 are appended to the front of s [17]. The size of the transmission symbol block s is denoted by

B. We assume that E{s} = 0 and E{‖s‖2} = IB . According to [17], dCDD is a transmit diversity scheme that

converts the multiple-input and single-output (MISO) channels into the SISO channels for CP-SC transmissions

[16]. To make an ISI-free right circulant channel matrix, the CP length, Np, and the ith CDD delay, ∆i, need to

be designed efficiently by the following two conditions [17]:

Np ≥ Nh, (4)

∆i = (i− 1)Np. (5)

Based on (4) and (5), the maximum allowable number of RRHs for dCDD operation is determined by

K =

⌊

B

Np

⌋

(6)

1Interested readers can find several advantages of CP-SC transmissions over OFDM transmissions from [12].
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where ⌊·⌋ denotes the floor function.

Since we assume M ≥ K RRHs in the considered system, the CU needs to select only K CDD RRHs2. A

detailed description about RRH selection with its accompanying interactive operation between the CCD-RX and

CU for dCDD operation is available in [17], so that we do not provide it in this paper. In summary, we can achieve

the maximum diversity gain without explicit CSI feeding back from the CDD-RX to the CU and RRHs. That is, the

employed dCDD operation allows the distributed cooperative system to achieve transmit diversity without requiring

CSI at the CU and RRHs.

s s̃k sk∆k CP

RRHk

Fig. 2. Block diagram of dCDD operation at the kth RRH, RRHk .

Due to dCDD operation, the received signal at the CDD-RX, after removing the CP signal, is given by

r =
√

Psαh,L

K∑

k=1

H̃(M−K+k),L P∆k

B s
︸ ︷︷ ︸

△
= s̃k

+
√

PJ

Q
∑

q=1

JqxJ,q + zR (7)

where the transmission power allocated at all the RRHs is Ps, H̃(M−K+k),L is the right circulant matrix specified by

the (M −K+k)th LoS channel h̃(M−K+k),L and P∆k

B is the permutation shifting matrix3, which is obtained from

the identity matrix IB by circularly shifting down by ∆k. The additive noise over the desired channels is denoted

by zR ∼ CN (0, σ2
zIB). Since the CU prevents non-selected RRHs from transmissions for dCDD operation, the

CDD-RX does not experience interference from non-selected RRHs, whereas Q interferers interfere the CDD-RX

since they are not controlled by the CU. Similar to the type of H̃(M−K+k),L, Jq is also a right circulant matrix

which is mainly specified by jq. Interfering symbol block from the qth interferer is given by xJ,q with E{xJ,q} = 0

and E{xJ,qx
H
J,q} = IB , ∀q. The transmission power allocated to the all interferers is denoted by PJ .

Further by applying (4) and (5), (7) can be rewritten as follows:

r = HCDDs+
√

PJ

Q
∑

q=1

JqxJ,q + zR (8)

where HCDD is an equivalent channel matrix comprising the frequency fading channels from the K CDD RRHs

to CDD-RX. Its first column vector is specified as follows:

hCDD △
=
√

Psαh,L

[

(h̃(M−K+1),L)
T ,01×(Nmax−Nh), (h̃(M−K+2),L)

T ,01×(Nmax−Nh), ...,

2Due to the employed RRH selection mechanism, the order statistics are involved in the representations of the received signals. However,

when M ≤ K , it is not necessary to employ the order statistics.

3To achieve an ISI-free right circulant matrix, P
∆k
B

also needs to be right circulant, which makes the product of two matrices

H̃(M−K+k),LP
∆k
B

right circulant.
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(h̃(M),L)
T ,01×(Nmax−Nh)

]T

∈ C
B×1 (9)

which shows an ISI-free equivalent channel vector composed by K independent channels. By specifying hCDD, an

equivalent channel matrix HCDD can be exactly determined.

III. PERFORMANCE ANALYSIS

From (7) and (8), the signal-to-interference-plus-noise ratio (SINR) is given by

γSINR
△
=

Psαh,L

∑K
k=1 ‖h̃(M−K+k),L‖2

PJ

∑Q
q=1 ‖jq‖2 + σ2

z

=
Psα̃h,L

∑K
k=1 ‖h̃(M−K+k),L‖2

P̃J

∑Q
q=1 ‖jq‖2 + 1

=
S

J + 1
(10)

where α̃h,L
△
=

αh,L

σ2
z

, S
△
= Psα̃h,L

∑K
k=1 ‖h̃(M−K+k),L‖2, P̃J

△
= PJ

σ2
z

, and J
△
= P̃J

∑Q
q=1 ‖jq‖2. Note that by

using the QRD-M detector [29], [30], we can obtain (10).

To understand the statistical properties of the SINR, we need to prepare the distributions of a channel power,

co-existing with LoS and nLoS paths.

A. Distributions relevant to co-existing LoS and nLoS paths

We first derive the distribution of the interfering channel power in the following Proposition.

Proposition 1: Due to co-existing independent LoS and nLoS paths, the power of a particular interfering channel,

Jq
△
= ‖jq‖2, has the CDF as follows:

FJq
(x) = (1−F)Fαjq,L

‖j̃q,L‖2(x) + FFαjq,nL
‖j̃q,nL‖2(x) (11)

where Fαjq,L
‖j̃q,L‖2(x) and Fαjq,nL

‖j̃q,nL‖2(x) are, respectively, CDFs of αjq,L‖j̃q,L‖2 and αjq,nL‖j̃q,nL‖2.

Proof: Using the properties of binary Bernoulli process, we can easily verify (11).

For frequency selective fading channels, the CDF of Jq can be expressed as

FJq
(x) = (1 −F)

(

1− e−x/αjq,L

(Nj,L)q−1
∑

l=0

1

l!

( x

αjq,L

)l
)

+ F
(

1− e−x/αjq,nL

(Nj,nL)q∑

l=0

1

l!

( x

αjq,nL

)l
)

. (12)

Similarly, having applied the i.i.d. frequency selective fading channel assumption, we can have the CDF of J as

FJ (x) = 1− (1−F)

(

e−x/P̃Jαj ,L

QNj,L−1
∑

l=0

1

l!

( x

P̃Jαj ,L

)l
)

+ F
(

e−x/P̃Jαj ,nL

QNj,nL∑

l=0

1

l!

( x

P̃Jαj ,nL

)l
)

. (13)

B. Distributions of the SA-SINR

To compute the distributions of the SA-SINR over the interferers placed at random within the communication

range, we define the following quantities:

X
△
=

{

Xj
△
= {jq}Qq=1,Aj

△
= {αj ,L, αj ,nL}

}

(14)

which denotes the set of small and large scale fading over the channels from Q interferers to the CDD-RX.
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The CDF of the γSINR, FγSINR
(x), is given by

FγSINR
(x) = Pr(γSINR < x) = EX{FS((J + 1)x|J)}

= EAj
{EXj

{FS((J + 1)x|Aj)}}, (15)

where FS((J+1)x|Aj) is the conditional CDF, from which we can derive the desired CDF of the γSINR. According

to [17], FS((J + 1)x|Aj) is given by

FS(x(J + 1)) = 1−Ψ(M,K,Nh)




B1

Γ(f)
Γu



f,
(J + 1)x

α̃h



+
B2

Γ(f)
Γu



f,
(J + 1)x

βα̃h







 (16)

where Γ(·) and Γu(·, ·) denote the complete gamma and upper incomplete gamma functions, respectively. Additional

others terms are defined as follows:

Ψ(M,K,Nh)
△
=

M

Γ(Nh)

(
M − 1

K

)M−K−1∑

p=0

(
M −K − 1

p

)

(−1)p
∑

q1,...,qNh
q1+q2+...+qNh

=p

p!

q1!q2! . . . qNh
!

∑

l1,...,lNh
l1+...+lNh

=K

K!

l1!l2! . . . lNh
!

Nh−1∏

t1=0

(

1

t1!

)qt1+1 Nh−1∏

t2=0

(

1

t2!

)lt2+1

Γ(l̃ + q̃ +Nh)

(1 + p+K)−l̃−q̃−Nh ,

B1
△
=

m1∑

f=1

(−1)m1−fβm1−f (1− β)−m1−m2+f

(
m1 +m2 − f − 1

m1 − f

)

, and

B2
△
=

m2∑

f=1

(−1)m2−fβm1−f (β − 1)−m1−m2+fβf

(
m1 +m2 − f − 1

m2 − f

)

. (17)

In (16), we have defined β
△
= K

1+p+K , m1
△
= NhK − l̃, m2

△
= l̃ + q̃ + Nh, q̃

△
=
∑Nh−1

t=0 tqt+1 for a non-

negative integer set {q1, q2, . . . , qNh
} satisfying the condition

∑Nh

k=1 qk = p and l̃
△
=
∑Nh−1

t=0 tlt+1 for another

non-negative integer set {l1, l2, . . . , lNh
} satisfying the condition

∑Nh

k=1 lk = K .

Now using FS

(

(J + 1)x|Aj

)

, and the set of frequency selective fading channels {jq}Qq=1, the SA-CDF of the

γSINR achievable by the employed dCDD in the presence of spatially distributed interferers is provided in the

following theorem.

Theorem 1: The SA-CDF of the SINR in i.i.d. frequency selective fading channels is given by

FγSINR
(x) = 1−Ψ(M,K,Nh)






f−1
∑

la=0

B1x
lae−x/α̃h

Γ(la + 1)(α̃h)la

la∑

w=0

(
la
w

)



(1 −F)Γ(w1)

Γ(Nj,1)(P̃J )Nj,1

2RǫLNj,1

ǫLfa,1

(

x

α̃h

)−w1

2F1

(

fa,1, w1; fc,1;−1/(ff,1x)

)

+
FΓ(w2)

Γ(Nj,2)(P̃J )Nj,2

2RǫnLNj,2

ǫnLfa,2

(

x

α̃h

)−w2

2F1

(

fa,2, w2; fc,2;−1/(ff,2x)

)

+

f−1
∑

la=0

B2x
lae

− x
α̃h

Γ(la + 1)(βα̃h)la

la∑

w=0

(
la
w

)



(1−F)Γ(w1)

Γ(Nj,1)(P̃J )Nj,1

2RǫLNj,1

ǫLfa,1

(

x

βα̃h

)−w1
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2F1

(

fa,1, w1; fc,1;−1/(ff,3x)

)

+
FΓ(w2)

Γ(Nj,2)(P̃J )Nj,2

2RǫnLNj,2

ǫnLfa,2

(

x

βα̃h

)−w2

2F1

(

fa,2, w2; fc,2;−1/(ff,4x)

)








= 1− F̃γSINR
(x). (18)

Proof: See appendix A.

In (18), 2F1(·, ·, ·, ·) denotes the Gauss hypergeometric function [31, eq. (9.111)]. In addition, we have

defined Nj,1
△
= QNj,L, Nj,2

△
= QNj,nL, w1

△
= w + QNj,L, w2

△
= w + QNj,nL, fa,1

△
= QNj,L + 2/ǫL,

fa,2
△
= QNj,nL+2/ǫnL, fc,1

△
= QNj,L+2/ǫL+1, fc,2

△
= QNj,nL+2/ǫnL+1, ff,1

△
= P̃J

RǫL α̃h
, ff,2

△
= P̃J

RǫnL α̃h
,

ff,3
△
= P̃J

RǫLβα̃h
, and ff,4

△
= P̃J

RǫnLβα̃h
.

Note that Theorem 1 provides a general analytical framework considering a time share factor F for LoS and

nLoS paths due to stochastic random location of the interferers within the communication range. Thus, this new

expression for the CDF of the SA-SINR can be used for a wide range of scenarios with frequency selective fading

channels, arbitrary-degree of RRH cooperation via dCCD operation, time-share factor for LoS and nLoS paths,

number of interferers, interference power, and size of communication range. This theorem also shows that the CDF

of the SA-SINR is expressed by the sum of the Gauss hypergeometric functions.

C. Outage Probability and diversity gain analysis

From (10), two regions can be distinguishable depending on the magnitude of J .

1) Noise-Limited Region: When J ≪ 1, an influence of interference compared with that of the noise can be

negligible, so that the outage probability at a particular value, oth, that is causing the outage, is given by

PNL
ouage(oth) = Fs(oth). (19)

It was proven by [17] that the maximum diversity gain can be achievable with

Gd = MNh. (20)

That is, the number of multipath elements over the desired channels from the RRHs to CDD-RX and the total

number of RRHs in the system determine the diversity gain. Note that a cell association scheme is proposed in

[26] which uses either the strongest average received power or the strongest instantaneous SINR. This is the case

with K = 1 of the dCDD scheme. Thus, when the proposed dCDD is utilized in the cell association, then a higher

coverage probability can be obtained.

2) Interference-Limited Region: In this region, the influence of interference is larger than that of the noise, so

that (10) can be approximated as follows:

γSINR
△
=

Psαh,L

∑K
k=1 ‖h̃(M−K+k),L‖2

PJ

∑Q
q=1 ‖jq‖2 + σ2

z
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≈ Psαh,L

∑K
k=1 ‖h̃(M−K+k),L‖2

PJ

∑Q
q=1 ‖jq‖2

(21)

which shows that diversity gain cannot be achievable when PJ is fixed independent of the noise power. Thus, we

can summarize the achievable diversity gain in the following corollary.

Corollary 1: In the interference-limited region, the asymptotic outage probability floor limits the asymptotic

outage probability, and is given by

P IL
outage(oth) = 1−Ψ(M,K,Nh)






f−1
∑

la=0

B1

Γ(la + 1)




(1−F)Γ(la +Nj,1)

Γ(Nj,1)(PJ )Nj,1

2RǫLNj,1

ǫLNj,1 + 2

(

oth

αh

)−Nj,1

2F1

(

fa,1, la +Nj,1; fc,1;−1/(ff,1oth)

)

+
FΓ(la +Nj,2)

Γ(Nj,2)(PJ )Nj,2

2RǫnLNj,2

ǫnLNj,2 + 2

(

oth

α̃h

)−Nj,2

2F1

(

fa,2, la +Nj,2; fc,2;−1/(ff,2oth)

)

+

f−1
∑

la=0

B2

Γ(la + 1)




(1− F)Γ(la +Nj,1)

Γ(Nj,1)(PJ )Nj,1

2RǫLNj,1

ǫLNj,1 + 2

(

oth

βαh

)−Nj,1

2F1

(

fa,1, la +Nj,1; fc,1;−1/(ff,3oth)

)

+
FΓ(la +Nj,2)

Γ(Nj,2)(PJ )Nj,2

2RǫnLNj,2

ǫnLNj,2 + 2

(

oth

βαh

)−Nj,2

2F1

(

fa,2, la +Nj,2; fc,2;−1/(ff,4oth)

)






. (22)

Proof: This can be readily obtained from Theorem 1.

Although 2F1

(

a1, a2; b1; z
)

z→∞
∝ z−min(a1,a2), it is not able to be used in the interference-limited region due to a

fixed argument of z in (22). However, we can see that P IL
outage(oth) has no dependency on the noise power in the

expression, so that this corollary verifies that the dCDD-based CP-SC system cannot achieve the diversity gain in

the interference-limited region, whereas it is achievable only in the noise-limited region. Parameters, such as the

degrees of RRH cooperation, number of multipath components, number of interferers, interference power, time-

share factor for LoS and nLoS paths, interference power, size of the communication range, and pathloss exponent

jointly determine the floor on the outage probability.

D. Generalized Bivariate Meijer G-function

For the following set of parameters

Xa
△
= [a1, . . . , ap1

],Xb
△
= [b1, . . . , bq1 ],

Xc
△
= [c1, . . . , cp2

],Xd
△
= [d1, . . . , dq2 ],

Xe
△
= [e1, . . . , ep3

], and Xf
△
= [f1, . . . , fq3 ] (23)

we define the generalized bivariate Meijer G-function [32, eq. (07.34.21.0081.01)] and [33] as follows:

Gm1,0:m2,n2:m3:n3

p1,q1:p2,q2:p3,q3

(

x, y

∣
∣
∣
∣
∣

Xa

Xb

∣
∣
∣
∣
∣

Xc

Xd

∣
∣
∣
∣
∣

Xe

Xf

)

=
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1

(2πi)2

∫

L1

∫

L2

∏m1

j=1 Γ(aj + s+ t)
∏m2

j=1 Γ(1 − cj + s)
∏n2

j=1 Γ(dj − s)
∏p1

j=m1+1 Γ(1− aj − s− t)
∏q1

j=1 Γ(bj + s+ t)
∏p2

j=m2+1 Γ(cj − s)
∏m3

j=1 Γ(1− ej + t)
∏n3

j=1 Γ(fj − t)
∏q2

j=n2+1 Γ(1− dj + s)
∏p3

j=m3+1 Γ(ej − t)
∏q3

j=n3+1 Γ(1− fj + t)
xsytdsdt. (24)

In (24), L1 and L2 are contours in the s-plane and t-plane, respectively. Using either available Mathematica or

Matlab codes in [33, Table II] and [34], respectively, it is possible to get an analytic performance for a set of

particular system parameters. However, since the Mathematica code available in [33, Table II] is not working for

all the system parameters, we have updated its closed contours L1 and L2 based on those specified in [34]. This

provides a reliable generalized bivariate Meijer G-function for all the considered simulation cases.

E. Ergodic Capacity

Using (18), the ergodic capacity is defined by [35]

C =
1

log(2)

∫ ∞

0

1− FγSINR
(x)

1 + x
dx

=
1

log(2)

∫ ∞

0

F̃γSINR
(x)

1 + x
dx. (25)

With the help from the existing expression for the CDF of the SA-SINR, the closed-form expression for the ergodic

capacity can be provided in the following theorem.

Theorem 2: The employed dCDD-based CP-SC system achieves the ergodic capacity expressed by (26) in i.i.d.

frequency selective fading channels over the links from the Q interferers to CCD-RX.

C =
Ψ(M,K,Nh)

log(2)






f−1
∑

la=0

la∑

w=0

(
la
w

)



B1(1−F)

Γ(Nj,1)(P̃J )Nj,1

2RǫLNj,1 α̃h

ǫL

G1,0:1,1:2,1
1,0:1,1:2,2

(

α̃h, α̃hff,1

∣
∣
∣
∣
∣

w1 − la
·

∣
∣
∣
∣
∣

0
0

∣
∣
∣
∣
∣

1, fc,1
fa,1, w1

)

+
F

Γ(Nj,2)(P̃J )Nj,2

2RǫnLNj,2 α̃h

ǫnL

G1,0:1,1:2,1
1,0:1,1:2,2

(

α̃h, α̃hff,2

∣
∣
∣
∣
∣

w2 − la
·

∣
∣
∣
∣
∣

0
0

∣
∣
∣
∣
∣

1, fc,2
fa,2, w2

)

+

f−1
∑

la=0

la∑

w=0

(
la
w

)



B2(1−F)

Γ(Nj,1)(P̃J )Nj,1

2RǫLNj,1βα̃h

ǫL

G1,0:1,1:2,1
1,0:1,1:2,2

(

βα̃h, βα̃hff,3

∣
∣
∣
∣
∣

w1 − la
·

∣
∣
∣
∣
∣

0
0

∣
∣
∣
∣
∣

1, fc,1
fa,1, w1

)

+
F

Γ(Nj,2)(P̃J )Nj,2

2RǫnLNj,2βα̃h

ǫnL

G1,0:1,1:2,1
1,0:1,1:2,2

(

βα̃h, βα̃hff,4

∣
∣
∣
∣
∣

w2 − la
·

∣
∣
∣
∣
∣

0
0

∣
∣
∣
∣
∣

1, fc,2
fa,2, w2

)






. (26)

Proof: See Appendix B.

F. Ergodic Capacity Bound in Interference-Limited Region

In the noise-limited region, the PDF of the SINR can be approximated as

γNL
SNR ≈ Psα̃h,L

K∑

k=1

‖h̃(M−K+k),L‖2 (27)
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with its PDF given by

fγNL
SNR

(x) =
1

α̃h
Ψ(M,K,Nh)




B1

Γ(f)

(

x

α̃h

)f−1

e
− x

α̃h +
B2

Γ(f)

(

x

βα

)f−1

e
− x

βα̃h



. (28)

Thus, we can readily derive the ergodic capacity, which is defined by

CNL =
1

log(2)

∫ ∞

0

log(1 + x)fγNL
SNR

(x)dx. (29)

With some manipulations, we derive it as follows:

CNL =
Ψ(M,K,Nh)

log(2)




B1

Γ(f)
G2,3

3,1

(

α̃h

∣
∣
∣
∣
∣

1− f, 1, 1
1, 0

)

+
B2β

Γ(f)
G2,3

3,1

(

βα̃h

∣
∣
∣
∣
∣

1− f, 1, 1
1, 0

)

. (30)

Note that as SNR increases, we can see an increase in the ergodic capacity due to an increased received signal

power. However, in the interference-limited region, it is upper bounded by the limit, which is derived in the

following corollary.

Corollary 2: As SNR increases, the influence from the noise becomes negligible, so that the ergodic capacity is

upper bounded by the limit, caused by interference, and is given by

CIL =
Ψ(M,K,Nh)

log(2)






f−1
∑

la=0

B1

Γ(la + 1)




(1−F)Γ(la +Nj,1)

Γ(Nj,1)(PJ )Nj,1

2RǫLNj,1(α̃h)
Nj,1

ǫLNj,1 + 2

Nj,1 + 2/ǫL
Γ(la +Nj,1)

G3,2
3,3

(

ff,1

∣
∣
∣
∣
∣

1, Nj,1, 1 +Nj,1 + 2/ǫL
Nj,1 + 2/ǫL, la +Nj,1, Nj,1

)

+
FΓ(la +Nj,2)

Γ(Nj,2)(PJ )Nj,2

2RǫnLNj,2(α̃h)
Nj,2

ǫnLNj,2 + 2

G3,2
3,3

(

ff,2

∣
∣
∣
∣
∣

1, Nj,2, 1 +Nj,2 + 2/ǫnL
Nj,2 + 2/ǫnL, la +Nj,2, Nj,2

)



+

f−1
∑

la=0

B2

Γ(la + 1)




(1−F)Γ(la +Nj,1)

Γ(Nj,1)(PJ )Nj,1

2RǫLNj,1(βα̃h)
Nj,1

ǫLNj,1 + 2

Nj,1 + 2/ǫL
Γ(la +Nj,1)

G3,2
3,3

(

ff,3

∣
∣
∣
∣
∣

1, Nj,1, 1 +Nj,1 + 2/ǫL
Nj,1 + 2/ǫL, la +Nj,1, Nj,1

)

+
FΓ(la +Nj,2)

Γ(Nj,2)(PJ )Nj,2

2RǫnLNj,2(βα̃h)
Nj,2

ǫnLNj,2 + 2

G3,2
3,3

(

ff,4

∣
∣
∣
∣
∣

1, Nj,2, 1 +Nj,2 + 2/ǫnL
Nj,2 + 2/ǫnL, la +Nj,2, Nj,2

)






. (31)

Proof: We first use F IL
γSINR

(x), which can be inferred from (22). And then by applying similar manipulations

that we have used in the previous derivations, we can obtain an analytic expression for an upper bound on the

ergodic capacity.

Although Corollary 2 verifies that CIL is expressed by a combination of Meijer-G functions, it is constant

with respect to the noise power. Other parameters, such as the degrees of RRH cooperation, number of multipath

components, number of interferers, interference power, time-share factor for LoS and nLoS paths, and pathloss

exponent jointly influence the magnitude of CIL.
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IV. SIMULATIONS

In the simulations, we assume that

• B = 192 and Np = 64, so that K = 3 is the maximum number of RRH for dCDD operation.

• Quadrature phase-shift keying (QPSK) modulation is used.

• Path-loss exponents are respectively assumed to be ǫL = 2.09, and ǫnL = 3.75, for LoS and nLoS paths [23].

• The transmission power is assumed to be Ps = 1 at the all RRHs.

• As a particular example, we assume a fixed number of multipath componenets over the interfering channels

as Nj,L = 2 and Nj,nL = 3.

• CDD-RX is placed at the center of a circular shaped communication range of radius R. The extended radius

is denoted by R∆.

The curves obtained via link-level simulations are denoted by Ex. Analytical performance curves are denoted by

An. The SNR threshold causing an outage is fixed at oth = 1 dB.

A. Outage Probability

-5 0 5 10 15 20 25 30 35

10
-4

10
-3

10
-2

10
-1

10
0

Fig. 3. Outage probability for various scenarios at a fixed value of (Q = 5,F = 1.0, Nh = 2).

In Fig. 3, we verify the derivation for the outage probability for various cases. We assume M = 3 RRHs in the

system, and K = 3 RRHs at maximum are selected for dCDD operation. We can observe from this figure that
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as K increases a lower outage probability can be obtained due to an increase in the received signal power at the

CDD-RX. In addition, PJ is one of the key parameters that determines the outage probability. For various values

of PJ and different degrees of RRH cooperation, we can see a good matching between the exact outage probability

and that of the analytic derivation.

In Fig. 4, we investigate the effect of R∆ on the outage probability. For fixed values of (M = 3, Nh = 2, Nj,L =

2, Nj,nL = 3, PJ = −20 dB,F = 0.6), we jointly investigate the effects of K , Q, and R∆ on the outage probability.

We can see that up to R∆ = 9R, the extended radius R∆ does not impact the accuracy of the derivation. In addition,

as Q increases, a higher outage probability is obtained due to the presence of a stronger interference. With the

same other simulation parameters except K , a lower outage probability can be achievable as K increases since the

received signal power can be increased at the CDD-RX.

15 20 25 30 35 40

10
-3

10
-2

10
-1

10
0

Fig. 4. Outage probability for various values of R∆, Q, and K .

Thus, in the sequel, we will mainly use the analytical expression to evaluate the performance of the proposed

system. However, as SNR increases, the outage probability approaches the outage probability floor. This will be

investigated next.
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Fig. 5. Outage probability for various scenarios at a fixed value of F = 0.6.

In Fig. 5, at a fixed value of (M = 3,K = 2, PJ = −20 dB,F = 0.6), we investigate the impact of several

system parameters on the outage probability, for example, the number of interfereres, Q, number of multipath

components, Nh, and different size of the communication range, R. As SNR increases, the effect from the noise

becomes disappear, so that the system enters interference-limited region. As verified by Corollary 1, in interference-

limited region, the outage probability is limited by the outage floor determined by system parameters. We can see

a lower outage probability as either of RRH cooperation, the number of multipath channel elements over the RRHs

to the CDD-RX, or the communication range, R, increases. Also, as either of the number of interferers or a power

allocated to interferers decreases, a lower outage probability is obtained. Especially, the size of the communication

range is more significant than other parameters due to the path-loss exponent. In addition, in the noise-limited

region, diversity gain is Gd = MNh, so that it is independent of Q and R. By comparing PNL
outage(oth) with other

curves, we can justify this diversity gain.

To investigate the diversity gain in detail, we use various values of F and K for the system with M = 3, Q = 5,

Nh = 2, Nj,L = 3, and Nj,nL = 3. At a fixed value of PJ = −20 dB, outage probabilities are plotted in the

log10 − log10 scale.

From Fig. 6, we can summarize the observation as follows:

• Two distinctive regions, i.e., noise-limited region and interference-limited region are noticeable.

• In the interference-limited region, the outage probability is almost identical to P IL
outage(oth), and the slope of
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0

0.5

1

1.5

2

Fig. 6. Outage probability for various scenarios.

the outage probability becomes zero. That is, the maximum diversity gain is not achievable.

• Diversity gain, Gd = MNh, is achievable only in the noise-limited region. By measuring the slopes using

− log10(P
NL
outage(oth)), we can see that Gd ≈ 6 for M = 3 and Nh = 2. The diversity gain achievable by dCDD

is independent of the number of RRHs for CDD operation. Comparing − log10(P
NL
outage(oth)) with K = 2 and

K = 3, a same slope is measured. The number of interferers has no effect on the diversity gain, whereas it

affects the outage probability floor. As it increases, it lowers the the outage probability floor. Thus, the diversity

gain depends on the total number of RRHs in the system. As the communication range, R, increases, a lower

outage probability floor, is obtained. As R increases, channel power from the interferers and RRHs to the

CDD-Rx is decreasing. However, the loss from the desired channel power loss is more critical.

Fig. 7 shows the outage probability in the interference-limited region for various values of M , K , and R. We

used fixed values of Nh = 2, Nj,L = 3, and Nj,nL = 3. In general, as F increases, a lower P IL
outage(oth) is obtained.

In addition, as R increases, a lower P IL
outage(oth) is obtained. At the same degrees of RRH cooperation, a more

number of RRHs results in a lower P IL
outage(oth). As F increases, NLoS path has a more selection in time than LoS

path. Since the nLoS path loss exponent is bigger than that of the LoS path, interference power will be decreased.

Thus, at the same condition with other parameters, this results in a lower outage probability.

In Fig. 8, we examine the accuracy of the approximation made in (27) for the outage probability. In this simulation,

we use the fixed values of (M = 3, Nh = 2, SNR = 33 dB,F = 0.6).
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Fig. 7. Outage probability in interference-limited region for various scenarios.
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Fig. 8. Outage probability for various values of R∆, K , and Q.
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From this figure, we can observe that the approximation accuracy mainly depends on the outage probability in the

noise-limited region. That is, PJ is proportional to the outage probability. For example, since K = 3 with R∆ = 6

provides a lower outage probability than that of K = 3 with R∆ = 9, this requires 15 dB less PJ to achieve a

very accurate approximation. Similarly, K = 3 with Q = 2 and R∆ = 6 requires 5 dB less PJ to achieve a very

accurate approximation than that of K = 3 with Q = 5 and R∆ = 6. Thus, the size of the extended radius, R∆,

number of RRHs for dCDD, K , number of multipath components, and number of interferers, Q, jointly determine

PJ in achieving an accurate approximation.

B. Ergodic Capacity

We investigate the impact of several parameters on the ergodic capacity. In Fig. 9, we first compare the analytic
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Fig. 9. Ergodic capacity for a different value of F at a fixed value of (M = 3, Nh = 2, K = 1, Q = 5, PJ = −20 dB).

ergodic capacity with its corresponding exact ergodic capacity for different values of F . For a fixed (M = 3,K =

1, Q = 5, PJ = −20 dB), we can see a good matching between them. As SNR increases, the ergodic capacity

approaches the limit or ceiling, denoted by CIL. As in the outage probability, we can see different results in two

distinct regions. They are respectively expressed by CNL and CIL. The ergodic capacity follows CNL at first in a

lower SNR region, but it is finally upper bounded by CIL. In the sequel, we will mainly use the exact ergodic

capacity in the forthcoming ergodic capacity analysis.
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Fig. 10. Ergodic capacity for various values of M and Q at a fixed value of (Nh = 2, K = 1,F = 0.2, PJ = −10 dB).

In Fig. 10, we investigate the effect of the total number of RRHs, M , and the number of interferers, Q, in the

system at a fixed value of (Nh = 2,K = 1,F = 0.2, PJ = −10 dB). From this figure, we can see that a more

number of RRHs in the system results in a larger ergodic capacity and ergodic capacity limit. A more number of

interferers results in a lower ergodic capacity.

In Fig. 11, we investigate the impact of the number of RRHs, M , number of multipath elements for interfering

channels, (Nj,L, Nj,nL), SNR, and RRH cooperation, K , as a function of F . At a lower SNR region, the effect of

F does not make significant differences in the ergodic capacity. However, its effect becomes significant as the SNR

increases. In this particular scenario, the number of multipath elements, (Nj,L, Nj,nL), makes a minor difference,

for example, (Nj,L = 2, Nj,nL = 3) vs. (Nj,L = 3, Nj,nL = 3). At the same SNR, a more RRH cooperation results

in a higher ergodic capacity. Since dCDD applies the opportunistic RRH selection using the channel magnitude, a

more number of RRHs results in a higher ergodic. In general, as F increases, a higher ergodic capacity is obtained

since a more fraction of time select nLoS path whose pathloss exponent is bigger than that of the LoS path.

V. CONCLUSIONS

In this paper, we have investigated the effects of spatially distributed interferers and coexisting LoS and nLoS paths

on the outage probability and ergodic capacity of a single carrier system that applies dCDD. For this more realistic

channel environment, we have derived the SA-CDF of the SINR, and then derived the closed-form expressions for
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Fig. 11. Ergodic capacity for a different value of F at a fixed value of (M = 3, Nh = 2, Q = 2, PJ = −10 dB).

the outage probability and ergodic capacity. From the derivations and system level simulations, we have verified

the existence of two distinguishable regions, noise-limited and interference-limited regions, in which different

performance behaviors occurred. Especially, only in the noise-limited region, a desirable diversity gain is achievable

depending on the total number of RRHs and the number of multipath components. In contrast, performance limits

in the outage probability, and ergodic capacity are intrinsic in the interference-limited region. Thus, the maximum

diversity gain is not achievable. It can be shown that the most efficient way to improve the performance in the

interference-limited case is to use as many as RRHs for dCDD operation whenever they are supported by dCDD.

For a fixed frequency selective fading channel environment, this can be possible by using a larger size of the symbol

block for transmissions.

APPENDIX A: DERIVATION OF THEOREM 1

If we express the upper incomplete gamma function in terms of series expansions [31, eq. (8.352.2)], then we

can see that FS(x) is proportional to a term e−ãxxm̃ for ã ∈ R+ and m̃ ∈ N0, we will mainly focus on the

computation related with this in the sequel.

FS((J + 1)x|Aj) ∝ xm̃e−ã(J+1)x(J + 1)m̃ = xm̃
m̃∑

q=0

(
m̃

q

)

e−ã(J+1)xJq. (A.1)
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The PDF of J is given by

fJ(x) = (1−F)
e−x/P̃Jαj ,LxQNj,L−1

Γ(QNj,L)(P̃Jαj ,L)
QNj,L

+ F e−x/P̃Jαj ,nLxQNj,nL−1

Γ(QNj,nL)(P̃J,αj ,nL)
QNj,nL

. (A.2)

Applying (A.2), EXj
{FS((J + 1)x|Aj)} is given by

EXj
{FS((J + 1)x|Aj)} ∝ xm̃

m̃∑

q=0

(
m̃

q

)

e−ãx






(1−F)

Γ(QNj,L)(P̃Jαj ,L)
QNj,L

∫ ∞

0

e−y(ãx+1/P̃Jαj ,L
)yq+QNj,L−1dy

︸ ︷︷ ︸

K1

+

F
Γ(QNj,nL)(P̃Jαj ,nL)

QNj,nL

∫ ∞

0

e−y(ãx+1/P̃Jαj ,nL
)yp+QNj,nL−1dy

︸ ︷︷ ︸

K2




. (A.3)

In (A.3), K1 and K2 are respectively given by

K1 = Γ(q +QNj,L)



ãx+
1

P̃Jαj ,L





−(q+QNj,L)

, (A.4)

K2 = Γ(q +QNj,nL)



ãx+
1

P̃Jαj ,nL





−(q+QNj,nL)

. (A.5)

Thus, the terms inside of brackets [·] in (A.3) are evaluated as

[

·
]

=
(1−F)Γ(q +QNj,L)

Γ(QNj,L)(P̃Jαj ,L)
QNj,L



ãx+
1

P̃Jαj ,L





−(q+QNj,L)

+
FΓ(q +QNj,nL)

Γ(QNj,nL)(P̃Jαj ,nL)
QNj,nL



ãx+
1

P̃Jαj ,nL





−(q+QNj,nL)

(A.6)

which is alternatively expressed as follows by applying expressions for αjt,L and αj t,nL

[

·
]

=
(1−F)Γ(q +QNj,L)(d)

QNj,LǫL

Γ(QNj,L)(P̃J )QNj,L



ãx+
(d)ǫL

P̃J





(q+QNj,L)

+
FΓ(q +QNj,nL)(d)

QNj,nLǫnL

Γ(QNj,nL)(P̃J )QNj,nL



ãx+
(d)ǫnL

P̃J





−(q+QNj,nL)

. (A.7)

For the stochastic random location of interferers in the interest area, PDFs of y1
△
= (d)ǫL and y2

△
= (d)ǫnL are

respectively given by

fy1
(x) =

2x2/ǫL − 1

ǫLR2
and

fy2
(x) =

2x2/ǫnL − 1

ǫnLR2
, for 0 < x < 2R. (A.8)

Thus, we can compute EAj
{EXj

{FS((J + 1)x|Aj)}} as follows:

EAj
{EXj

{FS((J + 1)x|Aj)}} ∝ xm̃e−ãx





(1−F)Γ(q +QNj,L)

Γ(QNj,L)(P̃J )QNj,L

2(R)(ǫLQNj,L+2)(ãx)−q−QNj,L

ǫLR2(QNj,L + 2/ǫL)
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2F1

(

QNj,L + 2/ǫL, q +QNj,L;QNj,L + 2/ǫL + 1;−RǫL/(P̃J ãx)

)

+

FΓ(q +QNj,nL)

Γ(QNj,nL)(P̃J )QNj,nL

2(R)(ǫnLQNj,nL+2)(ãx)−q−QNj,nL

ǫnLR2(QNj,nL + 2/ǫnL)

2F1

(

QNj,nL + 2/ǫnL, q +QNj,nL;QNj,nL + 2/ǫnL + 1;−RǫnL/(P̃J ãx)

)



.(A.9)

After some manipulations, we can have (18).

APPENDIX B: DERIVATION OF THEOREM 2

We can see that the ergodic capacity is proportional to the definite integral containing

C ∝
∫ ∞

0

1

1 + x
e−

x
b xa−1

2F1

(

fa, qj ; fc;−1/(ffx)

)

dx (B.1)

where e−
x
b xa−1

2F1

(

fa, qj ; fc;− 1
ffx

)

for {b, ff} ∈ R+ and {a, qj} ∈ N0. As far as we know, there is no solution

of (B.1). To compute (B.1), we express the following functions of x in terms of Meijer-G functions [32, eqs.

(07.34.03.0271.01),(07.34.16.0002.01),(07.34.03.0228.01),

(07.23.26.0004.01)] as follows:

1

1 + x
= G1,1

1,1

(

x

∣
∣
∣
∣
∣

0
0

)

, e−
x
b = G1,0

0,1

(

x/b

∣
∣
∣
∣
∣

·
0

)

, and2F1

(

fa, qj ; fc;−
1

ffx

)

= C∆G
2,1
2,2

(

ffx

∣
∣
∣
∣
∣

1, fc
fa, qj

)

(B.2)

where it is assumed that fc 6= −l, l ∈ N0. In addition, we have defined C∆
△
= Γ(fa)

Γ(qj)Γ(fc)
. Using Meijer-G identities

given in (B.2), (B.1) is rewritten as

C ∝ C∆

∫ ∞

0

xa−1G1,0
0,1

(

x/b

∣
∣
∣
∣
∣

·
0

)

G1,1
1,1

(

x

∣
∣
∣
∣
∣

0
0

)

G2,1
2,2

(

ffx

∣
∣
∣
∣
∣

1, fc
fa, qj

)

dx (B.3)

which show an integral from three Meijer G-function. Using the generalized bivariate Meijer G-function [32, eq.

(07.34.21.0081.01)] and [36, Eqs. (9)-(11)], (B.3) is derived as

C ∝ C∆

(

b
)a

G1,0:1,1:2,1
1,0:1,1:2,2

(

b, bff ,

∣
∣
∣
∣
∣

1− a
·

∣
∣
∣
∣
∣

1, 1
1, 0

∣
∣
∣
∣
∣

1, fc
fa, qj

)

. (B.4)

Using (B.4), we can obtain (26).
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