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Abstract 

In this article, we report on some of the fundamental chemical and physical processes responsible for the 

deposition of graphene by microwave plasma-enhanced chemical vapor deposition (PECVD). The graphene is 

grown by plasma decomposition of a methane and hydrogen mixture (CH4/H2) at moderate pressures over 

polycrystalline metal catalysts. Different conditions obtained by varying the plasma power (300-400 W), total 

pressure (10-25 mbar), substrate temperature (700-1000°C), methane flow rate (1-10 sccm) and catalyst nature 

(Co-Cu) were experimentally analyzed using the in situ optical emission spectroscopy (OES) technique to assess 

the species rotational temperature of the plasma and the H-atom relative concentration. Then, two modeling 

approaches were developed to analyze the plasma environment during graphene growth. As a first 

approximation, the plasma is described by spatially averaged bulk properties, and the species compositions are 

determined using kinetic rates in the transient zero-dimensional (0D) configuration. The advantage of this 

approach lies in its small computational demands, which enable rapid evaluation of the effects of reactor 

conditions and permit the identification of dominant reactions and key species during graphene growth. This 

approach is useful for identifying the relevant set of species and reactions to consider in a higher-dimensional 

model. The reduced chemical scheme was then used within the self-consistent two-dimensional model (2D) to 

determine auto-coherently the electromagnetic field, gas and electron temperatures, heavy species, and electron 

and ion density distributions in the reactor. The 0D and 2D models are validated by comparison with 

experimental data obtained from atomic and molecular emission spectra. 
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I. INTRODUCTION 

 

Since the discovery of graphene, its unconventional two-dimensional (2D) electron gas properties and 

outstanding electrical, mechanical, and chemical properties have attracted considerable interest in condensed-

matter physics and materials science [1]. This interest has made possible a large variety of commercial 

applications, including flexible transparent electrodes for displays and photovoltaics [2-6], fuel cells [7] and 

membranes for water purification [8,9] and desalination [10]. For such applications, the integration of graphene 

necessitates cost-effective large-area production by scalable processes. Due to its practicality and scalability, 
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chemical vapor deposition (CVD) has become the most common method for graphene synthesis [11-13]. Indeed, 

CVD was already used to grow other carbon materials, such as diamond and carbon nanotubes, the growth of 

which is controlled by the surface energy. The key strategy is to break the symmetry by seeding with 

nanocrystalline diamond for three-dimensional (3D) diamond synthesis or to use a thin nanometric or 

micrometric metal catalyst for one-dimensional (1D) carbon nanotubes or 2D graphene growth, respectively. In 

this direction, CVD was continuously used in a roll-to-roll (R2R) process to manufacture up to 100 m lengths of 

graphene over Cu [14-19]. One of the advantages of the CVD process is the relatively uniform gas diffusion and 

heat transfer to the substrate during thermal or plasma decomposition of a carbon gas feedstock diluted with 

hydrogen over a polycrystalline or monocrystalline transition-metal catalyst. Various metals, such as Co [20,21], 

Cu [11,13,14,22-24], Ni [2,12,25-29], Pd [30], Pt [31-33], Ru [34-37], Ir [36-40], Rh [41], Fe [45] and Au [43] 

and their alloys [44-47] have been proven to ensure a low-energy pathway by forming intermediate compounds 

during graphene growth. Despite this advantage, residual metal atoms can contaminate graphene during its 

transfer to the target wafer. To overcome this problem, CVD of graphene directly onto semiconducting Si was 

proposed [48]. However, the formation of carbide during the growth process makes manufacturing graphene on 

Si wafers extremely challenging [48,49]; the deposition of epitaxial germanium Ge layers onto Si wafers was 

therefore proposed for metal-free graphene CVD [49-51]. Nevertheless, planar polycrystalline transition metals 

such as Co, Ni, and Cu remain the most widely used catalysts due to their low cost and high availability.  

The graphene growth process on Co, Ni, and Cu can be divided into four steps: (i) thermal annealing to 

reduce the native metal oxide film covering the catalyst surface and to enlarge the metal grains; (ii) carbon 

feedstock decomposition on the catalyst surface; (iii) nucleation, which is the result of competition between the 

rates of nucleus growth by adatom capture, the surface diffusion of carbon species and the desorption of carbon 

adatoms; and (iv) growth by attachment of active C species onto the graphene edge. However, based on 

experimental observation, two asymptotic regimes affect steps (iii) and (iv): the mass-transport regime, primarily 

related to diffusion through the boundary layer near the substrate, and the surface reaction regime, involving the 

crystallization of a supersaturated fraction of carbon-adatom species. The difference in the carbon solubility of 

metals (0.9 weight % of carbon at 1320°C for Co [52] and 0.008 weight % at 1084°C for Cu [53]) leads to two 

opposite phenomenological growth mechanisms, as studied by carbon isotope labeling [54]. The mechanism for 

high-carbon-solubility metals such as Co, Ni, Pd, and Ru involves bulk diffusion followed by surface 

segregation-precipitation, whereas the mechanism involves surface diffusive growth when the solubility of 

carbon in the metals is low, such as for Au and Cu.  
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The size and the number of graphene layers can be controlled by the type of catalytic substrate and its 

crystal orientation as well as by the growth parameters. Various carbon feedstock sources have been successfully 

used to grow graphene, including solids such as spin-coated polymethylmethacrylate (PMMA) [23] fluorene, 

sucrose, food, insects, and waste [23,55-57]; liquid hydrocarbons such as benzene [58]; or more conventional 

gaseous hydrocarbons such as methane [11,59], ethane, propane [59] and ethylene [24].  Regardless of the 

carbon feedstock, molecular hydrogen is often added during catalyst annealing to reduce the native metal oxide 

film covering the catalyst surface as well as for graphene nucleation and growth. The hydrogen is assumed to 

affect the adsorption and the relative concentration of active carbon species on the catalyst surface and to 

contribute to graphene etching [60]. As the shape of graphene is the result of competition between graphene 

growth and etching, the shape can be tuned to rounded, hexagonal or branched via the partial pressure of 

hydrogen [61].  

The energy required for the annealing and subsequent carbon feedstock decomposition can be obtained 

by thermal activation (T-CVD) [11-19]. However, in most T-CVD processes, the catalyst is heated by the entire 

reaction chamber volume through a hot-wall reactor, which is obviously less energy efficient and incompatible 

with scaling up the process. An alternative approach is to inductively heat the metal catalyst via magnetic fields 

[62-64]. This approach enables a high heating rate [62]; however, the chemical activation of the gas phase is 

limited to the substrate vicinity, i.e., at temperatures near the melting point of copper (~1050°C).  

A radically opposite activation technique is to use plasma activation within plasma-enhanced chemical 

vapor deposition (PECVD) [65-77]. The ability of the plasma to support multiple reactive species concurrently is 

a key advantage. In addition to efficient removal of the native copper oxide and the smoothness of the copper 

substrate prepared by hydrogen plasma, PECVD can provide a rich chemical environment, including radicals, 

molecules and ions from hydrogen-hydrocarbon feedstock decomposition [75]. Compared with T-CVD, PECVD 

offers the advantage of lower operating substrate temperatures and higher gas decomposition rates. Thus, the 

surface reaction rate is reduced, but the nucleation and film quality are better controlled. Consequently, the 

surface topography of graphene grown via PECVD on Cu revealed sub-nanometer flatness [75]. PECVD 

reactors are generally cold-wall, and plasmas are generated by applying an external electric field to the process 

gases. Under steady-state conditions, mass transport can be described as a combination of several physical and 

chemical effects, including precursor diffusion through the gas boundary layer in the immediate vicinity of the 

substrate and chemical reactions in the gas phase and at the surface. Processes that occur on or near the surface 

are substantially affected by the substrate temperature. Indeed, this parameter affects the graphene nucleation 
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density and growth rate, thereby controlling the final size of the graphene islands. In the specific case of 

graphene synthesized on metals, these fundamental processes are presumably influenced by several factors, 

including process parameters (gas and substrate temperature, pressure, carbon flow rate, growth time and 

dilution of carbon source in hydrogen content, cooling rate) and catalyst parameters (carbon solubility in the 

metal, crystal structure, lattice parameter, grain boundaries). The relative importance of these parameters 

changes as the reactor design and operating conditions vary. In addition, depending on the horizontal or vertical 

reactor position, gas-phase temperature gradients can produce density variations, leading to buoyancy-driven 

secondary flows superimposed on the main flow of the active carbon species. These secondary flows adversely 

affect gas-phase reactions and the spatial distributions of species, making analysis of the overall process difficult. 

To optimize the process, the authors of most published papers used trial-and-error approaches that more or less 

succeed to propose different recipes for producing high-quality, monolayer graphene in specific reactor 

geometry. Sensitivity analysis showed the effect of the individual parameters.  

In our previous work [76], we used the Taguchi design method coupled with analysis of variance 

(ANOVA) to determine to the weightage of four parameters (i.e., substrate temperature, methane concentration, 

growth time and microwave power) during microwave (PECVD) graphene growth on cobalt substrates. To 

clarify the role of each growth parameter, a systematic study using thermochemical modeling is necessary. The 

global kinetics of hydrocarbons and the thermodynamics of carbon solubility have sometimes been proposed to 

explain graphene growth but are insufficient for capturing all the details of the process and efforts to control 

graphene synthesis by chemical vapor deposition have been hampered by the lack of a quantitative 

understanding of the gas-phase chemistry as well as the growth mechanism at the scale and quality required for 

applications. Indeed, interdependent variables and processes make the process optimization complex and 

successful scale-up remains difficult due to the absence of a validated methodology that bridges the gap between 

the molecular and macroscopic length scales over a wide range of time scales.  

The literature contains few studies involving plasma diagnostics and CVD modeling. Shivkumar et al. 

proposed a numerical model to simulate hydrogen plasma inside a microwave plasma CVD cavity used for 

graphene growth [77]. Their model solves fully coupled Maxwell and heat-transfer equations to predict the 

electric field, electron number density, electron temperature, and gas temperature in a 2D axisymmetric 

configuration. The predicted gas temperatures were in good agreement with the hydrogen temperatures 

experimentally measured using optical emission spectroscopy (OES) techniques [77]. Kim et al. proposed a 

modeling approach to correlate the CVD graphene growth of methane on copper to the substrate temperature and 
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partial gas pressure [82]. The model predicts the final surface coverage of graphene. Trinsoutrot et al. proposed a 

chemical mechanism for methane pyrolysis on copper foil within a computational fluid dynamics (CFD) model 

to investigate the role of the gas phase in graphene formation [79]. The team led by Prof. E. Tartarova studied 

the synthesis of freestanding graphene sheets from the decomposition of ethanol vapor in atmospheric-pressure 

microwave argon plasma [80,81]. Their model considers the decomposition of ethanol/argon/hydrogen in 

microwave plasma through 57 species and 394 homogeneous reactions. The model resolution provides 

information about the precursor’s fluxes toward growing solid carbon nuclei. Considering the diffusion of carbon 

species into colder zones of the plasma reactor, the formation of solid carbon nuclei in the colder nucleation 

zones of the plasma reactor was analyzed from the model results. A correlation between C2 radicals and C atom 

number densities and the sp3/sp2 ratio in the freestanding graphene sheets was observed with the hypothesis that 

the assembly of planar sp2 carbons is dominated by the presence of C2 radicals [80]. To explain the temperature-

dependent graphene growth kinetics in pulsed CVD on Ni film substrates, Puretzky et al. developed a model 

involving generation of carbon atoms on the metal surface resulting from the feedstock gas pulse, carbon 

diffusion in the bulk of the film, and diffusion to surface defects or graphene crystallites within a shallow 

subsurface layer of the film [82]. In situ optical diagnostics during graphene deposition allowed the activation 

energies for graphene nucleation (1.6 ± 0.2 eV) and growth (0.9 ± 0.1 eV) to be derived. Finally, Al-Shurman et 

al. used COMSOL Multiphysics software to simulate inward and outward carbon diffusion in a Ni film and the 

number of achieved graphene layers [83,84]. Despite all of the aforementioned studies, a detailed model of the 

mechanism of CVD graphene growth has not been developed. Indeed, achieving a reliable description of 

graphene growth requires solving self-consistently nonequilibrium energy and species mass transport equations 

with detailed plasma chemistry, including radicals and excited species. Interaction of plasma species with solid 

surfaces must also be considered. These self-consistent models are more time consuming and less suitable for 

describing many plasma species in complex plasma chemistries. For these reasons, we propose in this paper to 

develop two modeling approaches to assess the intrinsic parameters of graphene PECVD over cobalt and copper 

catalysts. As a first approximation, the plasma will be described by spatially averaged (bulk) properties; a self-

consistent two-dimensional model 2D will then be used to determine auto-coherently the electromagnetic field, 

gas and electron temperatures, heavy species, and electron and ion density distributions in the reactor. Both 

models are validated by OES. 
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II. EXPERIMENTAL 

A. Experimental setup 

 

    1. Investigated plasma reactor and process parameters 

 

For graphene synthesis, we used a 10 cm diameter silica bell jar PECVD reactor activated by a 

microwave electric field, as illustrated in Figure 1. The input gases CH4/H2/Ar (N55 purity for H2) with mass 

flow rates controlled electronically were injected into the reactor and exited via the reactor pumping system. The 

copper or cobalt substrate (1 × 1 cm2 in size and 125 µm in thickness, 99.9% purity for cobalt; 99.95+% purity 

for copper) was placed on a resistive molybdenum substrate holder heated by an electric current flowing from an 

external generator through a graphite resistor placed below the molybdenum holder. The heating unit was 

designed with a proportional–integral–derivative (PID) controller to automatically adjust the current flow with 

respect to the susceptor temperature measured with a feedback thermocouple embedded in the center of the 

susceptor. During all of the experiments, the substrate temperature was monitored by a dual-wavelength optical 

pyrometer (IMPAC, IGAQ-10) between 973 and 1163 K, and we considered this temperature to be the actual 

substrate/deposition temperature for graphene synthesis. The reactor was powered by a 1.2 kW SAIREM 

microwave generator operating at 2.45 GHz. The system enabled independent control of the microwave power, 

gas flow rates, and substrate temperature. The total input power was varied with the pressure simultaneously to 

maintain a constant plasma volume. The electromagnetic waves were generated, guided in a rectangular wave 

guide and applied inside the cavity delimited by a Faraday cage through an antenna. The short-circuit piston at 

the end of the wave guide helped to create stationary waves and to situate the maximum of the electric field near 

the substrate. Efficient operation was assumed with good microwave coupling and minimal radial diffusion to 

the quartz enclosure, thereby leading to greater discharge stability and better plasma uniformity. Energy transfer 

started from the free electrons, which were accelerated in the electric field and formed high-energy electrons 

(15,000-20,000 K) [85]. These electrons heated the gas by vibrational and rotational excitation of the molecules. 

The density of the gas being relatively high, neutral collisions were sufficiently frequent that the resultant excited 

molecules could transfer part of their energy to the other molecules and to the wall. The system became 

thermally activated, and other discharge processes could occur. Inelastic collisions between high-energy 

electrons and neutral molecules, such as electron-impact ionization and molecular dissociation, generated radical 

neutrals and ions. Electron impact ionization helped sustain the discharge, and molecular dissociation created 

free radicals that contributed to the graphene deposition process. The graphene growth rate and quality depended 
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on the number density of atomic hydrogen and the concentration of carbon precursors on the surface of the 

substrate, which in turn depended on the discharge and operating conditions. 

 

Figure 1. PECVD Bell jar reactor used for graphene growth: (a) scheme and (b) picture of the plasma on the 

substrate holder during graphene growth. 

 

In the specific graphene growth conditions, the input power and pressure were varied simultaneously to 

maintain the plasma diameter at approximately 5 cm. For the present reactor, increasing the microwave power at 

constant pressure showed marginal increase in power density leading to the expansion of plasma. In our case, the 

growth process is based on the cobalt- or copper-catalyzed decomposition of the hydrogen-methane mixture 

followed by high-temperature carbon saturation of the cobalt bulk substrate or surface nucleation in the case of 

the copper substrate. During cooling of the cobalt substrate, the solubility of carbon in the cobalt decreases, and a 

thin film of carbon is thought to precipitate from the surface. In the opposite situation, when the copper is used, 

graphene growth occurs on the surface by nucleation followed by domain growth. The substrate temperature, 

methane flow rate, deposition time, and microwave power are assumed to affect the number of graphene layers 

and the defect density.  

 

    2. Optical emission spectroscopy 

 

To better understand and optimize the graphene growth conditions, the PECVD system was combined 

with the OES setup shown in Figure 2. The plasma emits radiation primarily from atomic and molecular 

hydrogen lines and from the C2 Swan band. The emission intensity signal from the plasma is collected using an 

optical fiber with a plasma emissive cylinder of 1 mm diameter across a line of sight passing through the window 

Microwave

Generator

Faraday

Cage

Tunner

Wave guide

Antenna

Quartz enclosure
Gas admission

Short-circuit

Piston

Plasma Substrate

holder

(a)                                                             (b)
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of the observation and connected to a spectrometer with a 0.5 m focal length and a 1800 gr/mm grating (Acton 

SP-2500i) onto which an intensified charged coupled device camera was mounted (Princeton Instruments 

PIMAX 2). A computer connected to the spectrometer was used for data acquisition with a typical collection 

time of 10 ms. The spectrometer is calibrated using a UV lamp.  

 

Figure 2.  Photography of the PECVD reactor with the optical emission spectroscopy (OES) setup. 

 

As shown in Figure 3, the optical fiber was first positioned in the middle of the plasma at ~1.7 cm from the 

substrate; a plate allows the fiber to be moved along the vertical axis of the reactor. Various location points along 

axial directions ~1 mm near the substrate and 2.5 cm from the substrate toward the plasma were measured in 

several spectral regions, including the H2 Fulcher-α band and the hydrogen atomic lines H and H, under 

different plasma conditions. 

 

Figure 3.  Photography (left) and top view scheme (right) of the optical emission spectroscopy (OES) setup. 

B. Plasma optical emission spectroscopy 
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The emission of light from a plasma originates from many microscopic processes and gives rise to 

specific spectral features, such as atomic lines, molecular bands, and continuum emission. A certain amount of 

these species is electronically excited to higher energy levels. In the process of returning to their ground state, 

energy is emitted in the form of light that can be detected by an optical multichannel analyzer. Since atoms, ions 

and molecules create a unique emission spectrum specific to each element, OES enables their identification. OES 

has the advantage of being noninvasive and has already been used to monitor the state of plasma in situ and to 

determine the concentration of the species and different plasma parameters, such as the electron densities and 

temperatures of diamond [85-93], carbon nanotubes [94] and, more recently, graphene [77]. Since an important 

step in achieving control of defect-free and few-layers graphene synthesis involves understanding the role of 

plasma properties, OES can help to identify the species responsible for graphene growth. Rotational and 

translational temperatures related to the kinematics of the particles in the plasma governs the chemical kinetics 

of the CVD processes and thus critically affects the species concentration and the growth rates on the substrate. 

In addition, because atomic hydrogen is one of the most reactive species in the plasma, its relative concentration 

is critical for graphene growth. Emission from molecules is more complicated than that from atoms because it is 

affected by repulsive and attractive forces present between the constituent atoms as well as by vibrational and 

rotational motion of the molecules. 

 

    1. Determination of the H2 rotational temperature 

To determine the H2 rotational temperature, we measured the optical emission spectrum from the 

Fulcher-α Q-branch of the    Πu(0) →      
 (0) transitions. The choice of the Q-branch rather than the      

 (0) 

→      
 (0) R-branch is justified by the absence of perturbations or overlap with other transitions in the Q-

branch [95]. The Fulcher-α system is suitable for measuring the gas temperature on the basis of two main 

assumptions: (i) The    Πu
- excited state is primarily populated by electronic excitation from the ground state 

with ∆N ≤ 1, with a rate coefficient obtained from an adiabatic approximation and (ii) the distribution of the 

population of the ground X1Σ+
u, ν = 0 electronic-vibrational state can be described by Boltzmann’s law, and the 

rotational temperature of the ground state is equal to the neutral gas temperature [96]. However, as demonstrated 

by Tomasini et al., the ground-state rotational temperature is similar to the plasma translational temperature for 

hydrogen plasma operating at a 0.5–1 Torr reactor pressure, 200–750 W plasma power and 5 sccm H2 flow rate 

[97]. Because the purpose of this work is to establish a reliable and accurate methodology for measuring the gas 
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temperature in a microwave plasma under graphene growth conditions, we will assume that the rotational 

temperature is representative of the gas temperature for two sets of experiments. In one set, pure H2 plasma is 

used at different microwave powers; in the other set, a CH4/H2 mixture gas is used to grow graphene under four 

optimized conditions based on our previous Taguchi design study combining four growth parameters [76]. Since 

the transition energy is a characteristic of the species, the central wavelength  is an identifier of the radiating 

particle. Hence, the rotational temperature was calculated from the measurements of relative intensities of 

rotational lines within a single vibrational band that follows a Boltzmann distribution. The intensity of the 

emitted radiation from an upper excited quantum state (n', v', J') to a lower excited quantum state (n", v", J") 

depends strongly on the plasma parameters and is given by [94,98]:                                        

     
            

 
  

    
            

 
  

      
 ,                                     (1) 

where I is the intensity, C1 is a constant for the particular electronic state, v is the transition frequency, qv'v" is the 

Franck-Condon factor, Tv and Trot are the vibrational and rotational temperatures, respectively, Ev' and EJ' are the 

vibrational and rotational energies of the upper excited quantum state, respectively, kB is Boltzmann's constant, 

SJ'J" is the Hönl-London factor, v' and v" are the vibrational quantum numbers of the upper and lower transition 

levels, respectively, and J' and J" are the rotational quantum numbers of the upper and lower emission levels, 

respectively [94,98]. For a rotational transition within a particular electronic state and vibrational band that 

follows a Boltzmann distribution, the emission intensity can be rewritten from Eq. (1) for a given wavelength  

as [77]   

  
 
     

  
     

 
  

      
                                                                                                                                           (2) 

Hence, in the so-called Boltzmann plot, the quantity ln(I 4/SJ'J") is plotted vs. the upper state rotational energy 

EJ' for several measured transitions. A straight-line fit can be drawn through the data, and the rotational 

temperature Trot can be extracted from the slope of this line, which is equal to (-1/kBTrot). Therefore, the H2 

rotational temperature Trot can be deduced from the H2 optical emission spectrum and the small deviation from 

the straight-line distribution is an indication of the Boltzmann equilibrium of the excited states. For the Q-branch 

rotational lines, wavelengths and Hönl-London factors were obtained from the literature [94,99,100]. 

 

    2. Determination of the atomic hydrogen concentration via actinometry 
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Optical emission actinometry has been proposed as one of the best available experimental techniques 

for monitoring ground‐state relative concentrations of H radicals (n = 1) from emission intensity measurements 

in a microwave PECVD reactor [91]. The principle consists of normalizing the radical emission intensity to that 

from an inert gas acting as an actinometer [101]. Gicquel et al. proposed using this plasma diagnostic to measure 

relative concentrations of H (n = 1) atoms in microwave PECVD diamond, typically at a pressure of 20 Torr and 

a plasma power of 600 W [85,89]. Since one on the most important parameters in graphene synthesis is the 

atomic hydrogen concentration, we propose extending this technique to graphene growth to provide a better 

understanding of H atom chemistry. The method consists of adding a small, known amount of an inert tracer 

(here, argon) such that the plasma is neither disturbed nor modified. The choice of argon is justified by its 

radiative states with excitation thresholds similar to those of H atoms. Then, by comparing the intensities of 

specific emissions of the actinometer and of the H radical, the concentration of the latter can be deduced from 

the relation: 

   

    
 

  

   
                         

   

    
                                                                                                    (3) 

where     and      are the concentrations of electronic ground state H atoms and actinometer species Ar 

(mol.m-3), respectively,    and      are the ratios of emission intensities of the excited H species and excited 

actinometer species (W.m-3), respectively, and   is the proportionality constant that links the atomic hydrogen 

ground state concentration to the emission intensities and depends on the electron temperature and the collision 

quenching terms. Argon gas with a flow rate of 3 sccm was introduced into the hydrogen plasma. As suggested 

by Gicquel et al. [85,89], we focused on the H Balmer-α (651 nm) and Ar (750.4 nm) emission lines because 

they give similar thresholds and electron temperature (Te)-dependent electron impact excitation cross sections for 

forming H(n = 3) and Ar (3s23p5[2p0
1/2)] 4p), denoted Ar(4p). In Table 1 are shown the species, upper and lower 

level assignments, transition wavelengths and the energies for tracers that we monitored during the OES studies. 

Table 1. Transition wavelengths, upper and lower level assignments of the measured species and energies for the 

tracers. 

Species 
λ 

(nm) 

Upper 

level 

Energy 

(eV) 

Lower 

level 

Energy 

(eV) 

σHα/H2 

(Å2) 

σHα/H 

(Å2) 

σAr*/H2 

(Å2) 

σAr*/H 

(Å2) 

Hα 656.3 n=3 12.10 n=2 10.20 58 46 - - 

Ar750 750.4 2p1 13.48 1s2 11.86 - - 65 53 

The production of H(n = 3) and Ar(4p) atoms occur via electron impact excitation from ground states, and their 

consumption is induced by radiative decay and quenching for H(n = 3) and by radiative de-excitation and 
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quenching for Ar(4p). The net balance of production and consumption leads to the following expression for the 

relative concentrations of ground state H(n = 1) atoms: 

   

    
 

  

   
  

  
   

  
  

    

   

  
   

   
                                                                                           (4) 

where IH and IAr are the H(n = 3) and Ar(4p) emission intensities, respectively,   
   and   

    are the excitation 

rate constants for the transition H(n = 1) → H(n = 3) and the transition Ar(3p) → Ar(4p) (m-3.s-1), 

respectively,      and    
 are the de-excitation frequencies for the    and     transitions (s-1), respectively,   is 

an optical device factor, and    accounts for the radiative and quenching processes. When the emissive volume 

and the optical device factor are considered, the emission intensity of    is given by the relation: 

   
 

    
    

             
         

          
         

                                                                          (5) 

where     and     are constants obtained from the Einstein coefficients for spontaneous radiative de-excitation, 

and the total radiative rate constant is equal to              = 9.8 107 (s-1);        
 and       

 are the 

quenching rate constants of     by the H2 molecules and by H atoms (m3.s-1) and are equal to       
       

 and 

          
, respectively. Here, the terms      

 and      are the relative mean velocities of    atoms and H2 

molecules and    and H atoms (m.s-1), respectively,       
 and       

 in Å2 are the quenching cross sections of 

   by the H2 molecules and by H atoms, respectively. The relative mean velocity between species X and Y is 

calculated using the following equation: 

      
    

  
                                                                                                                                                       (6) 

where    is the Boltzmann constant (1.38 × 10-23 J.K-1);      is the relative mean velocity (m.s-1), T is the gas 

temperature (K) and µ is the reduced mass of species x relative to species y (kg). 

For the argon excitation process, we have 

     
    

     

              
          

                                                                                            (7) 
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 where         
and        

 are the quenching terms of     by molecular hydrogen and atomic hydrogen, 

respectively, and they are equal to       
         

 and             . The terms       
 and       are the relative 

mean velocities between Ar and H2 and H atoms (m.s
-1

), respectively,        
 and        are the quenching cross 

sections expressed in Å2, and     is the Einstein coefficient for the spontaneous transition Ar(4p) → Ar(4s) and 

is equal to 4.27 × 107 s-1. 

Finally, by considering a constant emissive volume, we can determine the ratio of the emission intensities of 

hydrogen and argon using the following equation: 

   
  
   

  
  

 
    

   

      
   

    
                                                                                                                                  (8) 

with 

  
       

      
    and          

                                          

                     
                       

                                                     (9) 

where T is the gas temperature (K); P is the pressure expressed in hPa and     
 is the molecular hydrogen mole 

fraction. 

 

 

III. PLASMA MODELING 

 
 

To determine the effect of kinetics, thermodynamic driving forces and fluid flow conditions on 

graphene deposition, a CVD multiphysical process is solved by varying the chemical and geometrical 

complexity, as schematically shown in Figure 4. Different modeling approaches can be investigated, including 

multidimensional 0D, 1D and 2D simulations. 
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Figure 4.  Modeling approaches in CVD. 

 

The 0D model extends the classical chemistry formulation to nonequilibrium plasma reactors that include gas, 

electron and vibrational temperatures with sophisticated gas-phase chemistry and detailed power deposition with 

inelastic and elastic collision losses by assuming the electron energy distribution function (EEDF). This model, 

was already validated in our group for pure hydrogen plasma used for CVD diamonf through measurements of 

rotational and vibrational modes as well H-atom mole fraction via optical emission spectroscopy, two-photon-

allowed transition laser-induced fluorescence (TALIF), and coherent anti-stokes Raman spectroscopy (CARS) 

[102]. All these measurements was performed in the same reactor geometry used for diamond growth in 

conditions close to those studied in the present work for graphene (i.e. Plasma radius R=2.5 cm, Microwave 

power Pmw=600 Watt and pressure P=25 mbar). Our group has also developed an intermediate approach for 

graphene growth by using a 1D model with only neutral species and detailed surface chemistry. This approach 

can be extended to 2D-3D with an assumed MW power density distribution obtained experimentally. The 

limitation of this approach is that the transfer of energy between the electrons and heavy species is neglected, 

and, for the same MW power density, the gas temperatures are usually overestimated. More importantly, because 

the methane/hydrogen system is sensitive to gas temperature, this approach cannot capture the conditions of 

graphene growth satisfactorily. This limitation can be overcome by considering an extended chemistry scheme 

that includes charged species; however, due to computational limitations, the chemistry scheme must be reduced 

compared with that of the 0D model. Furthermore, to achieve a more realistic MW power density distribution, a 

self-consistent model can be used to couple the electromagnetic Maxwell’s equations and the plasma. In our 

work, we will use the 0D model with detailed chemistry and the 2D axisymmetric self-coherent model with 

reduced chemistry to study the multiphysics.  
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Because the transport of H atoms is diffusion-limited and the boundary layer thickness  depends on the 

spatial power density distribution in the plasma, a 2D axisymmetric auto-coherent model [103] has been used to 

make a self-consistent simulation of microwaves (MWs) and plasma. The model consists of a plasma module 

and a microwave module, which are solved iteratively until convergence of the plasma variables and microwave 

power density is achieved. The microwave module computes the time-averaged microwave power density Pabs 

from the densities of electrons and heavy species, which are determined from the solution of the plasma module. 

The plasma module solves for the chemistry, transport and energy of electrons and heavy species using a finite 

volume approach, whereas the MW module solves Maxwell’s equations and high-frequency electron momentum 

equations using the finite difference time domain method. The self-consistent model has been explained in detail 

elsewhere [103,104], and a brief summary is provided here. The plasma module of the self-consistent model 

consists of the solution to the total energy equation, electron energy equation, and species equations along with 

hydrodynamic equations and are solved using finite volume methods. Unlike the (0D) model, the nonequilibrium 

plasma conditions are represented by a two-temperature model in which the electron is assumed to be at 

temperature Te and the heavy species are at temperature T, which are defined as 

   
     

 

    
                                                                                                                                        (10)                                                        

  
             

 

         
                                                                                                                                    (11)   

Here, he and ht are the specific enthalpy of electrons and the total enthalpy, respectively, and h i
0 is the specific 

enthalpy of formation of species i. The total energy conservation equation includes the transport terms in 

addition to the source terms in the 0D model and can be written as 

   

  
                               abs                                                                                     (12) 

where t is time, u is the bulk velocity, and λg, λe and Ji are the gas thermal conductivity, electron thermal 

conductivity and the mass diffusion flux of species i respectively. Using Fick’s law, the mass diffusion flux is 

calculated as           , where Di is the mass diffusivity of the species. The resolution of Te is obtained by 

solving the energy equations for electrons, which can be written as 

      

  
                           abs                                                                         (13)   

Note that Q1v
ev is not considered for the self-consistent model. The heavy species temperature T is thus 

determined by the difference between the total and electron energy equations.  

The species concentrations, except for electrons, are obtained by solving the species continuity equation given by  
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                                                                                                                                                  (14)   

The plasma medium is assumed to be ambipolar; thus, the electron concentrations and electron mass flux rates 

are calculated from the balance of all ions. Along with the aforementioned equations, the total continuity and 

fluid momentum equations close the plasma module. All transport properties and reactions schemes are identical 

to those used elsewhere [103]. All of the equations are solved sequentially for every time step until steady-state 

conditions are achieved. The transient equations are integrated using implicit third-order backward formulas to 

handle the stiff chemistry. The microwave electromagnetic fields (E electric field and H magnetic field) are 

represented by Maxwell’s equations and are calculated using the finite difference time domain method. 

Maxwell’s equations are given by  

      
  

  
                                                                                                                                                      (15) 

     
  

  
                                                                                                                                                     (16) 

As the MW radiation is TM mode, the magnetic fields along the radial r and axial z directions and the 

electric field along the Φ direction are zero and we are required to solve only three components of MW radiation: 

Er, Ez and HΦ. The YEE iteration scheme is used, where the E and H are staggered and are solved at alternating 

half-time steps. The coupling between the plasma and MW is achieved through the high-frequency electron 

current density J and is obtained by solving the electron momentum equation 

   

  
 

 

  
                                                                                                                                                 (17) 

where ve is the electron drift velocity, e and me are the electron charge and mass, respectively, and νm,i and ni are 

the momentum frequency cross sections and the number density of species i, respectively. Equation (17) is 

integrated with the Crank-Nicholson method and is solved after every time step of Maxwell’s equations. The 

current density due to the plasma source is simply given by J = -eneve. The MW module is solved for 

approximately 100 time cycles for a given plasma condition (electron and species concentrations assumed 

constant) and the average power density absorbed by the plasma is obtained by temporal averaging:  

 abs  
  

  
  
  

 
                                                                                                                                               (18) 

The simulation is initiated by an initial assumption of Pabs and the plasma module is solved to obtain the 

plasma conditions. The plasma conditions are input to the MW module and Pabs is corrected. Thus, the plasma 

module and MW module are sequentially solved until Pabs and a steady-state condition for the plasma are 

obtained.  
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IV. RESULTS AND DISCUSSION 
 

A. Experimental results 

 

We first conducted OES experiments in pure hydrogen by collecting spectra for various combinations 

of microwave power (300 ≤ Pmw ≤ 580 W), pressure (10 mbar ≤ P ≤ 25 mbar) and substrate temperature (700°C 

≤ Ts ≤ 980°C). Different spectral regions, including the H2 Fulcher-α band, atomic lines of H and H and atomic 

cobalt and copper lines, were acquired. From the analysis of the spectral features of the Q-branch of the H2 

Fulcher band, we determined the rotational temperature. Using argon as an actinometer, we estimated the H-

atom mole fractions. When the methane is added to the discharge as carbon feedstock, several dozen species are 

formed in the C-H system, including C2 molecules. 

For pure H2 plasma, measurements were run at conditions in which the size of the plasma based on its brightness 

luminescence is held constant as the pressure and microwave power are varied simultaneously under a constant 

H2 flow rate. The measurements were performed in the middle of the plasma at ~1.7 cm from the cobalt 

substrate. This position corresponds to the maximum plasma temperature measured by spatially resolved two-

photon-allowed transition laser-induced fluorescence (TALIF) and coherent anti-Stokes Raman spectroscopy 

(CARS) under the same conditions for pure hydrogen [102]. The operating conditions for these measurements 

are summarized in Table 2. 

Table 2. Operating conditions for hydrogen plasma. 

Experimenta 1 2 3 4 5 6 7 8 9 10 11 12 

Pmw (W) 340 360 370 390 410 420 440 450 470 480 500 580 

Pressure (mbar) 10 11 12 13 14 15 16 17 18 19 20 25 

a
50 sccm H2 is used as a carrier gas for all the experiments 

An example of the measured H2 Fulcher-α Q-branch spectrum is shown in Figure 5, where the 

Boltzmann plot corresponding to Q1, Q2, Q4 and Q6 selected rotational lines is shown in the inset. For these 

transitions, wavelengths and Hönl-London factors were obtained from the literature [94,99,100]. 
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Figure 5.  Example of measured H2 Fulcher-α Q-branch spectrum with indication to the selected rotational lines 

at microwave power of 390 W and total pressure of 13 mbar. The inset shows the corresponding Boltzmann plot. 

The experimental H2 rotational temperatures shown in Figure 6 were obtained at 1.7 cm above the 

substrate by averaging four measurements for each point. In addition, the plasma intensity was recorded 

dynamically for up to 1 s, thereby ensuring emission steady-state intensity within ~5% as a nominal condition. 

As shown in Figure. 6, increasing the microwave power from 340 to 580 W, as the pressure is increased 

simultaneously increases the H2 rotational temperatures from 930 to 1340 K. This result is explained by two 

interdependent simultaneous effects: (i) because the gas temperature depends on the energy transferred from the 

electric field to the gas molecules by electrons during collisions, increasing the plasma power increases the gas 

temperature; (ii) increasing the pressure increases the collision frequency in the plasma and then the energy 

transfer between electrons and gas molecules. These results are in good agreement with the OES measurements 

of Shivkumar et al. in a similar microwave plasma CVD system used to grow carbon nanostructures [77]. 

Shivkumar et al. varied the pressure (10 Torr ≤ P ≤ 30 Torr) and the microwave power (300 ≤ Pmw ≤ 700 W) 

separately. Their experimental results indicated a rotational temperature of ~900 K at 300 W and 10 Torr and 

1500 K at 700 W and 30 Torr, in good agreement with the results of the present work. In addition, they 

suggested that the gas temperature has weak dependence on power and very strong dependence on pressure [77]. 
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Figure 6.  H2 rotational temperature measured by OES as a function of input microwave power. 

  

When methane was added to the discharge, several atomic and molecular species were observed from the plasma 

in the visible spectrum, including H, H, H, H2, CH and C2. In addition, CN lines arising from nitrogen 

impurities were observed; however, CH4 and CH3 cannot be detected via OES because they absorb rather than 

emit. The next set of measurements was conducted using a CH4/H2 reactant gas mixture. In this case, OES was 

used to qualitatively correlate plasma parameters with optimal graphene growth conditions based on a 

combination of process parameters explored in Ref. 76 to determine their effect on the graphene quality, as 

estimated using Raman spectroscopy [76]. In Table 3, we summarize the four optimal growth conditions issued 

from the Taguchi design based on two optimization criteria estimated from the relative Raman peak intensities, 

I2D/IG, which are related to the number of layers; ID/IG represents the density of the lattice defects in the graphene 

sample. In Table 3, OPT 1 and OPT 2 set parameters were obtained by considering only the individual influence 

of each chosen parameter without parameter interactions, whereas for OPT 3 and OPT 4, the conditions consider 

the interaction between the factors, providing better insight into the overall process analysis. 
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Table 3. Set of parameters obtained for optimal Graphene growth as determined in Ref. 76. 

Exp. N° a 
   

Factor 
  

Ts ΦCH4 ΦH2 t  P Pmw 

(°C) (sccm) (sccm) (sec)  (mbar) (W) 

OPT 1 700 1 50 30 13.8 400 

OPT 2 850 1 50 90 13.8 400 

OPT 3 870 1 50 90 13.8 400 

OPT 4 890 1 50 90 13.8 400 

a
Ts is the substrate temperature, ΦCH4 and ΦH2 are the methane and hydrogen flow rates respectively, t is the deposition time, P is the total gas 

pressure and Pmw is the microwave power. 

Rotational H2 temperatures measured at 1.7 cm above the substrate for the optimal graphene growth conditions 

shown in Figure 7.  

From these results, we can conclude that the surface temperature and the introduction of 1 sccm of 

methane in 50 sccm hydrogen had no significant influence on the rotational temperature compared with H2 

plasma at 400 W.  
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Figure 7.  H2 rotational temperature measured by OES at the optimal graphene growth conditions of Table 3. 

When the substrate was changed from copper to cobalt under hydrogen plasma, no significant effect was 

observed on the H2 rotational temperature. Nevertheless, strong copper lines appear at 324.75 nm and 327.39 nm 

in Figure 8, indicating a possible partial evaporation of copper and/or hydrogen plasma etching of copper. This 

result is attributed to the highest substrate temperature used for copper, 980°C, compared to the 700°C ≤ Ts ≤ 

890°C used for cobalt. 

 

Figure 8.  Copper lines observed from emission spectrum in pure hydrogen when copper catalyst is used. 

Microwave power =390 W, pressure =13 mbar and substrate temperature =980 °C. The stars refers to the copper 

lines as obtained from emission spectrum of neutral and ionized copper plasma in Ref.105. 

 

Notably, the estimation of the excitation rate constants requires knowledge of the electron temperature, which in 

our case was estimated from the 0D and 2D models as described in section III. To determine the rotational 

temperature, we separated the OES measurements of the H-α and Ar lines into two different sets of experiments: 

one in the presence of pure hydrogen only, and the second for a mixture of H2 and CH4. For pure H2, the values 

of the pressure and microwave power were varied simultaneously as in the previously discussed determination of 

the rotational temperature. The pressure and power were varied from 10 to 20 mbar and from 340 to 500 W. The 

substrate temperature was set to 870°C and the flow rate of H2 and Ar were 50 sccm and 3 sccm, respectively. In 

the second set of measurements, the conditions for graphene synthesis shown in Table 3 were used as process 
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parameters. Figure 10 represents the established values of the mole fraction of atomic hydrogen measured under 

the optimal conditions. 

 

Figure 9.  Atomic hydrogen mole fraction determined from actinometry as a function of input microwave 

power. 

In Figure 9, increasing the microwave power from 340 W to 500 W clearly increases the H atom mole 

fraction from ~4% mol. to ~8% mol. This result is attributed to the improvement of the thermal dissociation of 

molecular hydrogen due to the increase in the gas temperature, as already shown in Figure 6. Increasing the gas 

temperature also increases the collision frequency, making the dissociation by collision with electrons more 

effective. 
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Figure 10. Atomic hydrogen mole fraction as determined from actinometry in the optimal graphene growth 
conditions of Table 3. 

From Figure 10, we can see a fairly constant atomic hydrogen concentration in the center of the plasma. 

Since the only parameter varied is the substrate temperature, we conclude that this factor weakly affects the 

plasma parameters.  

 

 

B. Modeling results 

 

To illustrate the 0D model, the optimal growth conditions OPT 1 to OPT 4 were solved. Time evolution 

of the solution was used for sensitivity analysis of the reaction network. A typical time evolution of the solution 

is provided in Figure 11 for OPT 1 conditions. By considering the previously discussed detailed kinetics, we can 

see that gas-phase decomposition of CH4 produces numerous hydrocarbons. Under these conditions, most of the 

methane introduced into the reactor is transformed to acetylene in a few milliseconds. 
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Figure 11. Time evolution of small C1-C2 carbon species mole fractions calculated from Table 3, OPT 1 

conditions. Global reaction transforming input methane to acetylene. Ts=700°C, P=13 mbar, CH4=1 sccm, 

H2=50 sccm and Pmw=400 W. 

 

From Figure 12, which shows the major species in the plasma, we conclude that the discharge is 

dominated by atomic hydrogen, which is the second species after molecular hydrogen which is the second 

species after the molecular hydrogen. 
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Figure 12.  Major species calculated from Table 3, OPT 1 conditions. Ts=700°C, P=13 mbar, CH4=1 sccm, 

H2=50 sccm and Pmw=400 W. 

The calculated H-atom mole fraction xH = 0.038 in the center of the plasma is in good agreement with the OES 

measurements (xH,OES = 0.045). Indeed, microwave plasma is known to improve hydrogen dissociation via 

electronic processes. Acetylene is the first carbon species, and it is produced via fast processes C2H3 + H C2H2 

+ H2 and C2H4 + M C2H2 + H2 + M and is consumed primarily by ion-neutral reactions H3
+ + C2H2  C2H3

+ + 

H2. 

From Figure 11 and by analyzing the rates of the forward and reverse reactions, we find that the forward reaction 

(R1) H + CH4  CH3 + H2 is the most important initial step in the formation of CH3, whereas the rate of the 

reaction e- + CH4  e- + CH3 + H is approximately 100 times lower. The dominant reaction of destruction of 

methyl is (R2) H + CH3 + M CH4 + M followed by 2CH3 C2H4 + H2. Atomic hydrogen is produced by (R3) 

e- + H2  H + H + e-, which is controlled by the electronic temperature, followed by (R4) 2H2  2H + H2, 

which is controlled by the gas temperature. The rate of (R4) is 2 times lower than that of (R3). The peak of the 

CH3 mole fraction in Figure 11 clearly illustrates the critical effect of atomic hydrogen on improving methyl 

production until ~6 × 10-4 s and on improving its destruction after this time. The surface concentration calculated 

from Eq. (29) gives a relatively high atomic hydrogen concentration, [H]surf = 1.1 × 10-9 mol.cm-3; however, 

[CH3]surf = 4.5 × 10-12 mol.cm-3 is approximately three orders of magnitude lower.  In contrast to CVD diamond, 

graphene is not thought to grow from CH3 radicals. Figure 13 shows the time variation of ions and electrons. 

Figures 12 and 13 show that the major cation in the plasma is C2H3
+ and not H3

+ as in pure hydrogen plasma; this 

effect is attributed to the reaction H3
+ + C2H2  C2H3

+ + H2. In the absence of H3
+, the production of the reaction 

H3
+ + H- 2H2 become negligible, which explains the relatively large amount of H-. 
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Figure 13.  Time evolution of H atoms, electrons and positive and negative ions mole fractions calculated from 

Table 3, OPT 1 conditions. The species are classified in their order of abundance in the legend. Ts=700°C, P=13 

mbar, CH4=1 sccm, H2=50 sccm and Pmw=400 W. 

In addition, hydrogen molecules in highly vibrationally excited states can enhance the production of 

anions, primarily through dissociative attachment of hydrogen molecules. Major charged species follow the 

order e- > C2H3
+ > C2H5

+ > H- > H+ > CH5
+ > H3

+. Figure 14 shows the mole fraction of the most important 

polycyclic aromatic hydrocarbons (PAHs) in the plasma. If these PAHs are present in a very small mole fraction 

xPAH < 10-10, they are thought to nucleate soot particles [106] and could also play a role in graphene nucleation. 
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Figure 14. Time evolution of polycyclic aromatic hydrocarbons (PAHs) carbon species calculated from Table 3, 

OPT 1 conditions. Ts=700°C, P=13 mbar, CH4=1 sccm, H2=50 sccm and Pmw=400 W. 

As shown in Figure 15, the calculated electron temperature is 15,870 K (1.38 eV), in agreement with 

the calculations of Ma et al., who estimated 1.26 < Te < 1.32 eV in CH4Ar/H2 plasma operating under similar 

conditions [91]. The gas temperature calculated by our 0D model gives T = 1608 K, which exceeds the measured 

rotational temperature (1145 K), suggesting that the H2 rotational temperature may underestimate the gas 

temperature. The same conclusion was proposed by Lang et al. [85], who compared the gas temperature 

estimated from the H2 rotational temperature with that obtained from Doppler broadening of the H line. From 

the calculated Tv ~ 2228 K reported in Figure 15, we conclude that a vibrational disequilibrium of ~620 K is 

present in our plasma. This disequilibrium contributes to anion formation by dissociative attachment, which is 

known to depend on the vibrational excitation. Increasing the plasma power increases simultaneously T and Tv 

but decreases the vibrational disequilibrium. Figure 15 also provides the details of the power deposition obtained 

at the steady-state converged solution. The power absorbed from the microwaves by the electrons Pabs is 

transferred to the neutral gas during collisions primarily through the Qev channel, followed by Qed and Qet as 

described in Eq. (S3-S6) in supplementary material. 
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Figure 15.  Electron, gas and vibration temperatures, absorbed power and electron and vibration energy 

exchange calculated for OPT 1 conditions. Ts=700°C, P=13 mbar, CH4=1 sccm, H2=50 sccm and Pmw=400 W. 

The 2D model was solved for the OPT 3 growth conditions given in Table 3. Figure 16 shows the 

contours of the electron and gas temperatures. The maximum gas temperature is located at a T of 1.6 cm above 

the substrate. This validates the boundary-layer thickness used in the 0D model (= 1.7 cm). The results of the 

2D self-consistent model compare well with experiments and with the 0D model with respect to the gas and 

electron temperatures. This result indicates that the mechanisms of energy transfer from electrons to heavy 

species have been well captured in both models. The electron temperature profile has two foci: the first is closer 

to the substrate, and the second is shifted from the thermal boundary T. The electron temperature at the center of 

the plasma is approximately 17,500 K (1.5 eV). The electron number density values shown in Figure 17-a 

remain fairly uniform in the axial and radial plasma directions. The electron mole fraction in the plasma is found 

to be 2 × 10-6, which is an order of magnitude lower than that of the 0D simulations. This result is likely 

attributable to the diffusion of electrons, which is neglected in the 0D model but is apparent from the presence of 

relatively significant electron concentrations outside the plasma region. Figure 17-b shows the self-consistently 

calculated power density distribution in the reactor. The maximum of the power density is located close to the 
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substrate and is approximately 2 × 106 W.m-3 (zone A in Figure 17-b), which corresponds to the normal 

operating conditions. We can also distinguish a secondary antinode located close to the top of the quartz reactor 

with a still-weak power density of ~8 × 104 W.m-3 (zone B in Figure 17-b), which primarily arises from the 

presence of a significant amount electrons in the colder regions of the plasma, as explained earlier. 

Consequently, the fraction of MW energy dissipated inside the plasma region is approximately 0.25-fold the total 

MW power injected into the reactor. This again partly explains the lower concentrations of electrons compared 

to that of the 0D simulations. As observed experimentally and numerically, increasing the plasma power at 

constant pressure increases the power density in zone B, thereby creating a secondary plasma ball [103]. This 

leads to an unstable plasma, which is not desirable for graphene growth. 

 

Figure 16.  Contours of (a) gas temperature T and (b) electron temperature Te calculated from Table 3, OPT 3 

conditions.  z and r are axial and radial position in meters, respectivel 

Ts=870°C, P=13 mbar, CH4=1 sccm, H2=50 sccm and Pmw=400 W. 
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Figure 17.  (a) Electron density and (b) absorbed  power density contours. Calculated from Table 3, OPT 3 

conditions. z and r are axial and radial position in meters, respectively. Ts=870°C, P=13 mbar, CH4=1 sccm, 

H2=50 sccm and Pmw=400 W. 

Figure 18 shows a plot the contours of some of the major species in the reactor under OPT 3 conditions. Atomic 

hydrogen H, CH3 and C are located primarily in the plasma region whereas the methane concentration is higher 

in the zone between the plasma ball and the reactor wall. However, contrary to the 0D model, the major carbon 

species in the plasma region is methane and the acetylene concentration is quite low (mole fraction of 5 × 10-4), 

likely due to the diffusion of methane from colder regions of the reactor under such low-pressure conditions, 

which is not considered in the 0D model. The acetylene concentration reaches a maximum at the substrate 

surface, and it likely contributes to graphene growth. In addition, the major ionic species from this simulation is 

C2H5
+, in contrast to C2H3

+ in the 0D simulation. The presence of methane in the plasma zone can alter the 

prevailing nonequilibrium conditions and thus alter the species composition. As observed, the presence of 

methane also increased the concentration of the CH3 radical to a mole fraction of approximately 10-3, compared 

with 3 × 10-5 obtained from the 0D model; the CH3 radical may play an important role in the growth of graphene. 

Moreover, the H concentration was found to be less than 1%, which is much lower than what was obtained from 

the experiments and the 0D model. This result is attributable to the lower electron concentrations predicted by 
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the self-consistent model, as one of the important pathways for the formation of atomic hydrogen is through 

electron-impact dissociation of molecular hydrogen. Otherwise, this result is attributable to the reduced 

chemistry scheme used in the auto-coherent model and the possible absence of important species such as H- ions. 

As evident from the 0D simulations, the absence of H3+ ions should increase the concentration of H- and cannot 

be neglected under such low-pressure conditions.  

To improve the accuracy of the models, transport in the 0D simulation should be accounted for and the 

reduced chemistry scheme for the 2D should be improved. However, despite the differences between the models, 

the plasma conditions are qualitatively accurate.   

 

 

Figure 18.  Specie mole fraction contours for H, CH3, CH4, C (Top from left to right) and C2H2, C2, C2H3
+ and 

C2H5
+ (Bottom from left to right) calculated from Table 3, OPT 3 conditions. z and r are axial and radial position 

in meters, respectively. Ts=870°C, P=13 mbar, CH4=1 sccm, H2=50 sccm and Pmw=400 W. 
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Figure 19.  Calculated H-atom density profile from Table 3, OPT 1 to OPT 4 conditions. 

 

Computational simulations were also run for all conditions considered in the parametric study outlined 

in Table 3. Figure 19 shows a plot of the calculated axial profiles of H-atoms. Indeed, atomic hydrogen not only 

plays an important role in the gas-phase chemistry but is also believed to be an essential element in the graphene 

growth process. As evident in Figure 19, little difference is observed among the profiles OPT2 to OPT4, whereas 

that of OPT1 shows a slightly increased molar concentration and a higher H atom gradient. This result is 

attributable to the similarity between the plasma power and the pressure of OPT 1 and OPT 4 because only the 

substrate temperatures were varied with OPT at 700 °C and the remaining temperatures were close to 850 °C. 

This observation indicates that the surface temperature can influence the species gradients in the boundary layer, 

which is important for the growth of graphene. The MW-plasma coupling is weakly affected by the substrate 

temperature. This result is also in agreement with the actinometry measurements shown in Figure 10. 

Furthermore, graphene growth is temperature activated and can affect the species gradients in the boundary 

layer. This effect has not been modeled in the present self-consistent model and must be incorporated to improve 
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the results of the 2D auto-coherent model and the predicted growth of graphene. Although these computational 

simulations do not predict the experimentally observed trends, they do provide order-of-magnitude estimates of 

the species concentrations and valuable insights into the complex, highly nonequilibrium behavior of the reactive 

microwave plasma used for graphene growth. 

C. Discussion 

 

Quantitative understanding of the gas-phase chemistry in PECVD H2/CH4 plasma is one important step toward 

elucidating graphene growth mechanism. The function of plasma is to create atomic hydrogen and hydrocarbon 

species CxHy, that diffuses to the catalyst surface and contribute to graphene growth. The role of H atoms in the 

plasma is the activation  and  cycling of hydrocarbon  species. In addition H-atoms improve  the removal of the 

native metal oxide. It is expected that the growth mechanism of graphene depends on the carbon solubility in the 

metal catalyst exposed to the plasma. For high-carbon-solubility metals such as cobalt (Figure 20-a), bulk 

diffusion of all carbon precursors (CH4, C2H2 and CH3) inside the cobalt lattice is possible at relatively high 

temperature (700-900°C). It is difficult to estimate the relative diffusion rates of these species inside a 

polycristalline cobalt, but once the increasing dynamic concentration of carbon species reaches critical 

supersaturation level, the nucleation of graphene takes place and the net flux to the surface of all carbon species 

could be determinant. While cooling the substrate, the solubility of carbon in the cobalt decreases, and a thin film 

of carbon is thought to precipitate from the surface. Hence, the number of graphene layers formed depends on 

the thickness of the substrate and the cooling rate.  In the opposite situation, when the solubility of carbon in the 

metal catalyst is low, such as for copper, the mechanism involves a radical opposite surface diffusive growth 

(Figure 20 b-d). In this case, after the formation of stable nucleus on the top of the copper surface, hydrocarbon 

species CHx from the plasma with enough energy reach the graphene domain edge and attach to graphene lattice 

following a surface kinetics. Since the graphene exhibits fast growth in the [2īī0] direction and slow growth in 

the [10ī0] direction, the typical hexagons domain is formed as it growth. Atomic hydrogen H could form also 

dissociative carbon species. The equilibrium between diffusion, attachment to domain edge and detachment is 

controlled by CHx and H surface concentrations as well by the temperature. The best evidence of this assumption 

is the three regimes with typical known shapes of graphene domains observed experimentally for CVD graphene 

growth on copper at different temperatures [107]. (i) dendritic graphene under the control of diffusion-limited 

growth mechanism at low surface temperature (~1050°C) Figure 20-b (ii) hexagons with sharp edges for 

attachment limited growth for intermediate surface temperature (~1100°C) Figure 20-c and (iii) circular 

graphene domains for detachment-limited growth at high surface temperature (~1150°C) Figure 20-d.  
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Figure 20.  Schematics of graphene growth on (a) low carbon solubility cobalt substrate and (b-c) high carbon 

solubility copper substrate at different substrate temperature. 

 

V. CONCLUSIONS 
 
 

 A microwave PECVD reactor used for graphene synthesis was analyzed under specific graphene growth 

conditions with a power ≤ 580 W and a pressure ≤ 25 mbar. In situ measurements were performed using OES for 

a microwave-plasma-activated hydrogen above cobalt and copper growth surfaces. The experimental results 

indicate that the rotational temperature varies with the plasma power, from 950 K (at 340 W) to 1250 K (at 580 

W). The pressure was simultaneously varied from 10 mbar to 25 mbar to maintain a constant plasma volume. 

Partial evaporation or plasma etching of the copper substrate was observed. Adding a few mole percent of 

methane did not affect the rotational temperature, as measured through the emission of the H2 Fulcher-α system. 

The relative densities of H(n = 1) atoms were also determined by actinometry under specific graphene conditions 

and showed a mole percent of 3 to 4.5%. Best conditions to grow graphene from PECVD experiments using 

cobalt catalyst was found to be substrate temperature, Ts=870°C, pressure P=13 mbar, methane and hydrogen 

flowrates  CH4=1 sccm, H2=50 sccm and microwave power Pmw=400 W.To further explore aspects of the 

plasma chemistry prevailing in the reactor and to consider chemical and energetic effects, two nonequilibrium 

computational models were developed to estimate the relative importance of individual phenomena and to 

simulate the plasma properties under specific graphene growth. The 0D model extends the classical chemistry 

formulation to nonequilibrium plasma reactors that include three temperatures—T, Te and Tvas well as 119 

species involved in 336 gas-phase reactions. Surface recombination and detailed power deposition with inelastic 

and elastic collision losses are considered by assuming an electron energy distribution function (EEDF). The 

problem reduces to solving a set of stiff DAE to simultaneously determine steady-state mole fractions and 

CxHy Atomic hydrogen Copper

(b) Diffusion-limited growth (c) Attachment-limited growth (d) Detachment-limited growth

Attachment of CxHy on graphene lattice 

Detachment of CxHy from graphene lattice 

(a) Diffusion-segregation-reject growth

CH4, C2H2, CH3 etc.. dissolution

Cooling
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temperatures. Sensitivity analyses provide the quantitative dependence of the solution model on parameter 

perturbations, yielding guidelines for optimizing the H-atom and carbon precursors production in the reactor. A 

typical CPU time for solving the overall problem is 5 s on a Core i7 machine with 16 GB of RAM. Another 

advantage of the 0D model is the consideration of vibration chemistry represented by the vibrational temperature 

and sophisticated plasma chemistry with PAH. Nevertheless, the 0D model does not describe spatial 

multidimensional aspects of the problem and admit a boundary layer thickness as a parameter. For these reasons, 

a 2D auto-coherent model is proposed to solve the essential physics with gas and electron energy equations along 

with a reduced chemistry scheme to reduce the computational load. Despite the differences in the approaches, 

inherent to each model assumption, their validity under the prevailing experimental conditions is demonstrated. 

The 0D and 2D models show a relatively low gas temperature of 1600 K that is higher than the measured 

rotational temperature, suggesting that the H2 rotational temperature underestimates the gas temperature. 

Numerical results indicate that the addition of a few mole percent of methane to the hydrogen microwave plasma 

affects the plasma chemistry and the energy distribution. The 2D model indicates that little difference exists 

between the different optimum conditions on the MW-plasma coupling. This small difference is primarily 

explained by the temperature-controlled nature of the graphene growth.  

The graphene growth process is a multiphysics problem that requires a detailed chemistry scheme as 

well as transport and energy relaxation pathways to capture all of the important precursors. Constructing a model 

that can capture all these effects is challenging. To a certain extent, the 0D model captures the detailed chemistry 

with an inherent limitation consisting of the absence of diffusion from the cold regions of the cavity, which is 

found to be important from 2D simulations. However, the reduced chemistry model used in the 2D simulations is 

insufficient for drawing conclusions about the species concentrations and graphene growth precursors. 

Nevertheless, the qualitative comparisons between the experiments and the models are fairly satisfactory and the 

consideration of surface chemistry coupled with these models is currently under development.  
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mbar, CH4=1 sccm, H2=50 sccm and Pmw=400 W. 

Figure 14.  Time evolution of polycyclic aromatic hydrocarbons (PAHs) carbon species calculated from Table 3, 

OPT 1 conditions. Ts=700°C, P=13 mbar, CH4=1 sccm, H2=50 sccm and Pmw=400 W. 

Figure 15.  Electron, gas and vibration temperatures, absorbed power and electron and vibration energy 

exchange calculated for OPT 1 conditions. Ts=700°C, P=13 mbar, CH4=1 sccm, H2=50 sccm and Pmw=400 W. 
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Figure 16. Contours of (a) gas temperature T and (b) electron temperature Te calculated from Table 3, OPT 3 

conditions.  z and r are axial and radial position in meters, respectively 

Ts=870°C, P=13 mbar, CH4=1 sccm, H2=50 sccm and Pmw=400 W. 

Figure 17. (a) Electron density and (b) absorbed  power density contours. Calculated from Table 3, OPT 3 

conditions. z and r are axial and radial position in meters, respectively. Ts=870°C, P=13 mbar, CH4=1 sccm, 

H2=50 sccm and Pmw=400 W. 

Figure 18.  Specie mole fraction contours for H, CH3, CH4, C (Top from left to right) and C2H2, C2, C2H3
+ and 

C2H5
+ (Bottom from left to right) calculated from Table 3, OPT 3 conditions. z and r are axial and radial position 

in meters, respectively. Ts=870°C, P=13 mbar, CH4=1 sccm, H2=50 sccm and Pmw=400 W. 

Figure 19.  Calculated H-atom density profile from Table 3, OPT 1 to OPT 4 conditions. 
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