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INFINITE TIME BLOW-UP IN THE KELLER-SEGEL SYSTEM:

EXISTENCE AND STABILITY

JUAN DÁVILA, MANUEL DEL PINO, JEAN DOLBEAULT, MONICA MUSSO,
AND JUNCHENG WEI

Abstract. Perhaps the most classical diffusion model for chemotaxis is the

Keller-Segel system
ut = ∆u−∇ · (u∇v) in R2 × (0,∞),

v = (−∆R2 )−1u :=
1

2π

∫
R2

log
1

|x− z|
u(z, t) dz,

u(·, 0) = u0 ≥ 0 in R2.

(∗)

We consider the critical mass case
∫
R2 u0(x) dx = 8π which corresponds to the

exact threshold between finite-time blow-up and self-similar diffusion towards

zero. We find a radial function u∗0 with mass 8π such that for any initial

condition u0 sufficiently close to u∗0 the solution u(x, t) of (∗) is globally defined
and blows-up in infinite time. As t→ +∞ it has the approximate profile

u(x, t) ≈
1

λ2
U0

(
x− ξ(t)
λ(t)

)
, U0(y) =

8

(1 + |y|2)2
,

where λ(t) ≈ c√
log t

, ξ(t)→ q for some c > 0 and q ∈ R2.

1. introduction

This paper deals with the classical Keller-Segel problem in R2,
ut =∆u−∇ · (u∇v) in R2 × (0,∞),

v =(−∆R2)−1u :=
1

2π

∫
R2

log
1

|x− z|
u(z, t) dz,

u(·, 0) = u0 in R2,

(1.1)

which is a well-known model for the dynamics of a population density u(x, t) evolv-
ing by diffusion with a chemotactic drift. We consider positive solutions which are
well defined, unique and smooth up to a maximal time 0 < T ≤ +∞. This problem
formally preserves mass, in the sense that∫

R2

u(x, t)dx =

∫
R2

u0(x) dx =: M for all t ∈ (0, T ).

An interesting feature of (1.1) is the connection between the second moment of the
solution and its mass which is precisely given by

d

dt

∫
R2

|x|2 u(x, t) dx = 4M − M2

2π
,
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provided that the second moments are finite. If M > 8π, the negative rate of
production of the second moment and the positivity of the solution implies finite
blow-up time. If M < 8π the solution lives at all times and diffuses to zero with a
self similar profile according to [5]. When M = 8π the solution is globally defined
in time. If the initial second moment is finite, it is preserved in time, and there is
infinite time blow-up for the solution, as was shown in [4].

Globally defined in time solutions of (1.1) are of course its positive finite mass
steady states, which consist of the family

Uλ,ξ(x) =
1

λ2
U0

(
x− ξ
λ

)
, U0(y) =

8

(1 + |y|2)2
, λ > 0, ξ ∈ R2. (1.2)

We observe that all these steady states have the exact mass 8π and infinite second
moment ∫

R2

Uλ,ξ(x) dx = 8π,

∫
R2

|x|2 Uλ,ξ(x) dx = +∞.

As a consequence, if a solution of (1.1) is attracted by the family (Uλ,ξ), its mass
must be larger than 8π and if the initial second moment is finite, then blow-up
occurs in a singular limit corresponding to λ→ 0+.

In the critical mass M = 8π case, the infinite-time blow-up in (1.1) when the
second moment is finite, takes place in the form of a bubble in the form (1.2) with
λ = λ(t) → 0 according to [2, 4]. Formal rates and precise profiles were derived
in [12, 8] to be

λ(t) ∼ c√
log t

as t→ +∞.

A radial solution with this rate was built in [26] and its stability within the radial
class was established. However, the stability assertion for general small perturba-
tions was conjectured but left open, and the method of construction in [26] seems
difficult to adapt to the general, nonradial scenario.

In this paper we construct an infinite-time blow-up solution with an entirely
different method to that in [26], which in particular leads to a proof of the stability
assertion among non-radial functions. The following is our main result.

Theorem 1. There exists a nonnegative, radially symmetric function u∗0(x) with
critical mass

∫
R2 u

∗
0(x) dx = 8π and finite second moment

∫
R2 |x|2 u∗0(x) dx < +∞

such that for every u0 sufficiently close (in suitable sense) to u∗0 with
∫
R2 u0 dx = 8π,

we have that the associated solution u(x, t) of system (1.1) has the form

u(x, t) =
1

λ(t)2
U0

(
x− ξ(t)
λ(t)

)
(1 + o(1)), U0(y) =

8

(1 + |y|2)2

uniformly on bounded sets of Rn, and

λ(t) =
c√
log t

(1 + o(1)), ξ(t)→ q as t→ +∞,

for some number c > 0 and some q ∈ R2.

Sufficiently close for the perturbation u0(x) := u∗0(x) + ϕ(x) in this result is
measured in the C1-weighted norm for some σ > 0

‖ϕ‖∗σ := ‖(1 + | · |4+σ)ϕ‖L∞(R2) + ‖(1 + | · |5+σ)∇ϕ(x)‖L∞(R2) < +∞. (1.3)

We observe that for any σ > 0 this decay condition implies that the second moment
of ϕ is finite, which is not the case for σ ≤ 0.
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The scaling parameter is rather simple to find at main order from the approx-
imate conservation of second moment. The center ξ(t) actually obeys a relatively
simple system of nonlocal ODEs.

We devote the rest of this paper to the proof of Theorem 1. Our approach
borrows elements of constructions in the works [16, 21, 18, 17] based on the so-called
inner-outer gluing scheme, where a system is derived for an inner equation defined
near the blow-up point and expressed in the variable of the blowing-up bubble, and
an outer problem that sees the whole picture in the original scale. The result of
Theorem 1 has already been announced in [20] in connection with [16, 21, 18].

There is a huge literature on chemotaxis in biology and in mathematics. The
Patlak-Keller-Segel model [43, 35] is used in mathematical biology to describe the
motion of mono-cellular organisms, like Dictyostelium Discoideum, which move ran-
domly but experience a drift in presence of a chemo-attractant. Under certain cir-
cumstances, these cells are able to emit the chemo-attractant themselves. Through
the chemical signal, they coordinate their motion and eventually aggregate. Such a
self-organization scenario is at the basis of many models of chemotaxis and is con-
sidered as a fundamental mechanism in biology. Of course, the aggregation induced
by the drift competes with the noise associated with the random motion so that
aggregation occurs only if the chemical signal is strong enough. A classical survey
of the mathematical problems in chemotaxis models can be found in [31, 32]. After
a proper adimensionalization, it turns out that all coefficients in the Patlak-Keller-
Segel model studied in this paper can be taken equal to 1 and that the only free
parameter left is the total mass. For further considerations on chemotaxis, we shall
refer to [30] for biological models and to [11] for physics backgrounds.

In many situations of interest, cells are moving on a substrate. The two-dimen-
sional case is therefore of special interest in biology, but also turns out to be partic-
ularly interesting from the mathematical point of view as well, because of scaling
properties, at least in the simplest versions of the Keller-Segel model. Boundary
conditions induce various additional difficulties. In the idealized situation of the
Euclidean plane R2, it is known since the early work of W. Jäger and S. Luckhaus
in [33] that solutions globally exist if the mass M is small and blow-up in finite time
if M is large. The blow-up in a bounded domain is studied in [33, 1, 38, 39, 45].
The precise threshold for blow-up, M = 8π, has been determined in [23, 5], with
sufficient conditions for global existence if M ≤ 8π in [5] (also see [22] in the ra-
dial case). The key estimate is the boundedness of the free energy, which relies on
the logarithmic Hardy-Littlewood-Sobolev inequality established in optimal form
in [9]. We refer to [3] for a review of related results. If M < 8π, diffusion domi-
nates: intermediate asymptotic profiles and exact rates of convergence have been
determined in [7]. Also see [40, 25]. In the supercritical case M > 8π, various
formal expansions are known for many years, starting with [27, 28, 48] which were
later justified in [44], in the radial case, and in [14], in the non-radially symmetric
regime. This latter result is based on the analysis of the spectrum of a linearized
operator done in [15], based on the earlier work [19], and relies on a scalar product
already considered in [44] and similar to the one used in [6, 7] in the subcritical mass
regime. An interesting subproduct of the blow-up mechanism in [44, 29] is that the
blow-up takes the form of a concentration in the form of a Dirac distribution with
mass exactly 8π at blow-up time, as was expected from [29, 24], but it is still an
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open question to decide whether this is, locally in space, the only mechanism of
blow-up.

The critical mass case M = 8π is more delicate. If the second moment is infinite,
there is a variety of behaviors as observed for instance in [36, 37, 42]. For solutions
with finite second moment, blow-up is expected to occur as t → +∞: see [34] for
grow-up rates in R2, and [47] for the higher-dimensional radial case. The existence
in R2 of a global radial solution and first results of large time asymptotics were
established in [2] using cumulated mass functions. In [4], the infinite time blow-up
was proved without symmetry assumptions using the free energy and an assumption
of boundedness of the second moment. Also see [41, 42] for an existence result under
weaker assumptions, and further estimates on the solutions. Asymptotic stability of
the family of steady states determined by (1.2) under the mass constraint M = 8π
has been determined in [10]. The blow-up rate λ(t) and the shape of the limiting
profile U were identified in formal asymptotic expansions in [49, 50, 46, 12, 13]
and also in [8, Chapter 8]. As already mentioned, a radial solution with rate
λ(t) ∼ (log t)−1/2 was built and its stability within the radial class was established
in [26].

2. An approximate solution and the inner-outer gluing syestem

We consider the Keller-Segel system in entire R2
ut =∆u−∇ · (u∇v) in R2 × (0,∞),

v =(−∆R2)−1u :=
1

2π

∫
R2

log
1

|x− z|
u(z, t) dz

u(·, 0) = u0 in R2.

(2.1)

We will build a first approximation to a solution u(x, t) globally defined in time
such that on bounded sets in x we have

u(x, t) =
1

λ(t)2
U0

(
x− ξ(t)
λ(t)

)
(1 + o(1)) as t→ +∞ (2.2)

for certain functions 0 < λ(t)→ 0 and ξ(t)→ q ∈ R2. Here we recall

U0(y) =
8

(1 + |y|2)2
.

In §2.1 we formally derive asymptotic expressions for the parameter functions. This
allows us to define an adequate range for their values we consider. In §2.2 we
build an additive correction of the resulting “bubble” which improves the error of
approximation in the remote regime. In §2.3 we introduce the inner-outer gluing
system for additive corrections of the approximation, that respectively distinguish
local and remote regimes relative to the concentration regions.

2.1. Formal derivation of λ(t). We know that (2.2) can only happen in the
critical mass, finite second moment case:∫

R2

u(x, t)dx = 8π,

∫
R2

|x|2u(x, t)dx < +∞,

which according to the results in [4, 26, 12] is consistent with a behavior of the form
(2.2). Since the second moment of U0 is infinite, we do not expect the approximation
(2.2) be uniform in R2 but sufficiently far, a faster decay in x should take place.
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We will find an approximate asymptotic expression for the scaling parameter λ(t)
that matches with this behavior.

Let us introduce the function V0 := (−∆)−1U0. We directly compute

V0(y) = log
8

(1 + |y|2)2

and hence V0 solves Liouville equation

−∆V0 = eV0 = U0 in R2.

Then ∇V0(y) ≈ − 4y
|y|2 for all large y, and hence we get, away from x = ξ,

−∇ · (u∇(−∆)−1u) ≈ 4∇u · x− ξ
|x− ξ|2

.

Hence defining

E(u) := ∆u−∇ · (u∇(−∆)−1u) (2.3)

and writing in polar coordinates

u(r, θ, t) = u(x, t), x = ξ(t) + reiθ,

we find E(u) ≈ ∂2
ru+ 5

r∂ru and hence, assuming ξ̇(t)→ 0 sufficiently fast, equation
(2.1) approximately reads

∂tu = ∂2
ru+

5

r
∂ru, (2.4)

which can be idealized as a homogeneous heat equation in R6 for radially symmetric
functions. It is therefore reasonable to believe that beyond the self-similar region
r �

√
t the behavior changes into a function of r/

√
t with fast decay at +∞ that

yields finiteness of the second moment. To obtain a first global approximation, we
simply cut-off the bubble (2.2) beyond the self-similar zone. We introduce a further
parameter α(t) and set

u1(x, t) =
α(t)

λ2
U0

(
|x− ξ|
λ

)
χ(x, t), (2.5)

where we denote

χ(x, t) = χ0

( |x− ξ|√
t

)
with χ0(s) a smooth cut-off function such that

χ0(s) =

{
1 if s ≤ 1

0 if s ≥ 2.

The reason why we introduce the parameter α(t) is because the total mass of the
actual solution should equal 8π for all t. For the moment let us just impose∫

R2

u1(x, t)dx = 8π.

From a direct computation we arrive to the relation α = α0 where

α0(t) = 1 + a
λ2

t
(1 + o(1)), a = 2

∫ ∞
0

1− χ0(s)

s3
ds.
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Next we will obtain an approximate value of the scaling parameter λ(t) that is
consistent with the presence of a solution u(x, t) ≈ u0

1(x, t) where u0
1 is the function

u1 in (2.5) with α = α0. Let us consider the “error operator”

S(u) = −ut + E(u) (2.6)

where E(u) is defined in (2.3). We have the following well-known identities, valid
for an arbitrary function ω(x) of class C2(R2) with finite mass and D2ω(x) =
O(|x|−4−σ) for large |x|. We have∫

R2

|x|2E(ω) dx = 4M − M2

2π
, M =

∫
R2

ω(x)dx (2.7)

and ∫
R2

xE(ω) dx = 0,

∫
R2

E(ω) dx = 0. (2.8)

Let us recall the simple proof of (2.7). Integrating by parts on finite balls with large
radii and using the behavior of the boundary terms we get the identities∫

R2

|x|2∆ω dx = 4M,∫
R2

|x|2∇ · (∇(−∆)−1)ω)ω dx = −2

∫
R2

x · ∇(−∆)−1ω dx

=
1

π

∫
R2

∫
R2

ω(x)ω(y)
x · (x− y)

|x− y|2
dx dy

=
1

2π

∫
R2

∫
R2

ω(x)ω(y)
(x− y) · (x− y)

|x− y|2
dx dy

=
M2

2π
(2.9)

and then (2.7) follows. The proof of (2.8) is even simpler. For a solution u(x, t) of
(2.1) we then get

d

dt

∫
R2

u(x, t)|x|2dx = 4M − M2

2π
, M =

∫
R2

u(x, t)dx. (2.10)

At this point we also point out that the first moments, namely the center of mass
of u in space is preserved since

d

dt

∫
R2

u(x, t)xidx = 0.

In particular, if u(x, t) is sufficiently close to u0
1(x, t) and since

∫
R2 u1(x, t)dx = 8π

we get the approximate validity of the identity

d

dt

∫
R2

u1(x, t)|x|2dx = 0.

This means

aI(t) :=

∫
R2

α0

λ2
U0

(
x− ξ
λ

)
χ0

(
|x− ξ|√

t

)
|x|2dx = constant.

We readily check that for some constant κ

I(t) = 16πλ2

∫ √
t
λ

0

ρ3dρ

(1 + ρ2)2
+ κ+ o(1) = 16πλ2 log

√
t

λ
+ κ+ o(1).
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Then we conclude that λ(t) approximately satisfies

λ2 log t = c2 = constant

and hence we get at main order

λ(t) =
c√
log t

.

We also notice that the center of mass is preserved for a true solution, thanks to
(2.10):

d

dt

∫
R2

xu(x, t)dx = 0,

since the center of mass of u1(x, t) is exactly ξ(t) we then get that approximately

ξ(t) = constant = q

2.2. First error and improvement of approximation. We consider as a first
approximation to a solution to (2.1) the function u1(x, t) defined by (2.5).

Motivated by the previous considerations we introduce the hypotheses that we
make on the parameters λ(t) > 0, ξ(t) ∈ R2 and α(t) in (2.5) that satisfy

λ(+∞) = 0, α(+∞) = 1.

We let

λ∗(t) =
1√
log t

.

For fixed numbers M ≥ 1, t0 > 0 which we will later take sufficiently large, and a
small σ > 0 we assume the following bounds for the derivatives of parameters hold
for all t ∈ (t0,+∞).

|λ̇(t)| ≤ M |λ̇∗(t)|, |α̇(t)| ≤ M
λ2
∗
t2
, |ξ̇(t)| ≤ M

1

t1+σ
. (2.11)

We will find an expression for the error of approximation S(u1) where S(u) is the
error operator (2.6), and then will build a modification

u2(x, t) = u1(x, t) + ϕ1(x, t) (2.12)

of u1 such that the associated error gets reduced beyond the self-similar region.

For the sake of computation, it is convenient to rewrite u1(x, t) in (2.5) in the
form

u1(x, t) =
α

λ2
U0(y)χ(y, t), χ(y, t) = χ0

(
λ|y|√
t

)
, y =

x− ξ
λ

.

We compute

S(u1) = −∂tu1 + E(u1) = Si + So + E(u1)

where, writing y = x−ξ(t)
λ(t) ,

Si = − α̇

λ2
U0(y)χ+ α

λ̇

λ3
(2U0(y) + y · ∇yU0(y))χ+

α

λ3
ξ̇ · ∇yU0(y)χ

So =
1

2
α
|x− ξ|
λ2t

3
2

U0χ
′
0

( |x− ξ|√
t

)
+

α

λ3
√
t
ξ̇ · y
|y|
U0(y)χ′0

( |x− ξ|√
t

)
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and, we recall, E(u) = ∆u − ∇ · (u∇(−∆)−1u). The superscripts i and o respec-
tively refer to “inner” and “outer” parts of the error that will later be dealt with
separately.

Using the notation

V (z) =
1

2π

∫
R2

log
1

|z − y|
U0(z, t)χ(y, t) dy,

we decompose

E(u1) = Eo + E i

where

E i = λ−4
[
α(α− 1)U2

0χ− α(α− 1)∇yU0∇yV0χ
]

Eo = λ−4
[
2α∇yU0 · ∇yχ+ αU0∆yχ+ U2

0α
2χ(χ− 1)

− α2U0∇yχ∇yV − α2χ∇yU0∇y(V − V0)
]
.

Next we introduce a correction ϕ1(x, t) as in (2.12) that eliminates the main
terms of the error Eo + So, which can be written as

λ2

t3
h(ζ), ζ =

|x− ξ|√
t
,

where

h(ζ) =
8

ζ4

[
χ′′0 −

3

ζ
χ′0(ζ) +

ζ

2
χ′0(ζ)

]
.

In agreement with the approximate expression (2.4) for the remote regime of (2.1),
we look for the correction ϕ1 in the form

ϕ1(x, t) = λ2ϕ̃1(|x− ξ|, t), (2.13)

where ϕ̃1(r, t) solves the radial heat equation in dimension 6: ∂tϕ̃1 = ∂2
r ϕ̃1 +

5

r
∂rϕ̃1 +

1

t3
h
( r√

t

)
,

ϕ̃1(r, 0) = 0.
(2.14)

The solution ϕ̃1(r, t) to problem (2.14) can be expressed in self-similar form as

ϕ̃1(r, t) =
1

t2
g(ζ), ζ =

r√
t
.

We find for g the equation

g′′ +
5

ζ
g′ +

ζ

2
g′ + 2g + h(ζ) = 0, ζ ∈ (0,∞). (2.15)

Using that the function 1
ζ4 is in the kernel of the homogenous equation, we find the

explicit solution of (2.15),

g0(ζ) = − 1

ζ4

∫ ζ

0

x3e−
1
4x

2

∫ x

0

h(y)e
1
4y

2

y dydx.

To find the solution ϕ1 with suitable decay at infinity we let

g(ζ) = g0(ζ) +
1

8
z̄(ζ)I, (2.16)
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where

z̄(ζ) =
1

ζ4

∫ ζ

0

x3e−
1
4x

2

dx

is a second solution of the homogeneous equation, linearly independent of 1
ζ4 and

I =

∫ ∞
0

x3e−
1
4x

2

∫ x

0

h(y)e
1
4y

2

y dydx.

We observe that

g(ζ) = O(e−
1
4 ζ

2

) as ζ → +∞,
which makes the solution (2.16) the only one with decay faster than O(ζ−4) as
ζ → +∞. An explicit calculation gives that I = −8, and therefore

ϕ1(ξ(t), t) = −λ(t)2

4t2
, (2.17)

an identity that will play a crucial role in later computations.

We take then as the basic approximation the function u2(x, t) in the form (2.12)
defined as

u2(x, t) =
α(t)

λ2
U0

(
x− ξ(t)
λ(t)

)
χ0

( |x− ξ(t)|√
t

)
+ ϕ1(x, t), (2.18)

where ϕ1 is defined by (2.13). Accordingly, we write

ψ1 = (−∆x)−1ϕ1, v2 = (−∆x)−1u2. (2.19)

A direct computation of the new error yields the validity of the following expansion.

Lemma 2.1. Let u2 be given by (2.18) with ϕ1(x, t) defined as in (2.13). The error
of approximation S(u2) can be expressed as

S(u2) = λ−4
[
αλλ̇Z0(y) + αλξ̇1Z1(y) + αλξ̇2Z2(y) + λ2α̇Z3(y)

]
+ λ−4Eχ

+ λ−4R1χ+R2(1− χ)

where

E = α(α− 1)[U2
0 (y)−∇yU0(y)∇yV0(y)] (2.20)

+ λ4[−∇xu1∇x(−∆x)−1ϕ1 + 2u1ϕ1], y =
x− ξ
λ

,

the functions Zj(y) are defined as

Z0(y) = 2U0(y) + y · ∇U0(y),

Zj(y) =
∂U0

∂yj
(y), j = 1, 2,

Z3(y) =− U0(y)

(2.21)

and the remainders R1, R2 respectively satisfy

|R1(y, t)| ≤ CM2 λ6

t3(1 + |y|2)

|R2(x, t)| ≤ CM2λ
4

t3
e−c

|x−ξ|2
t

for universal constants c, C > 0, and where M is the number in constraints (2.11).
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In addition, we check that the function v2 = (−∆)−1u2 can be expanded as

v2(x, t) = V0(y) + ψ1(x, t) + ṽ2(x, t), y =
x− ξ
λ

, (2.22)

where the functions ψ1(x, t), ṽ2(x, t) satisfy the gradient estimates

|∇xψ1(x, t)| ≤ C

{
λ2

t2 |x− ξ|, |x− ξ| ≤
√
t,

λ2

t
1
|x−ξ| , |x− ξ| ≥

√
t,

|∇xṽ2(x, t)| ≤ Cλ
2

t2
1

|x− ξ|+ λ
.

2.3. The inner-outer gluing system. We look for a solution of Equation (2.1),
which we write in the form

S(u) :=− ut + ∆xu−∇x · (u∇xv) = 0 in R2 × (0,∞),

v =(−∆x)−1u :=
1

2π

∫
R2

log
1

|x− z|
u(z, t) dz

(2.23)

We look for a solution (u, v) of (2.23) as a perturbation (ϕ,ψ) of (u2, v2)

u =u2 + ϕ,

v = v2 + ψ,
(2.24)

where ψ = (−∆x)−1ϕ. Then (2.23) can be written as

−ϕt + Lu2 [ϕ]−∇ϕ∇ψ + ϕ2 + S(u2) = 0, ψ = (−∆x)−1ϕ, (2.25)

where Lu∗ [ϕ] designates the linearized operator for the elliptic part of (2.23) around
a function u∗, which setting v∗ = (−∆x)−1u∗ is given by

Lu∗ [ϕ] := ∆xϕ−∇xv∗ · ∇xϕ−∇xu∗ · ∇xψ + 2u∗ϕ, ψ = (−∆x)−1ϕ

For |x− ξ| �
√
t we have the approximate expressions

u2(x, t) ≈ λ−2U0(y), v2(x, t) ≈ V0(y) = logU0(y), y =
x− ξ
λ

.

Writing in this region

ϕ(x, t) = λ−2φ(y, t), ψ(x, t) = (−∆y)−1φ(y, t), y =
x− ξ
λ

,

the operator Lu2
[ϕ] gets approximated by the inner linearized operator

Lu2
[ϕ](x, t) ≈ λ−4Li[φ](y, t),

with

Li[φ](y, t) :=∆yφ−∇yV0(y) · ∇yφ−∇yU0(y) · ∇yψ + 2U0(y)φ,

ψ(y, t) =(−∆y)−1φ(y, t).
(2.26)

The operator Li is the linearization of the static Keller-Segel equation

∆yU −∇y · [U∇y(−∆y)−1U ] = 0 in R2

around its solution U = U0(y). Similarly, the outer linearized operator associated to
(2.25) is obtained noticing that ∇xu∗ ·∇xψ is comparatively small, when confronted
with the other terms. The actual operator is then remotely approximated by

Lu2
[ϕ](x, t) ≈ Lo[ϕ](x, t),
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where

Lo[ϕ] := ∆xϕ−∇xv2 · ∇xϕ, (2.27)

and v2 is defined in (2.19). In polar coordinates referred to ξ(t) we approximately
find

Lo[ϕ] ≈ ϕrr +
5

r
ϕr +

1

r2
ϕθθ.

which for radial functions can be idealized as a 6d-Laplacian.

Next we set up an ansatz for the perturbation ϕ in (2.24) which goes along with
the decomposition (2.18),

u2(x, t) =
α

λ2
U0(y)χ(x, t) + ϕ1(x, t)

in which we make a distinction between inner and outer parts of the remainder.
For certain functions φi(y, t), ψi(y, t), φo(x, t), ψi(x, t) we write

ϕ(x, t) =
1

λ2
φi(y, t)χ(x, t) + φo(x, t), y =

x− ξ
λ

ψ(x, t) = ψi(y, t)χ(x, t) + ψo(x, t)

where we recall χ(x, t) = χ0

(
|x−ξ|√

t

)
, with χ0(s) the smooth cut-off function in

(2.6), and we impose the relations

ψi(y, t) = (−∆y)−1φi(y, t),

ψo(x, t) = (−∆x)−1
[
φo + 2λ−1∇yψi∇xχ+ ψi∆xχ

]
,

(2.28)

which readily yield ϕ = (−∆x)−1ψ and hence v = (−∆x)−1u in (2.24).

The idea is to define a coupled system of equations for the functions φi,φo,ψi,ψo,
additional to relations (2.28), the inner-outer gluing system, which, if satisfied, gives
a solution to (2.23) of the form (2.24). This system involves at main order parabolic
evolutions of the linear elliptic operators Li[φi] and Lo[φo].

We impose on φi and φo a system of equations of the form

λ2 ∂φ
i

∂t
= Li[φi] +H(φo, ψo, φi, ψi, λ, α, ξ) (2.29)

∂φo

∂t
= Lo[φo] +G(φo, ψo, φi, ψi, λ, α, ξ). (2.30)

The operator H involves the terms in equation (2.25) that are supported in the
self-similar region |x− ξ(t)| .

√
t|, and G all the remaining ones, the main of them

a linear coupling with φi around |x−ξ| ∼
√
t due to derivatives of χ. This coupling

will be weaker if the parameters α(t), λ(t), ξ(t) satisfy certain solvability conditions
which amount to 4 differential equations which are coupled with (2.28), (2.29),
(2.30).

To define precisely the operators H and G it is convenient to introduce, for
functions a(x), b(x), A(y), B(y), the notation,

[a, b]x = ∇x · (a∇xb), [A,B]y = ∇y · (A∇yB).
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Precisely, we define

H(φo, ψo, φi, ψi, λ, α, ξ)(y, t) = H̃(φo, ψo, φi, ψi, λ, α, ξ)χ̃(y, t)

+ [αλλ̇Z0(y) + αλξ̇1Z1(y) + αλξ̇2Z2(y) + λ2α̇Z3(y)]χ̃,

(2.31)

where the functions Zj(y) were defined in (2.21), the operator H̃ is given by

H̃(φo, ψo, φi, ψi, λ, α, ξ) = E +R1 + λ2U0φ
o − [(αχU0 + λ2ϕ1), ψo]y

+ λλ̇(2φi + y · ∇yφi) + λξ̇ · ∇yφi

− (α− 1)[U0, ψ
iχ]y − α[U0(χ− 1), ψiχ]y

− [U0, ψ
i(1− χ)]y − λ2[ϕ1, ψ

iχ]y − [φiχ, v2 − V0]y

− [φiχ+ λ2φo, ψiχ+ ψo]y,

(2.32)
and

χ̃(y, t) = χ0

(1

2

λ√
t
|y|
)
, (2.33)

where E is defined in (2.20).

The operator G is given by

G(φo, ψo, φi, ψi, λ, α, ξ) =
φi

λ2
[∆xχ− ∂tχ] +

2

λ2
∇xφi · ∇xχ

+ (1− χ)
[
S(u2) + u2φ

o − [u2, ψ
o]x − [λ−2φiχ, v2]x

− [u2, ψ
iχ]x − λ−2[φi(1− χ), V0]x + u2φ

o − [u2, ψ
o]x

− [λ−2φiχ+ φo, ψiχ+ φo]x

]
. (2.34)

It is straightforward to check that if φi, ψi, φo, ψo satisfy the system (2.28),
(2.29), (2.30), then

u = u2 + λ−2φiχ+ φo, v = v2 + ψiχ+ ψo

is a solution of the original problem (2.23), with u2, v2 defined in (2.18), (2.19).

The idea that motivates the solvability conditions mentioned above is to solve
(2.29) for φi(y, t) by temporarily ignoring the term λ2φit and thus considering the
elliptic equation

Li[φi] +H(φo, ψo, φi, ψi, λ, α, ξ) = 0. (2.35)

We would like that φi(y, t) for y large becomes small so that at main order it
does not influence the outer regime, mainly represented by the main coupling term
λ2φi[∆xχ − ∂tχ] + 2λ−2∇xφi · ∇xχ in the definition of G in equation (2.30). To
achieve this decay in y we need that H in (2.35) satisfies certain conditions. To state
them, let us consider, more generally, the elliptic equation for φ = φ(y), h = h(y)

Li[φ] + h(y) = 0 in R2. (2.36)

Let us assume that for some m ∈ (4, 6),

h(y) = O(|y|−m) as |y| → +∞ (2.37)∫
R2

h(y)dy = 0. (2.38)
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We recall that equation (2.36) is approximated for |y| large by the elliptic equation

∆R2φ+
4y

|y|2
· ∇yφ+ h(y) = 0. (2.39)

The operator can be regarded as a 6-dimensional Laplacian when acting on radial
functions. Using this, a suitable barrier argument gives that a decaying solution
φ(y) to (2.38) has the estimate

|φ(y)| = O(|y|−m+2) as |y| → +∞. (2.40)

Let us check necessary conditions for the existence of a solution to (2.36) with decay
(2.40). Problem (2.36) can be rewritten in divergence form as

∇ · (U0∇g) + h(y) = 0 in R2, g =
φ

U0
− (−∆y)−1φ. (2.41)

Written in this form we readily see that condition (2.38) is indeed necessary. Testing
the equation against the second moment factor |y|2, integrating in large balls and
taking into account the decay of boundary terms, we find∫

R2

|y|2∇ · (U0∇g)dy =

∫
R2

g∇y · (2yU0) = 2

∫
R2

gZ0dy

where

Z0(y) = 2U0(y) + y · ∇U0(y) =: U0z0(y).

Setting ψ = (−∆)−1φ we get

−
∫
R2

gZ0dy =

∫
R2

(∆ψ + U0ψ)z0 =

∫
R2

(∆z0 + U0z0)ψ.

Similarly, testing equation (2.41) against the coordinate function yj we obtain∫
R2

yj∇ · (U0∇g)dy =

∫
R2

g
∂Uj
∂yj

= 2

∫
R2

gZjdy

and ∫
R2

gZjdy = −
∫
R2

(∆zj + U0zj)ψ.

where Zj(y) = U0(y)zj(y). The operator L[ψ] := ∆ψ + U0(y)ψ is classical. It
corresponds to linearizing the Liouville equation

∆v + ev = 0 in R2.

around the solution V0 = logU0. It is well known that the bounded kernel of this
linearization is spanned by the generators of rigid motions, namely translations
and dilation invariance of the equation, which are precisely the functions z0, z1, z2

introduced above, which can also be written as{
z0(y) = ∇V0(y) · y + 2

zj(y) = ∂yjV0(y), j = 1, 2
(2.42)

Thus L[zj ] = 0, j = 0, 1, 2 and then we obtain the necessary conditions∫
R2

h(y)dy = 0,

∫
R2

h(y)|y|2dy = 0,

∫
R2

h(y)yjdy = 0, j = 1, 2 (2.43)

for existence of a solution φ to (2.36) with decay (2.40). Conditions (2.43) will
be satisfied for h = H(φo, ψo, λ, α, ξ) in (2.35) only if the parameters λ, α, ξ are
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conveniently adjusted. We will precisely impose these constraints as additional
equations to the system (2.29)-(2.30).

The form of H in (2.31) motivates the introduction of the following modification
of (2.29)

λ2∂tφ
i = Li[φi] +H(φo, ψo, φi, ψi, λ, α, ξ) +

4∑
j=1

cj(t)Zjχ̃ (2.44)

where H is given by (2.31) and the numbers cj(t) are precisely those such that the
functions

h(y, t) = H(φo, ψo, φi, ψi, λ, α, ξ) +

3∑
j=0

cj(t)Zjχ̃

satisfies the four integral conditions (2.43) for all t. Explicitly, we have

c0(t) = − α∫
R2 Z0χ̃ |y|2 dy

∫
R2

H(φo, ψo, λ, α, ξ)χ̃ |y|2 dy

c1(t) = − α∫
R2 Z1χ̃ y1 dy

∫
R2

H(φo, ψo, λ, α, ξ)χ̃ y1 dy

c2(t) = − α∫
R2 Z2χ̃ y2 dy

∫
R2

H(φo, ψo, λ, α, ξ)χ̃ y2 dy

c3(t) = − α∫
R2 Z3χ̃ dy

∫
R2

H(φo, ψo, λ, α, ξ)χ̃ dy.

(2.45)

The scalars cj define functionals cj [φ
o, ψo, φi, ψi, λ, α, ξ](t). Equation (2.29) will

then be satisfied if in addition to (2.44) we impose the relations

cj [φ
o, ψo, φi, ψi, λ, α, ξ](t) = 0, j = 0, 1, 2, , 3. (2.46)

To find a solution of the original problem (2.1) it is sufficient to solve the system
of equations (2.28), (2.30), (2.44), (2.46) for all t > t0, where t0 is a large fixed
number, and we impose initial conditions at t0 of the form

φi(·, t0) = 0, φo(·, t0) = φo∗

where φ∗0 is a generic small function whose properties we will state later on.

3. The Proof of Theorem 1

In this section we provide the proof of our main result by solving the inner-outer
gluing system in a suitable region for its unknowns. For the sake of exposition
we postpone the proofs of suitable invertibility theories for the linear operators
involved in the inner and outer equations. With the notation introduced in the
previous section, we recall that the inner-outer gluing system is

λ2 ∂φ
i

∂t
= Li[φi] +H(φo, ψo, φi, ψiλ, α, ξ) +

3∑
j=0

cj(t)Zjχ̃,

φi(y, t0) = 0

ψi(y, t) = (−∆y)−1φi

(3.1)
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∂φo

∂t
= Lo[φo] +G(φo, ψo, φi, ψiλ, α, ξ)

φo(x, t0) = φo0(x)

ψo(x, t) = (−∆x)−1
[
φo + 2λ−1∇yψi∇xχ+ ψi∆xχ

] (3.2)

cj [φ
o, ψo, φi, ψi, λ, α, ξ](t) = 0, j = 0, 1, 2, 3, (3.3)

where the cj are defined in (2.45). We recall that on the parameters α(t), λ(t), ξ(t)
we assume that λ(+∞) = 0, α(+∞) = 0 and

|λ̇(t)| ≤ M |λ̇∗(t)|, |α̇(t)| ≤ M
λ2
∗
t2
, |ξ̇(t)| ≤ M

1

t1+σ
. (3.4)

where λ∗(t) = 1√
log t

and M is a positive constant to be later taken sufficiently

large.

Next we describe the linear estimates to be used to solve the inner and outer
equations (3.1) and (3.2). We consider first the inner linear equation

λ2∂tφ
i = Li[φi] + h+

3∑
j=0

dj(t)Zjχ̃, in R2 × (t0,∞)

φi(·, t0) = 0, in R2,

(3.5)

where dj(t) are given by

d0(t) = − 1∫
R2 Z0χ̃ |y|2 dy

∫
R2

h(y, t) |y|2 dy

d1(t) = − 1∫
R2 Z1χ̃ y1 dy

∫
R2

h(y, t)y1 dy

d2(t) = − 1∫
R2 Z2χ̃ y2 dy

∫
R2

h(y, t)y2 dy

d3(t) = − 1∫
R2 Z3χ̃ dy

∫
R2

h(y, t) dy.

We define next norms, which are suitably adapted to the terms in the inner
linear problem (3.5).

We observe that in H defined in (2.31) we have the term λ4S(u2)χ̃, which can
be estimated as

|λ4S(u2)χ̃| ≤ C

[
|λλ̇|

(1 + |y|)4
+
|α− 1|

(1 + |y|)6
+

λ|ξ̇|
(1 + |y|)5

+
λ|α̇|

(1 + |y|)4
+

M2λ4

t2(1 + |y|)4

]
χ̃

≤ C M2

t2(log t)2(1 + |y|)4
χ0

(λ|y|
2
√
t

)
(3.6)

using the hypotheses (3.4). From (3.6) we get that for σ ∈ (0, 1).

|λ4S(u2)χ̃| ≤ CM2 1

t
1−σ
2 (log t)

3−σ
2 (1 + |y|)5+σ

. (3.7)

Given numbers ν > 0, µ ∈ R, and σ ∈ (0, 1), for a function h(y, t) we define the
norm and ‖h‖i,∗∗ as the least numbers K ≥ 0 such that for all (y, t) ∈ R2× (t0,∞),

|h(y, t)| ≤ K
1

tν | log t|µ
1

(1 + |y|)5+σ
.
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This norm separates space and time variables and involves a rather fast decay rate
in space and product of logarithmic and algebraic decay in time. The norm in
which we would like to measure a solution φ(y, t) to (3.5) is of weighted C1 type in
space.

Inside the self-similar region |y| .
√
t/λ, the “elliptic part” is dominant, namely

the elliptic equation (2.39) for an h satisfying (2.37) with m = 5 + σ. That should
lead to a control for φ like (2.40), namely

φ(y, t) = O(t−ν | log t|−µ|y|2−m).

For |y| &
√
t/λ the time-derivative part dominates and the norm loses one factor

of t/λ2 ∼ t| log t| because of time integration.

Thus, for a function φ(y, t) we let ‖φ‖i,∗ be the least number K such that

|φ(y, t)|+(1+|y|)|∇yφ(y, t)| ≤ K
[ 1

tν | log t|µ
χ̃

(1 + |y|)3+σ
+

1

tν−1| log t|µ−1

1− χ̃
(1 + |y|)5+σ

]
.

for χ̃(y, t) is the cut off function in (2.33) which is supported in the self-similar
region.

We have the validity of the following result which we prove in §5

Proposition 3.1. Assume that λ satisfies (3.4). Let ν > 0, µ ∈ R, σ ∈ (0, 1).
There exists C > 0 such that for t0 sufficiently large, if ‖h‖i,∗∗ < ∞ there is a
solution φi = T iλ [h] to (3.5), which defines a linear operator of h, and satisfies

‖φi‖i,∗ ≤ C‖h‖i,∗∗.

Next we consider the linear outer problem:{
∂tφ

o = Lo[φo] + g(x, t), in R2 × (t0,∞)

φo(·, t0) = φo0, in R2.
(3.8)

For the outer problem we will only consider right hand sides that have power-like
behavior in the self-similar variable ζ = x−ξ√

t
.

To define the norms for the outer problem, we take into account that S(u2)(1−χ)
can be estimated, thanks to Lemma 2.1, by

|S(u2)(1− χ)| ≤ CM2 1

t3 log2 t
e−c

|x−ξ|2
t . (3.9)

To include the effect of rather general initial conditions, we consider norms that
allow polynomial decay in the self-similar variable x−ξ√

t
.

For a given function g(x, t) we consider the norm ‖g‖∗∗,o defined as the least
K ≥ 0 such that for all (x, t) ∈ R2 × (t0,∞)

|g(x, t)| ≤ K 1

ta| log t|β
1

1 + |ζ|b
, ζ =

x− ξ(t)√
t

.

Accordingly, we consider for a function φo(x, t) the norm ‖φ‖∗,o defined as the least
K ≥ 0 such that

|φo(x, t)|+ (λ+ |x− ξ|)|∇xφo(x, t)| ≤ K
1

ta−1| log t|β
1

1 + |ζ|b
, ζ =

x− ξ√
t
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for all (x, t) ∈ R2× (t0,∞). For the initial condition φo0 we consider the norm ‖φo0‖b
given by the least K such that

|φo0(x)| ≤ K
1

(1 + |z|)b
, z =

x− ξ(t0)√
t0

.

We assume that the parameters a, b, β satisfy

a, b > 0, a < 4, b < 6, a < 1 +
b

2
, β ∈ R. (3.10)

We have the following result whose proof we postpone to §6.

Proposition 3.2. Assume that λ, α, ξ satisfy the conditions in (3.4), and that
a, b, µ satisfy (3.10). Then there is a constant C so that for t0 sufficiently large, for
‖g‖∗∗,o <∞ and ‖φo0‖b <∞ there is solution φo = T oλ,α,ξ[g] of (3.8), which defines
a linear operator of g and φo0 provided and satisfies

‖φo‖∗,o ≤ C
[
‖g‖∗∗,o + ta−1

0 | log t0|β‖φo0‖b
]
.

Next we carry out the proof of Theorem 1 assuming the validity of Propositions
3.1 and 3.2.

Proof of Theorem 1. Let us fix functions λ(t), α(t) and ξ(t) that satisfy con-
ditions (3.4) for a large M > 0. We consider the linear operator φi = T iλ [h] in
Proposition 3.1 where we choose t0 � 1 sufficiently large, σ ∈ (0, 1) and, motivated
by (3.7), fix values for the parameters ν and µ as

ν =
1− σ

2
, µ =

3− σ
2

.

Proposition 3.1 tells us that T iλ : Y i → Xi is a bounded operator where Y i is
the space of all functions h(y, t) with ‖h‖∗∗,i < +∞ and Xi that of the functions
φ(y, t) such that ‖φ‖∗,i < +∞ and∫

R2

φ(y, t)dy = 0 for all t ∈ (t0,∞].

Xi and Y i are Banach spaces when endowed with their natural norms. We also fix
in Proposition 3.2 the values

a = 3, β = 2, b = 4 + σ.

The choices of a and β are motivated by (3.9), while b = 4 + σ comes from the fact
that if φo0(x) = O(|x|−4−σ) as |x| → ∞, then from Duhamel’s formula we find that
the solution of the heat equation in dimension 6 with initial condition φo0 has the
decay O(t−2−σ2 ) as t→ +∞.

The linear operator T oλ,α,ξ : Y o ×Xo
0 → Xo is bounded where Y o is the space of

functions g(x, t) with ‖g‖∗∗,o < +∞, Xo that of functions φ(x, t) with ‖φ‖∗,o < +∞
and Xo

0 that of the functions ϕ(x) with ‖ϕ‖b < +∞. Let us fix a function φo0 ∈ Xo
0

and write equations (3.1)-(3.2) as the fixed point problem in Xo ×Xi,{
φo = F o(φo, φi)

φi = F i(φo, φi)
(3.11)
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where

F i(φo, φi) = T iλ [H(φo, ψo, φi, ψi, λ, α, ξ)]

F o(φo, φi) = T oλ,α,ξ[G(φo, ψo, φi, ψi, λ, α, ξ), φo0],
(3.12)

with
ψi = (−∆y)−1φi

ψo = (−∆x)−1
[
φo + 2λ−1∇yψi∇xχ+ ψi∆xχ

]
.

(3.13)

We claim that for some fixed number C independent of M and any t0 � 1,

‖F i(φo, φi)‖∗,i ≤
C

| log t0|
(‖φi‖∗,i + ‖φo‖∗,o + ‖φi‖2∗,i + ‖φo‖2∗,o)

+ CM2.

(3.14)

Using Proposition 3.1, to establish (3.14) it suffices to prove

‖H(φo, ψo, φi, ψi, λ, α, ξ)‖∗∗,i ≤
C

| log t0|
(‖φi‖∗,i + ‖φo‖∗,o + ‖φi‖2∗,i + ‖φo‖2∗,o)

+ CM2.

(3.15)
where ψi and ψ0 are defined by relations (3.13). We recall the expansion of the
operator H in (2.31)-(2.32) and separately estimate its main terms. For the inner
error term H0 = λ4S(u2)χ̃, estimate (3.7) gives

‖H0‖∗∗,i ≤ CM2.

The main terms in the operator H involving φo, ψo are given by the linear operator

H1[φo, φi] =
(
2λ2U0φ

o − [(αχU0 + λ2ϕ1), ψo]y
)
χ̃

=
(
λ2U0φ

o − α∇yU0∇yψoχ− αU0∇yχ∇yψo
)
χ̃,

where we recall, ψo[φo, φi] is the linear operator in (3.13). Let us estimate ψo. Since∫
R2 φ

i(y, t) dy = 0 we have from the Newtonian potential representation of ψi,

|ψi(y, t)|+ (1 + |y|)|∇yψi(y, t)| ≤ C
λ3−σ

t
1−σ
2 (1 + |y|)

‖φi‖∗,i.

Hence

|φo + 2λ−1∇yψi∇xχ+ ψi∆xχ| ≤
1

t2| log t|2(1 + |ζ|b)
‖φo‖∗,o

+
1

t2−σ/2| log t|2−σ/2(1 + |ζ|b)
‖φi‖∗,i

where ζ = x−ξ√
t

. From (3.13) and using the Newtonian potential representation we

get

|∇xψo(x, t)| ≤
C

t3/2| log t|2(1 + |ζ|)
‖φo‖∗,o

+
C

t3/2−σ/2| log t|2−σ/2(1 + |ζ|)
‖φi‖∗,i.

Using this estimate we obtain

‖H1[φo, φi]‖∗,i ≤
C

t0| log t0|σ/2
‖φo‖∗,o +

C

t
1−σ/2
0

‖φi‖∗,i.
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Next we consider the linear operator

H2[φi] = λλ̇(2φi + y · ∇yφi)χ̃+ λξ̇ · ∇yφi.

We directly check that

|H2[φi]| ≤ 1

t| log t|2
λ3−σ

t
1−σ
2 (1 + |y|)3+σ

‖φi‖∗,i

≤ 1

| log t|
λ3−σ

t
1−σ
2 (1 + |y|)5+σ

‖φi‖∗,i

and hence we obtain

‖H2[φi]‖∗∗,i ≤
1

| log t0|
‖φi‖∗,i.

The remaining linear terms are

H3[φi] = −(α− 1)[U0, ψ
iχ]y − α[U0(χ− 1), ψiχ]y − [U0, ψ

i(1− χ)]y

− λ2[ϕ1, ψ
iχ]y − [φiχ, v2 − V0]y.

Similar computations to those above yield

‖H3[φi] ‖∗∗,i ≤
C

t0
‖φi‖∗,i

Finally, the remaining terms in H are quadratic, and given by

H4[φo, φi] = [φiχ+ λ2φo, ψiχ+ λ2ψo]yχ̃.

We find

‖H4[φo, φi] ‖∗∗,i ≤
C

t
1
2−σ
0

[
‖φi‖2∗,i + ‖φo‖2∗,o

]
.

Adding up these estimates we obtain (3.15) and hence (3.14).

The same type of bounds, using now Proposition 3.2 and estimating each term
in the expansion of G given by (2.34), yield

‖F o(φo, φi)‖∗,o ≤ C‖φi‖∗,i +
C

t
1/2
0

(‖φi‖2∗,i + ‖φo‖∗,o + ‖φo‖2∗,o)

+ Cta−1
0 | log t0|β‖φo0‖b + C(ta−1

0 | log t0|β‖φo0‖b)2 + CM2. (3.16)

Let us fix C such that (3.14) and (3.16) hold. At this point we impose that

Cta−1
0 | log t0|β‖φo0‖b + C(ta−1

0 | log t0|β‖φo0‖b)2 ≤M2.

We set up the region for the fixed point problem (3.11) as follows:

B = {(φo, φi) ∈ Xo ×Xi / ‖φi‖∗,i ≤ 4CM2, ‖φo‖∗,o ≤ (C2 + 2C)M2},

and then the operator F = (F o, F i) maps B into itself, for any sufficiently large t0.

Similar computations as those leading to (3.14) and (3.16) give the validity of
the following Lipschitz properties, enlarging t0 if necessary:

‖F i(φo1, φi1)− F i(φo2, φi2)‖∗,i ≤
C

| log t0|
(‖φi1 − φo1‖∗,i + ‖φo1 − φo2‖∗,o)

‖F o(φo1, φi1)− F o(φo2, φi2)‖∗,o ≤ C‖φi1 − φo1‖∗,i +
C

t
1/2
0

‖φo1 − φo2‖∗,o.



20 J. DÁVILA, M. DEL PINO, J. DOLBEAULT, M. MUSSO, AND J. WEI

for (φo1, φ
i
1), (φo2, φ

i
2) ∈ B. Endowing the Banach space Xo ×Xi with the norm

‖(φo, φi)‖ = ‖φo‖∗,o + δ−1‖φi‖∗,i
we obtain that, fixing δ > 0 sufficiently small, and then taking t0 larger if necessary
we then get

‖F‖(φo1, φi1)− F (φo2, φ
i
2)‖ ≤ 1

2
‖(φo1 − φo2, φi1 − φi2)‖

so that the operator F : B → B is a contraction mapping. It follows that problem
(3.11) has a unique solution in (φo, φi) ∈ B which define operators

φi = Φi(λ, α, ξ), φo = Φo(λ, α, ξ).

These functions and their associates

ψi = Ψi(λ, α, ξ), ψo = Ψo(λ, α, ξ)

satisfy equations (3.1)-(3.2). To find a solution of the full system we just need
to find parameter functions λ, α, ξ that satisfy constraints (3.4) and corresponding
relations (3.3) which we write in the form

c̄j(λ, α, ξ)(t) = 0, for all t ∈ (t0,∞), j = 0, 1, 2, 3, (3.17)

where

c̄j(λ, α, ξ) := cj(Φ
o(λ, α, ξ),Ψo(λ, α, ξ),Φi(λ, α, ξ),Ψi(λ, α, ξ), λ, α, ξ).

More, explicitly, the equations (3.17) can be written as

λ2α̇(t) =
1∫

R2 Z3χ̃ dy

∫
R2

H̄(λ, α, ξ) dy (3.18)

αλλ̇(t) =
1∫

R2 Z0χ̃|y|2 dy

∫
R2

H̄(λ, α, ξ)|y|2 dy (3.19)

αλξ̇1(t) =
1∫

R2 Z1χ̃y1 dy

∫
R2

H̄(λ, α, ξ)y1 dy

αλξ̇2(t) =
1∫

R2 Z1χ̃y2 dy

∫
R2

H̄(λ, α, ξ)y2 dy,

(3.20)

where

H̄(λ, α, ξ) = H̃(Φo(λ, α, ξ),Ψo(λ, α, ξ),Φi(λ, α, ξ),Ψi(λ, α, ξ), λ, α, ξ)χ̃

and H̃ is given by (2.32). Using the expression for H̃ in (2.32) and the divergence
form of most of its terms, we can rewrite equation (3.18) in the form

8πλ2α̇ = 2λ2

∫
R2

U0ϕ1 − λ2

∫
R2

∇U0 · ∇ψ1 + f3(λ, α, ξ)

where by f3 we denote a generic function with

|f3(λ, α, ξ)(t)| ≤ C(M)

t2| log t|3
for all t ∈ (t0,∞), (3.21)

for all λ, α, ξ satisfying (3.4). Using identity (2.17) and Taylor expanding ϕ1(x, t)
defined in (2.13) we get

2

∫
R2

U0ϕ1 −
∫
R2

∇U0 · ∇ψ1 =

∫
R2

U0ϕ1dy = − λ
2

4t2
+O

(
t−

5
2

)
.
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and hence we can rewrite (2.13) as

α̇ = −1

4

λ2

t2
+ f3(λ, α, ξ) (3.22)

for a function f3 as in (3.21). Similarly, equation (3.19) can be rewritten as

αλλ̇ =
α(α− 1)

8π log t

∫
R2

(U2
0 −∇yU0∇yV0)|y|2 dy + f0(λ, α, ξ).

where f0 satisfies

|f0(λ, α, ξ)(t)| ≤ C(M)

t| log t|3
for all t ∈ (t0,∞). (3.23)

After an explicit computation using formula (2.9) we get∫
R2

(U2
0 −∇yU0∇yV0)|y|2 dy = −32π

and we find that (3.19) can be rewritten as

λλ̇(t) = −2
α(t)− 1

log t
+ f0(λ, α, ξ), (3.24)

for a term f0 as in (3.23). Examining the possibly non-radial terms in the error due
to the initial condition φo0(x), which is not necessarily radial, gives that equation
(3.20) takes the form

ξ̇j = fj(λ, α, ξ), j = 1, 2, |fj(λ, α, ξ)(t)| ≤
C(M)

t
3
2−σ

. (3.25)

We rewrite the equations (3.22), (3.24), (3.25), fixing ξ(0) = 0, α(+∞) = 1 as

α(t)− 1 =
1

4

∫ ∞
t

λ2(s)

s2
ds+

∫ ∞
t

f3(λ, α, ξ)(s) ds (3.26)

ξ(t) =

∫ t

t0

f(λ, α, ξ)(s) ds, j = 1, 2

Integrating by parts using (3.4) we find∫ ∞
t

λ2(s)

s2
ds =

λ2(t)

t
+

∫ ∞
t

λλ̇(s)

s
ds,

and hence we can rewrite equation (3.26) as

α(t) = 1 +
λ2(t)

4t
+

∫ ∞
t

f3(λ, α, ξ)(s) ds (3.27)

for f3 satisfying (3.21). We can also write (3.24) as

λλ̇(t) +
1

2

λ2(t)

t| log t|
= f0(α, λ, ξ)(t) for all t > t0, (3.28)

where f0 satisfies the bound (3.23). It is convenient to relabel

η(t) = λ(t)2,

make the choice η(t0) = λ∗(t0)2 = 1
log t0

and then write (3.28) as

η(t) =
1

log t
+

1

log t

∫ t

t0

f0(α, λ, ξ)(s)| log s| ds. (3.29)
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Replacing (3.29) into (3.27) we obtain the equivalent equation

α(t) = 1 +
1

4t| log t|
+

1

4t| log t|

∫ t

t0

f0(α, λ, ξ)(s)| log s| ds+

∫ ∞
t

f3(α, λ, ξ)(s) ds

(3.30)
Next, for the functions in (3.29), (3.30), (3.25), we write

N0(α, η, ξ) =
1

log t

∫ t

t0

f0(α, λ, ξ)(s)| log s| ds.

N3(α, η, ξ) =
1

4t| log t|

∫ t

t0

f0(α, λ, ξ)(s)| log s| ds+

∫ ∞
t

f3(α, λ, ξ)(s) ds

Nj(α, η, ξ) =

∫ t

t0

fj(α, λ, ξ)(s) ds, j = 1, 2

α0(t) = 1 +
1

4t| log t|
, η0(t) =

1

log t
, ξ0(t) = 0.

We formulate the system as

(α, η, ξ) = N (α, η, ξ) ∈ X (3.31)

where N = (N3,N0,N1,N2) and X is the Banach space of all functions (α, η, ξ) in
C1[t0,∞) with ‖(α, η, ξ)‖ < +∞ where

‖(α, η, ξ)‖ = ‖(α, η, ξ)‖∞ + ‖t1+σ ξ̇‖∞ + ‖t2| log t|α̇‖∞ + ‖t| log t|2η̇‖∞.

Let B be a closed ball centered at (α0, η0, ξ0) with a fixed small radius. Then
enlarging t0 if necessary we see that N (B) ⊂ B. This operator is compact on B as
it follows from analyzing the terms involved in the terms N3,N0,N1,N2. In fact
F i(φo, φi), F o(φo, φi) defined in (3.12) are locally uniformly Hölder continuous in
time by parabolic regularity of the operators T iλ and T oλ,α,ξ. Using Ascoli’s theorem
the faster decay for derivatives in powers of log t compared with those involved in
‖ · ‖, compactness of N follows, and Schauder’s theorem yields the existence of a
solution in B for the fixed point problem (3.31). Finally we see then that fixing
M , independently of t0 corresponding to just a number slightly bigger than the
one corresponding to (α0, η0, ξ0), we find that constraints (2.11) are a posteriori
satisfied.

The equations for λ and ξ is have to be solved by fixing their initial conditions in-
dependently of the initial condition φo0. The fact that perturbative initial condition
φo0 was arbitrary gives the stability of the blow-up, since if we assume

∫
R2 φ

o
0 = 0

then necessarily α1(t0) = 0 which precisely amounts to the mass of the full initial
condition to be exactly 8π. All initial conditions in the statement of the theorem
correspond to small perturbations in this form in norm (1.3). This concludes the
proof. �

4. Preliminaries for the linear theory

4.1. Stereographic projection. Let Π : S2 \ {(0, 0, 1)} → R2 denote the stereo-
graphic projection

Π(y1, y2, y3) =
( y1

1− y3
,

y2

1− y3

)
.
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For ϕ : R2 → R we write

ϕ̃ = ϕ ◦Π, ϕ̃ : S2 \ {(0, 01)} → R.

Let U0 be given by (1.2). Then we have the following formulas∫
S2

ϕ̃ =
1

2

∫
R2

ϕU0∫
S2

Ũ0|∇S2 ϕ̃|2 =

∫
R2

U0|∇R2ϕ|2

1

2
Ũ0∆S2 ϕ̃ = (∆R2ϕ) ◦Π.

The linearized Liouville equation for φ, f : R2 → R

∆φ+ U0φ+ U0f = 0 in R2

is transformed into

∆S2 φ̃+ 2φ̃+ 2f̃ = 0 in S2 \ {(0, 0, 1)}.

4.2. A quadratic form.

Lemma 4.1. Let φ : R2 → R satisfy

|φ(y)| ≤ 1

(1 + |y|)2+σ
,

with 0 < σ < 1, and ∫
R2

φdy = 0.

There are constants c1 > 0, c2 > 0 such that

c1

∫
R2

U0g
2 ≤

∫
R2

φg ≤ c2
∫
R2

U0g
2

where

g =
φ

U0
− (−∆−1)φ+ c

and c ∈ R is chosen so that ∫
R2

gU0 = 0.

Proof. We set

ψ0 = (−∆)−1φ

and then note that since
∫
R2 φ = 0 we have

|ψ0(y)|+ (1 + |y|)|∇ψ0(y)| . 1

(1 + |y|)σ
. (4.1)

From g = φ
U0
− ψ0 + c we find the estimate

|g(y)| . (1 + |y|)2−σ.

Let ψ = ψ0 − c and note that

−∆ψ − U0ψ = U0g in R2.
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We transform g̃ = g ◦Π, ψ̃ = ψ ◦Π and write this equation in S2 as

−∆S2 ψ̃ − 2ψ̃ = 2g̃, in S2. (4.2)

Since φ = U0(g + ψ) we get∫
R2

φg =

∫
R2

U0(g + ψ)g =
1

2

∫
S2

g̃2 + ψ̃g̃,

Multiplying (4.2) by ψ̃ we find that∫
S2

g̃ψ̃ =
1

2

∫
S2

|∇S2 ψ̃|2 −
∫
S2

ψ̃2

and hence ∫
R2

φg =
1

2

∫
S2

g̃2 +
1

4

∫
S2

|∇S2 ψ̃|2 − 1

2

∫
S2

ψ̃2.

We recall that the eigenvalues of −∆ on S2 are given by {k(k + 1) | k ≥ 0}.
The eigenvalue 0 has a constant eigenfunction and the eigenvalue 2 has eigenspace
spanned by the coordinate functions πi(x1, x2, x3) = xi, for (x1, x2, x3) ∈ S2 and
i = 1, 2, 3. Let (λj)j≥0 denote all eigenvalues, repeated according to multiplicity,
with λ0 = 0, λ1 = λ2 = λ3 = 2, and let (ej)j≥0 denote the corresponding eigen-
functions so that they form an orthonormal system in L2(S2), and e1, e2, e3 are

multiples of the coordinate functions π1, π2, π3. We decompose ψ̃ and g̃:

ψ̃ =

∞∑
j=0

ψ̃jej , g̃ =

∞∑
j=0

g̃jej , (4.3)

where

ψ̃j = 〈ψ̃, ej〉L2(S2), g̃j = 〈g̃, ej〉L2(S2).

Then ∫
R2

φg =
1

2

∫
S2

g̃2 +
1

4

∞∑
j=0

(λj − 2)ψ̃2
j

=
1

2

∫
S2

g̃2 − 1

2
ψ̃2

0 +
1

4

∞∑
j=4

(λj − 2)ψ̃2
j .

Equation (4.2) gives us that

ψ̃j =
2

λj − 2
g̃j , j 6∈ {1, 2, 3},

and therefore ∫
R2

φg =
1

2

∫
S2

g̃2 − 1

2
g̃2

0 +

∞∑
j=4

1

λj − 2
g̃2
j

=
1

2

∞∑
j=1

g̃2
j +

∞∑
j=4

1

λj − 2
g̃2
j .

But
∫
R2 gU0 = 0 which means that g̃0 = 0 and hence we obtain the conclusion.
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We note for further reference, that by Lemma 4.2 we have also g̃1 = g̃2 = g̃3 = 0.
Therefore we also have the formula∫

R2

φg =
1

2

∞∑
j=4

λj
λj − 2

g̃2
j . (4.4)

�

Lemma 4.2. Under the same hypotheses of Lemma 4.1 we have∫
R2

gU0zj = 0, j = 0, 1, 2,

where zj are the functions defined in (2.42).

Proof. We use the notation ψ0 = (−∆)−1φ, ψ = ψ0 − c, where c is such that

g = φ
U0
− ψ0 + c and

∫
R2 gU0 = 0. We multiply

−∆ψ − U0ψ = U0g in R2.

by zj in a ball BR(0) and then let R →∞. Since zj is in the kernel of ∆ + U0 we
just have to check that the boundary terms∫

∂BR

∂ψ

∂ν
zj − ψ

∂zj
∂ν

tend to 0 as R → ∞, where ν is the exterior normal vector to ∂BR. This follows
from the estimates

|ψ(y)| ≤ C, |∇ψ| ≤ C

(1 + |y|)1+σ

due to (4.1), and the explicit bounds

|z0(y)| ≤ C, |zj(y)| ≤ C

(1 + |y|)
, j = 1, 2,

|∇zj(y)| ≤ C

(1 + |y|)2
.

�

Lemma 4.3. Suppose that φ = φ(y, t), y ∈ R2, t > 0 is a function satisfying

|φ(y, t)| ≤ 1

(1 + |y|)2+σ
,

with 0 < σ < 1, ∫
R2

φ(y, t) dy = 0, ∀t > 0,

and that φ is differentiable with respect to t and φt satisfies also

|φt(y, t)| ≤
1

(1 + |y|)2+σ
.

Then ∫
R2

φtg =
1

2
∂t

∫
R2

φg
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where for each t, g(y, t) is defined as

g =
φ

U0
− (−∆−1)φ+ c(t)

and c(t) ∈ R is chosen so that∫
R2

g(y, t)U0(y) dy = 0.

Proof. Using the notation of the previous lemma, we have∫
R2

φtg =

∫
R2

U0(gt + ψt)g =
1

2

∫
S2

(g̃tg̃ + ψ̃tg̃).

We have

−∆S2 ψ̃ − 2ψ̃ = 2g̃, in S2.

And differentiating in t we get

−∆S2 ψ̃t − 2ψ̃t = 2g̃t, in S2. (4.5)

Multiplying by g̃ and integrating we find that∫
S2

ψ̃tg̃ = −1

2

∫
S2

∆ψ̃tg̃ −
∫
S2

g̃tg̃.

Thus ∫
R2

φtg = −1

4

∫
S2

∆ψ̃tg̃

Decompose as in (4.3) and find that∫
R2

φtg =
1

4

∞∑
j=0

λj(ψ̃j)tg̃j

But from (4.5)

(λj − 2)(ψ̃j)t = 2(g̃j)t.

We note that g̃j = 0 for j = 0, 1, 2, 3. Indeed, this is true for j = 0 by the
assumption

∫
R2 gU0 = 0. By Lemma 4.2 this is true also for j = 1, 2, 3. Then∫

R2

φtg =
1

2

∞∑
j=4

λj
λj − 2

(g̃j)tg̃j

and the desired conclusion follows from (4.4). �

4.3. A Hardy inequality.

Lemma 4.1. Let BR(0) ⊂ R2 be the open ball centered at 0 of radius R. There
exists C > 0 such that, for any R > 0 large and any

∫
BR

g U0 dx = 0

C

R2

∫
BR

g2U0 ≤
∫
BR

|∇g|2U0.
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Proof. After a stereographic projection and letting ε = 1
R , Aε = B1(0)\Bε(0) ⊂ R2,

we need to prove that for g ∈ C1(Aε) with∫
Aε

g dy = 0

we have ∫
Aε

g2 dy ≤ C

ε2

∫
Aε

|∇g|2|y|4 dy.

By using polar coordinates it is sufficient to show this for radial functions, which
amounts to the statement: for g ∈ C1([ε, 1]), if∫ 1

ε

g2x dx = 0 (4.6)

then ∫ 1

ε

g2x dx ≤ C

ε2

∫ 1

ε

g′(x)2x5 dx.

We write∫ 1

ε

g2x dx =
1

2

∫ 1

ε

g2 d

dx
(x2) dx =

g2(1)

2
− g2(ε)

2
ε2 − 1

2

∫ 1

ε

gg′x2 dx.

One has ∫ 1

ε

gg′x2 dx ≤
(∫ 1

ε

g′2x5 dx

) 1
2
(∫ 1

ε

g2x−1 dx

) 1
2

≤
(
ε−2

∫ 1

ε

g′2x5 dx

) 1
2
(∫ 1

ε

g2x dx

) 1
2

≤ Cε−2

∫ 1

ε

g′2x5 dx+
1

2

∫ 1

ε

g2x dx,

for some constant C. Inserting this inequality in the previous computation gives∫ 1

ε

g2x dx ≤ g(1)2 − g(ε)2ε2 + Cε−2

∫ 1

ε

g′2x5 dx. (4.7)

We now use (4.6) in the form

0 =

∫ 1

ε

g(x)x dx =
g(1)

2
− g(ε)

2
ε2 − 1

2

∫ 1

ε

g′x2 dx,

and so

g(1)2 ≤ 2g(ε)2ε4 + 2

(∫ 1

ε

g′x2 dx

)2

.

But ∫ 1

ε

g′x2 dx ≤
(∫ 1

ε

g′2x5 dx

) 1
2
(∫ 1

ε

x−1 dx

) 1
2

≤
(
| log ε|

∫ 1

ε

g′2x5 dx

) 1
2

.
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We thus get that

g(1)2 ≤ 2g(ε)2ε4 + 2| log ε|
∫ 1

ε

g′2x5 dx

and this combined with (4.7) gives∫ 1

ε

g2x dx ≤ g(ε)2(2ε4 − ε2) + (Cε−2 + 2| log ε|)
∫ 1

ε

g′2x5 dx.

For ε > 0 small this gives the desired estimate.

�

5. Inner problem

We consider equation (3.5) rewritten as{
λ2∂tφ = Li[φ] + h in R2 × (t0,∞)

φ(·, t0) = 0, in R2,

where Li is the operator defined in (2.26) and where we assume that∫
R2

h(y, t) dy = 0,

∫
R2

h(y, t)|y|2 dy = 0,∫
R2

h(y, t)yj dy = 0, j = 1, 2 (5.1)

for all t > t0.

We change the time variable

τ =

∫ t

t0

1

λ2(s)
ds

and note that τ ∼ t log t. Then this equation can be written as

∂τφ = ∇ ·
[
U∇

( φ
U0
− (−∆)−1φ

)]
+ h.

We consider this equation in R2 × (τ0,∞) where τ0 is fixed large, and with initial
condition

φ(y, τ0) ≡ 0 in R2.

We define

‖h‖i∗∗,ν,µ,σ = sup{τν logµ τ(1 + |y|)5+σ|h(y, τ)|},
where

0 < ν < 3, , µ ∈ R, 0 < σ < 1.

Proof of Proposition 3.1. Let

g =
φ

U0
− (−∆)−1φ+ c(τ), (5.2)

where c(τ) is chosen so that∫
R2

g(y, τ)U0(y) dy = 0, ∀τ > τ0. (5.3)
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Note that

∂τφ = ∇ · (U0∇g) + h, in R2 × (τ0,∞). (5.4)

We multiply this equation by g and integrate in R2, using Lemma 4.3:

1

2
∂τ

∫
R2

φg +

∫
R2

U0|∇g|2 =

∫
R2

hg.

We use the inequality in Lemma 4.1 to get

1

R2
1

∫
BR1

(g − ḡR1
)2U0 ≤

∫
R2

U0|∇g|2

where

ḡR1
=

1∫
BR1

U0

∫
BR1

gU0.

Here R1 is a large positive constant to be made precise below.

Then

1

2
∂τ

∫
R2

φg +
1

R2
1

∫
BR1

g2U ≤ CR2
1

∫
R2

h2U−1 +
1

2R2
1

(∫
R2

g2U + Cḡ2
R1

)
.

But by (5.3)

ḡR1
= − 1∫

BR1
U0

∫
R2\BR1

gU0

so

ḡ2
R1
≤ C

∫
R2\BR1

g2U0.

Therefore

1

2
∂τ

∫
R2

φg +
1

2R2
1

∫
BR1

g2U0 . R
2
1

∫
R2

h2U−1
0 +

1

R2
1

∫
R2\BR1

g2U0.

We now use Lemma 4.1 to get

∂τ

∫
R2

φg +
1

C

∫
R2

φg . R2
1

∫
R2

h2U−1
0 +

1

R2
1

∫
R2\BR1

g2U0. (5.5)

Define

A2 = sup
τ≥τ0

{
τ2ν log2µ τ

∫
R2\BR

g2(t)U0

}
.

Integrating (5.5) and using Lemma 4.1 we find∫
R2

g2U0 .
R4

1‖h‖2i∗∗,ν,µ,σ
τ2ν log2µ τ

+
A2

τ2ν log2µ τ
. (5.6)

Let us use the notation

‖g‖2
L2(U

1/2
0 )

=

∫
R2

g2U0

and we record the estimate (5.6) as

‖g(τ)‖
L2(U

1/2
0 )
.

M

τν logµ τ
, (5.7)
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where

M = R2
1‖h‖i∗∗,ν,µ,σ +A

The idea now is to obtain decay of g, and use this decay to show that A can be
eliminated from the estimate (5.6).

We define

g0 = U0g

and obtain from (5.4) the equation

∂τg0 = U0∂τg = ∂τφ+ U0∆−1∂τφ

= ∇ · (U0∇g) + h− U0(−∆)−1
[
∇ · (U0∇g) + h

]
= ∇ ·

[
U0∇

( g0

U0

)]
+ h− U0v − U0(−∆)−1h, (5.8)

where

v := (−∆)−1 [∇ · (U0∇g)] . (5.9)

We claim that

|v(y, τ)| . M

τν logµ τ(1 + |y|2−ε)
, (5.10)

for any ε > 0.

To prove this, we first compute

∇ · (U0∇g) = ∆gU0 +∇U0 · ∇g = ∆(gU0)−∇U0 · ∇g − g∆U0,

and hence

v = −gU0 − (−∆)−1 [∇U0 · ∇g + g∆U0] .

Let

v2 = (−∆)−1 [∇U0 · ∇g + g∆U0] , (5.11)

so that

−∆v2 = ∇U0 · ∇g + g∆U0 = ∇(g∇U0) in R2. (5.12)

We write equation (5.12) on the sphere S2

−∆S2 ṽ2 = divS2(g̃∇S2Ũ0) in S2, (5.13)

where ṽ2 = v2 ◦ Π, g̃ = g ◦ Π, Ũ0 = U0 ◦ Π, and Π is the stereographic projection
defined in section 4.1. We note that the solution of (5.13) is defined up to an
additive constant. In ṽ2 this constant is fixed by the condition ṽ2(P ) = 0, which
corresponds to the solution selected by the formula (5.11). Observe that∫

S2

g̃2|∇S2Ũ0|2 =

∫
R2

g2|∇R2U0|2 . ‖g‖2L2(U
1/2
0 )

.

Using standard elliptic theory we find that ṽ2 ∈ H1(S2) and ‖ṽ2‖H1 . ‖g‖
L2(U

1/2
0 )

.

Hence for any p > 1, ‖ṽ2‖Lp . ‖g‖L2(U
1/2
0 )

and this implies that(∫
R2

|v2|pU0

)1/p

. ‖g‖
L2(U

1/2
0 )

. (5.14)
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We write (5.8) as

∂τg0 = ∆g0 −∇g0∇V0 + h+ 2U0g0 + U0v2 − U0(−∆)−1h. (5.15)

Consider a point y ∈ R2. From (5.7) we see that

‖g0‖L2(B1(y)) .
M

τν logµ τ(1 + |y|)2
,

and from (5.14) we have

‖U0v2‖Lp(B1(y)) . U
1− 1

p

0

M

τν logµ τ
,

With a similar argument we get that

|(−∆)−1h(y, τ)| . ‖h‖i∗∗,ν,µ,σ
τν logµ τ(1 + |y|)1−ε .

Applying standard parabolic Lp to (5.15) restricted to B1(y) × (τ, τ + 1) and em-
bedding into Hölder spaces we deduce that

|g0(y, τ)| . M

τν logµ τ(1 + |y|)2
, (5.16)

Then for g we obtain the estimate

|g(y, τ)| . M(1 + |y|)2

τν logµ τ
,

This implies that in (5.13), ‖g̃∇S2Ũ0‖L∞(S2) .
M

τν logµ τ , and by elliptic regularity

we get ‖ṽ2‖C
α

. M
τν logµ τ for any α ∈ (0, 1). Since ṽ2(P ) = 0 we get

|v2(y, τ)| . M

τν logµ τ(1 + |y|)α
,

for any α ∈ (0, 1).

Applying now parabolic estimates to (5.15) and a scaling argument we find

|∇g0(y, τ)| . M

τν logµ τ(1 + |y|)3
. (5.17)

We reconsider now (5.13) and observe that

divS2(g̃∇S2Ũ0) = ∇S2 g̃∇S2Ũ0 + g̃∆S2Ũ0

=
(1 + |y|2)2

4
[∇R2g∇R2U0 + g∆R2U0].

Using (5.16), (5.17) and g0 = gU0 we get that

|divS2(g̃∇S2Ũ0)| . M

τν logµ τ
.

Using standard elliptic regularity we conclude that ṽ2 ∈ C1,α(S2) for any α ∈ (0, 1)
and the estimate

‖ṽ2‖C1,α(S2) .
M

τν logµ τ
.
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Since ṽ2(P ) = 0, from a Taylor expansion of ṽ2 about P we obtain for the original
v2 the expansions

∣∣∣v2(y, τ)− a(τ) · y
|y|2

∣∣∣ . M

τν logµ τ(1 + |y|)1+α
,∣∣∣∇v2(y, τ)− a(τ)|y|2 − 2ya(τ) · y

|y|4
∣∣∣ . M

τν logµ τ(1 + |y|)2+α
,

(5.18)

for some a(τ) = (a1(τ), a2(τ)), for any α ∈ (0, 1). By the definition of v (5.9), the
estimate for g0 (5.16), (5.17), and the expansion (5.18) we obtain also for v:

∣∣∣v(y, τ)− a(τ) · y
|y|2

∣∣∣ . M

τν logµ τ(1 + |y|)1+α
,∣∣∣∇v(y, τ)− a(τ)|y|2 − 2ya(τ) · y

|y|4
∣∣∣ . M

τν logµ τ(1 + |y|)2+α
,

(5.19)

We will show next that actually a1(τ) = a2(τ) = 0. For this use the definition
of v (5.9) to write

−∆v = ∇ · (U0∇g) in R2. (5.20)

and we multiply by yi and integrate by parts. First we observe first that for i = 1, 2∫
R2

∇(U0∇g)yi dy = 0. (5.21)

Indeed, ∫
R2

∇(U0∇g)yi dy = −
∫
R2

U0∇gei =

∫
R2

g∇U0ei.

But from (5.2), letting ψ0 = (−∆)−1φ and ψ = ψ0 − c(τ) we have

−∆ψ − U0ψ = U0g.

Multiplying this equation by zi = ∇V0ei defined in (2.42) and integrating we get∫
R2

gU0∇V0ei = 0,

which is the desired claim (5.21). We note that the integrations by parts are justified
by the decay

|ψ0(y, τ)|+ (1 + |y|)|∇ψ0(y, τ)| . C(τ)
1

(1 + |y|)σ
.

Now we multiply (5.20) by y1 and integrate in a ball BR(0), where R > 0 and later
we let R→∞. Integrating we get∫

∂BR

(−∂νv y1 + ve1) =

∫
BR

∇(U0∇g)y1 dy

Using polar coordinates y = ρeiθ and (5.19), we see that∫
∂BR

(−∂νv y1 + ve1) = 2πa1(τ) +O(R−α).

Letting R→∞ and using (5.21) we conclude that a1(τ) = 0. Similarly a2(τ) = 0.
We deduce from this and (5.19) that

|v(y, τ)| . M

τν logµ τ(1 + |y|)1+α
.
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This is the desired conclusion (5.10).

A similar proof, using (5.1) yields

|(−∆)−1h(y, τ)| . ‖h‖i∗∗,ν,µ,σ
τν logµ τ(1 + |y|)2−ε .

Now we choose a large constant R0 so that we can use the maximum principle
for the parabolic operator ∂τf − ∇ · [U0∇( f

U0
)] is valid outside the ball BR0

(0).
Indeed, we have

∇ ·
[
U0∇

( f
U0

)]
= ∆f −∇V0∇f + U0f = ∂ρρf +

5

ρ
∂ρf +

1

ρ2
∂θθf +Df

where Df = O( 1
ρ3 )∂ρf +O( 1

ρ4 )f represent lower order terms. Using the maximum

principle and an appropriate barrier in R2 \ BR0
, as constructed in Theorem 3.2

below, we get that

|g0(y, τ)| . R2
1‖h‖i∗∗,ν,µ,σ +A

τν logµ τ(1 + |y|)3+σ
, |y| ≤

√
τ

and

|g0(y, τ)| . R2‖h‖i∗∗,ν,µ,σ +A

τν−1 logµ τ(1 + |y|)5+σ
, |y| ≥

√
τ .

We use this estimate to compute∫
R2\BR1

g2U =

∫
R2\BR1

g2
0U
−1

.
1

R2σ
1

R4
1‖h‖2i∗∗,ν,µ,σ +A2

τ2ν log2µ τ
.

This implies that

A2 ≤ C 1

R2σ
1

(R4
1‖h‖2i∗∗,ν,µ,σ +A2),

where C is a constant from previous inequalities, which is independent of R1.
Choosing a fixed R1 large then implies that

A2 . R4−2σ
1 ‖h‖2i∗∗,ν,µ,σ.

We then conclude that

|g0(y, t)| . ‖h‖i∗∗,ν,µ,σ

{
1

τν logµ τ(1+|y|)3+σ , |y| ≤
√
τ

1
τν−1 logµ τ(1+|y|)5+σ , |y| ≥

√
τ .

From parabolic estimates we also find

|∇g0(y, t)| . ‖h‖i∗∗,ν,µ,σ

{
1

τν logµ τ(1+|y|)4+σ , |y| ≤
√
τ

1
τν−1 logµ τ(1+|y|)6+σ , |y| ≥

√
τ .

(5.22)

Now we estimate φ. We decompose

φ = φ⊥ + ω(τ)Z0,

where Z0 is defined in (2.21). We then have

g =
φ⊥

U0
− (∆−1)φ⊥ + c(t).
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We let ψ = (−∆−1)φ⊥ and see that

gU = ∆ψ + U0ψ.

Integrating the equation times |y|2 we get∫
R2

φ(y, τ)|y|2 dy = 0, ∀τ > τ0.

and this is equivalent to ∫
R2

gZ0 = 0, ∀τ > τ0,

where Z0 is defined in (2.21). We then can solve the equation for ψ and find

|ψ(y, τ)| . ‖h‖i∗∗,ν,µ,σ

{
1

τν logµ τ(1+|y|)1+σ , |y| ≤
√
τ

1
τν−1 logµ τ(1+|y|)3+σ , |y| ≥

√
τ .

Since

φ⊥ = U0(g − ψ)

we find that

|φ⊥(y, τ)| . ‖h‖i∗∗,ν,µ,σ

{
1

τν logµ τ(1+|y|)3+σ , |y| ≤
√
τ

1
τν−1 logµ τ(1+|y|)5+σ , |y| ≥

√
τ .

(5.23)

Finally we estimate ω(τ). We have

∂τφ
⊥ + ωτz = L[φ] + h.

We multiply by |y|2 and integrate in BR2 where R2 → ∞ and in a time interval
[τ1, τ2]. We get∫

BR2

[φ(τ2)⊥ − φ(τ1)⊥]|y|2 dy + (ω(τ2)− ω(τ1))

∫
BR2

Z0|y|2 dy

=

∫ τ2

τ1

∫
BR2

Lφ|y|2 dy dτ.

Let us observe that if R2 ≥
√
τ then∫

BR2

|φ(y, τ)⊥| |y|2 dy . 1

τν−1 logµ τR1+σ
2

.

On the other hand∫
BR2

L[φ]|y|2 dy =

∫
BR2

gZ0 dy +

∫
∂BR2

U0|y|2∇g · ν −
∫
∂BR2

gU0y · ν,

and ∣∣∣∣∣
∫
BR2

gZ0 dy

∣∣∣∣∣ ≤
∫
BR2

|g0| dy .
1

τν logµ τ
,

∣∣∣∣∣
∫
∂BR2

U0|y|2∇g · ν

∣∣∣∣∣+

∣∣∣∣∣
∫
∂BR2

gU0y · ν

∣∣∣∣∣ . 1

τν logµ τR1+σ
2

.
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Since ∫
BR2

Z0|y|2 dy ∼ logR2,

letting R2 → ∞ we find that ω(τ2) = ω(τ1). Hence ω ≡ const and since we start
with ω(0) = 0 we deduce ω ≡ 0. Hence the estimate (5.23) gives the desired
estimate for φ. The estimate for the gradient of φ comes from the corresponding
estimate for the gradient of φ⊥, which is obtained similarly from (5.22). �

6. Outer problem

We consider here the solution φo of{
∂tφ

o = Lo[φo] + h(x, t), in R2 × (t0,∞)

φo(·, t0) = φo0, in R2

given by Duhamel’s formula, where Lo is the operator (2.27).

Proof of Theorem 3.2. To obtain the desired estimate we construct barriers. Using
polar coordinates x− ξ(t) = reiθ and the notation in (2.22), the outer operator Lo

(c.f. (2.27)) can be written as:

Lo[φo] = ∂rrφ
o +

(1

r
+

4r

λ2 + r2
− ∂rψ1 − ∂rṽ2

)
∂rφ

o +
1

r2
∂θθφ

o.

First we construct a supersolution φ̄1 valid in the outer region, of the form

φ̄1(x, t) =
1

ta−1| log t|β
g0

( |x− ξ|√
t

)
where g = g(s) satisfies

g′′0 +
(5

s
+
s

2

)
g′0 + (a− 1)g0 +

1

1 + sb
≤ 0, s > 0,

and
c1

1 + sb
≤ g0(s) ≤ c2

1 + sb
,

for some c1, c2 > 0 and all s > 0. The function g can be explicitly taken as

g0(s) = M0e
− s24 +

1

(1 + s2)b/2
,

for a constant M sufficiently large. Here we have used the hypothesis − b
2 +a−1 < 0

in (3.10) and the fact G(s) = e−
s2

4 satisfies G′′ + ( 5
s + s

2 )G′ + 3G = 0.

We find that

−∂tφ̄1 + Lo[φ̄1] ≤ − c

ta| log t|β(1 + |ζ|b)
+ C

λ2

r(r2 + λ2)
|∂rφ̄1|,

for some c > 0, for t ≥ t0 and t0 large. But

|∂rφ̄1| ≤
C

ta−1| log t|β

{
r√
t

r ≤
√
t

( r√
t
)−b−1 r ≥

√
t,
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where r = |x− ξ| and therefore in the region r ≤
√
t we have

λ2

r(r2 + λ2)
|∂rφ̄1| ≤ C

| log t|−1

(r2 + | log t|−1)

1

ta−1/2| log t|β
.

To deal with this term we solve the elliptic problem for ϕ(x, t), x ∈ B√t(0) ⊂ R2

−∆ϕ =
| log t|−1

|x|2 + | log t|−1
in B√t(0), ϕ = 0 on ∂B√t(0),

and obtain

|ϕ(x, t)| ≤ C

log t
log2

( √
t

|x|+ | log t|−1/2

)
.

Then we define

φ̄2(x, t) =
1

ta−1/2| log t|β
ϕ(x− ξ, t)χ0

(
2
x− ξ√

t

)
.

and

φ̄ = Aφ̄1 + φ̄2 + t
b/2−a+1
0 | log t0|−βφ̄3

with a constant A sufficiently large. Then φ̄ satisfies

−∂tφ̄+ Lo[φ̄] ≤ −c 1

ta| log t|β
1

1 + |ζ|b
, ζ =

x− ξ(t)√
t

for some c > 0 and
c1

ta−1
0 | log t0|b

1

1 + |z|b
≤ φ̄(t0, x) ≤ c2

ta−1
0 | log t0|b

1

1 + |z|b
,

where z = x−ξ(t0)√
t0

, for some c1, c2 > 0. It follows from the maximum principle that

the solution φo of (3.8) given by Duhamel’s formula satisfies

|φo(x, t)| ≤ Cφ̄(x, t)
[
‖g‖∗∗,o + ta−1

0 | log t0|β‖φo0‖b
]
.

�
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[33] W. Jäger and S. Luckhaus, On explosions of solutions to a system of partial differential

equations modelling chemotaxis, Trans. Amer. Math. Soc., 329 (1992), pp. 819–824.

[34] N. I. Kavallaris and P. Souplet, Grow-up rate and refined asymptotics for a two-
dimensional Patlak-Keller-Segel model in a disk, SIAM J. Math. Anal., 40 (2008/09),

pp. 1852–1881.

[35] E. F. Keller and L. A. Segel, Initiation of slime mold aggregation viewed as an instability,
Journal of theoretical biology, 26 (1970), pp. 399–415.
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