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1 Laboratoire “Atomes et Molécules en Astrophysique”, CNRS UMR 8588 – DAMAp, Observatoire de Paris,
Section de Meudon, 92195 Meudon, France
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Abstract. The present paper is devoted to the search for the polarimetric sensitivity level in observations of the
Fe i 5576 Å line performed with the THEMIS spectropolarimetric mode MTR on August 23 1998. This line is
insensitive to the Zeeman effect and the present work is thus useful to calibration purposes. The upper level of
the line is unpolarizable (J = 0) and insensitive to the Hanle effect, and the observations have been performed at
disk center to avoid any scattering polarization of lower level atomic polarization origin. In the present paper, we
describe the steps of a method that is the basis of a data reduction code implemented on systems at the Meudon
Observatory for the interpretation of observations where a large number (∼150) of images are averaged, and where
the signal is in addition averaged along the slit. First, we describe the numerical methods used to determine the line
position in the images, and to perform operations on the profiles by FFT techniques (such as translation, dilation,
defocusing, apodization). Then, the preprocessing steps are described: dark current subtraction, destretching and
flat-field correction. The polarization analysis is then performed, based on the idea that, as the flat-field images
are unpolarized, they can be used to correct spurious polarization occuring in the observations. As a result, the
observed line is found to be unpolarized, and a sensitivity of 2–4×10−4 is found for the polarization degree in the
neighboring continuum.

Key words. methods: data analysis – methods: observational – techniques: polarimetric – techniques: spectroscopic
– Sun: atmosphere – Sun: magnetic fields

1. Introduction

The present paper reports results from observations ob-
tained on August 23 1998, during the first observa-
tion campaign of the telescope THEMIS (“Télescope
Héliographique pour l’Étude du Magnétisme et des
Instabilités Solaires”), operating in its spectropolarimet-
ric mode (MTR mode, “MulTi-Raies”). This mode aims
to simultaneously record the spectrum in up to ten spec-
tral ranges, in a given polarization state (i.e. polarization
Stokes parameter). The polarization state can be changed
for the following record, as well as the position of the slit
on the disk. Thus, maps of solar regions can be recorded
for a given polarization state. The interpretation of these
polarized spectra can then lead to maps of the vector
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magnetic field because the four Stokes parameters can
be recorded. By observing simultaneously different lines
in the different spectral ranges, information on the depth
behavior of the field vector can be retrieved. Moreover,
the instrument has been designed in order to achieve high
spatial accuracy. The major advantage of the THEMIS
architecture is that it is a polarization-free telescope: the
polarization analysis is performed before any oblique re-
flection, thus simplifying the calibration procedure.

The present observations and analysis are a prelim-
inary step, in view of these general THEMIS objectives.
Our aim is to determine the actual polarimetric sensitivity
of THEMIS. To reach the highest polarimetric sensitivity,
we have ignored the spatial resolution, and averaged the
data along the slit, as well as recorded 300 images for each
observation, and averaged on the best number of them.
Such an observing procedure is also a preliminary step
for further observations in quiet sun regions, whose scien-
tific objectives are described in more details in Sect. 2.1.
They have been performed in the Fe i 5576 Å, a line that
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is insensitive to atomic polarization in the upper level be-
cause it is a J = 0 level, as well as to the Zeeman effect.
Moreover, the observations have been performed at disk
center, in a quiet region, so that neither magnetic field nor
scattering polarization effects are expected.

The observations and polarimetry techniques are de-
scribed in Sect. 2. The numerical methods used for the
data processing are described in Sect. 3. The data analysis
is described in Sect. 4, and the results are finally discussed
in Sect. 5 in terms of polarimetric sensitivity of THEMIS
in these particular observations.

The present paper is the description of a method that
is at the basis of a data reduction code that is imple-
mented on the Meudon Observatory computer systems.
The flow-chart of the reduction procedure and code is
given in Appendix A.

2. Observations

2.1. Scientific objectives

Among the different polarimetric observations that can be
performed on the Sun, there are some that require an es-
pecially high value of sensitivity. These are: those aimed
at atomic polarization detection, such as quiet sun center-
to-limb variation of the scattering polarization, eventually
modified by the Hanle effect. In such observations, the spa-
tial resolution can be degraded by averaging along the slit,
in order to increase the polarimetric sensitivity. Atomic
and scattering polarizations are weak: typically, less than
1%. As every component of the THEMIS telescope has
been designed to achieve an absolute polarimetric accu-
racy of ≈10−3 without any correction, it is necessary to
increase the sensitivity by averaging pixels, in order to ob-
tain sufficient sensitivity to measure the signal expected
in such observations. That is why the present observations
have been averaged along the slit and over a large number
of images.

2.2. Polarimetric technique

The polarization analyzer, which is installed at the F1
focus of the Ritchey-Chrétien telescope, is composed of
two achromatic quarter-wave plates and a polarizing beam
splitter. At the output of the polarimeter, the two po-
larized beams, whose intensity are respectively (I + S)
and (I − S), (where S is one of the 3 Stokes parame-
ters (Q,U, V ), or a combination of them, depending on
the quarter-wave plates orientation), follow different paths
(“transfer optics”, F2) after having passed through two
different slits, enter separately the spectrograph and are
recorded on two different cameras at the exit of the spec-
trograph. Thus, a given Stokes parameter can be retrieved
by subtracting images taken at the same time on two dif-
ferent cameras and after the beams have followed different
optical paths that, obviously, cannot be strictly identical.
A method is proposed in the present analysis to evalu-
ate and take into account such differences. This method is
based on the idea that, assuming that the flat-field images

are unpolarized, they can be used to correct the observa-
tions for the polarization signals spuriously induced by the
differences in the cameras and in the ray path.

2.3. Observation procedure

2.3.1. Flat-field

The sequence of flat-field images has been taken on the
Sun itself, in order to have intensities as similar as pos-
sible in the flat-field and in the observations. Since defo-
cusing the telescope is not desirable, the flat-field images
have been taken by rapidly moving the solar disk on the
entrance slit, along an ellipse with randomly variable axes
(in length as well as in direction). To obtain unpolarized
flat-field images, the elliptic motion is performed outside
any active feature. The random character of the procedure
ensures that no regularity will bias the data, and that the
slit will not pass twice on the same solar point. About
300 images have been recorded for each position of the
polarization analyser, corresponding to I ±Q, I ± U and
I ± V .

2.3.2. Observations

The line observed was Fe i 5576 Å, which is insensitive
to the Zeeman effect. The upper level of the line is un-
polarizable (J = 0), which implies that this line cannot
display scattering polarization, or the Hanle effect (dis-
carding eventual lower level polarization effects, as those
suggested by Trujillo Bueno & Landi Degl’Innocenti 1997;
Landi Degl’Innocenti 1998). As the aim of the present ob-
servations was to detect the polarimetric sensitivity of the
instrument while avoiding any magnetic field or scatter-
ing polarization effects, the observations were performed
at disk center, with a slight movement of the slit around
it, in order to average on eventual spatial structures. This
movement was performed by using the same facility as for
the flat-field, but with much smaller lengths of the ellipse
axes. Again, about 300 images were recorded for each po-
sition of the polarization analyzer, corresponding to I±Q,
I ± U and I ± V . The integration time was 400 ms per
image. An example of the raw data is given in Fig. 1.

The magnifying factor of the optics was such that the
dispersion was 14.1 mÅ per pixel of the cameras.

3. Methods for data processing

As it can be seen in the raw data in Fig. 1, the line is
not perpendicular to the dispersion direction (the hori-
zontal axis), and it is necessary to determine as precisely
as possible the line position along each pixel row, and
then to translate the pixel row in order to perform the
line destretching. Our flat-field technique also requires de-
stretching (see the next section). We present in this sec-
tion the numerical methods that we used to determine the
line position along a pixel row, and to translate it with a
non-integer step, and eventually to dilate or contract it.
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Fe I 5576 – raw data
channel I+Q channel I-Q

Fig. 1. Raw images of the Fe i 5576 Å line profile observed at disk center, obtained with THEMIS on 1998 August 23, in the
two channels I+Q and I−Q. The horizontal dimension of the images is the dispersion, and the vertical dimension is the spatial
dimension along the slit.

These two last methods make use of FFT (“Fast Fourier
Transform”). Another FFT method is also proposed to
“defocus” (i.e. broaden without displacing) a line profile,
if necessary. Finally, an apodization technique for FFT
based on cubic spline interpolation is described. The data
analysis is performed by using the IDL software, which
contains a number of internal functions. In the following,
we describe the different steps of the methods, that make
use of the internal functions that can be also found in
other softwares.

3.1. Bisector method for determining the line position

As all the steps of the data analysis, present or future,
require only the determination of a relative displacement
as precisely as possible, we have used the method devel-
oped by Rayrole (1967), in which the parameter that we
determine is not the line minimum (whose precise deter-
mination in discrete data may be difficult), nor the line
center of gravity, but the line bisector position at a given
depth in the profile (this depth being determined by the
parameter ng introduced below). We describe this method
below. The only requirement of our analysis is that the line
parameter that is determined is always the same, in order
to retrieve the relative displacements in the subsequent
analysis.

A profile is given, for instance, by a row of pixels of the
image. In order to reduce the noise in the data that could
disturb the subsequent analysis, the first step is to perform
a convolution of this vector of data with a normalized
stepwise function of width ns pixels f(i) =

1
ns

0 ≤ i ≤ ns

f(i) = 0 elsewhere
. (1)

The width of the stepwise function ns is called the “slit
width” (as if the signal enters a theoretical slit of width

ns). The result of the convolution is a broadened pro-
file p(i).

The second step is to perform the differences between
the convolved function values p(i) taken at pixels sepa-
rated by a quantity ng, that will be called the “slit gap”
(as if two theoretical slits were placed at positions i and
i+ ng). We compute

d(i) = p(i+ ng)− p(i). (2)

The abscissa of the zero value of this last d(i) function is
then searched for, in terms of fractional pixels. A linear
interpolation between two pixels where d(i) takes values
with opposite signs is performed. Since the zero of d(i) falls
near an inflexion point of d(i), the linear interpolation is
accurate to the second order. The (generally fractional)
i-value thus obtained is taken as the line position.

This method is very sensitive, robust and precise. For
typical values such as those of our observations (see the
number of pixels inside the line profile in Fig. 7: ≈20 pixels
in twice the line width), we have chosen

ns = ng = 9, (3)

which is about 2 times the halfwidth of the line (it is logical
to take the same value for both the “slit width” ns and
“slit gap” ng, though unequal values may nevertheless be
considered).

Tests performed on randomly noised theoretical pro-
files with a similar pixel sampling have shown that the
accuracy of this line position determination is a few hun-
dredths of a pixel.

To increase the precision of the method, it is possible to
perform iterations: after the line position is determined by
the bisector method, the entire row is then translated (us-
ing the FFT method described in the following Sect. 3.2.1)
to put the line position on an integer pixel number; the
line position is again determined by the bisector method,
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and found slightly different, due to the effect of the lin-
ear interpolation; the corresponding translation towards
an integer pixel number is performed, and so on. The con-
vergence (position variation smaller than 10−4 pixel) is
typically reached in 3 iterations.

3.2. FFT methods for line profile processing

To destretch, it is necessary to translate each pixel row
with a fractional step along the dispersion dimension. To
correct for the magnifying difference between the channels,
it is necessary to slightly dilate the profile obtained in one
of the two channels. For these two purposes, we have set-
tled on methods that modify the phase factor that enters
the FFT (“Fast Fourier Transform”) of the line profile.
These methods are in common use. This principle was sug-
gested by Keller (1999). However, when completed by the
apodization technique described in Sect. 3.2.4, we have
found this combination powerful, such that we describe
below the entire method.

If the profile is given by the function f(x), where x is a
pixel number, the discrete Fourier transform F (u) of the
f(x) function is given by

F (u) =
1
N

N∑
x=1

f(x) exp[−2iπux/N ] (4)

(in IDL language, the sum runs from 0 to N − 1). The
frequency u is an integer that takes the N integer values
ranging between umin = −(N/2 − 1) and umax = N/2
(the Nyquist frequency), if N is even, and between umin =
−(N−1)/2 and umax = (N−1)/2 if N is odd (refer to the
software documentation about the order in which these
frequencies appear in the frequency vector). To obtain the
value of the function for a series of new abscissae x′, the
inverse Fourier transform has to be applied

f(x′) =
umax∑
u=umin

F (u) exp[2iπux′/N ]. (5)

3.2.1. Translation

If a translation of the profile of the quantity ∆x towards
the right hand side is to be done, the new abscissae x′ are
related to the old ones x by

x′ = x−∆x, (6)

and we multiply F (u) by exp[−2iπu∆x/N ] that can be
factorized before the x-dependent exponential in Eq. (5),
and then apply the inverse FFT internal routine, resulting
in the translated profile fT(x):

fT(x) =
umax∑
u=umin

[F (u) exp[−2iπu∆x/N ]]

× exp[2iπux/N ]. (7)

Tests of the error introduced in the profile by this method
of displacement have shown that, for a theoretical absorp-
tion profile (intensity at line center: half of the continuum

Fig. 2. Example of FFT line minimum determination. The Sr i

460.7 nm line profile, extracted from one of our limb obser-
vations of 1999 September 22, has been dilated 10 000 times
by applying the FFT dilation method described in the text.
The figure shows the center of the dilated profile, and the dot-
dashed line indicates the minimum position. The small stairs
around the minimum are due to the numerical accuracy of the
computation, which has been performed in double precision.
The minimum position is in fact the middle of the lowest stair.
The absissæ are pixels of the dilated profile: due to the dila-
tion, each pixel step of the figure is 0.0001 pixel steps of the
initial profile.

intensity) given on 15 points in 4 times its halfwidth (the
order of magnitude that we have in our data), the differ-
ence between the theoretical profile and the displaced pro-
file is of the order of a few 10−15 of the theoretical known
profile, i.e. at the limit of the numerical accuracy for dou-
ble precision computations, as is necessary for good FFT
calculations. For comparison, the same test performed
with the IDL functions INTERPOL or INTERPOLATE
(linear interpolation between grid points) used for the
displacement instead of the FFT, leads to errors up to
6×10−3 of the theoretical known profile, introducing thus
a parasitic error of numerical origin in the polarization
analysis.

3.2.2. Dilation/contraction

For a linear dilation (contraction) of the profile, one has

x′ = x/g , (8)

where g is the dilation factor to be applied to the profile
(g > 1 for a dilation, g < 1 for a contraction). In this case,
it is not possible to factorize as previously the displace-
ment x′ = x/g that now depends on x, and the inverse
FFT internal routine cannot be used. Equation (5) has
to be directly programmed, and the calculation may thus
be slower. The dilated (contracted) profile fD(x) is then
given by

fD(x) =
umax∑
u=umin

F (u) exp[2iπux/(gN)]. (9)
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Tests analogous to the one performed for the translation
method have been done by comparing the dilated (con-
tracted) profile obtained using this method with a theo-
retical known profile. Again, the precision of the method is
at the limit of the numerical accuracy for double precision
computations.

This method can be used for any value of g, near unity
as well as very large. Values near unity are used for cor-
recting the data for differences in the magnifying factor
between the two channels. We also used this method to
build a precise line position determination method, that
we applied to our THEMIS 1999 data (see an example in
Fig. 2), by applying very large g factors to the observed
line profiles, in order to detect the line minimum with a
high fractional pixel accuracy. Tests have shown that the
accuracy of this Fourier interpolation seems to be limited
by numerical accuracy only: using double precision calcu-
lations (as it is necessary for good FFT calculations), one
can introduce up to 105 points in twice the halfwidth of
a line profile, with reasonable results (for higher values,
regular stairs appear in the profile that are of numerical
origin. Such stairs are slightly visible in Fig. 2). In our 1999
data, where we treated profiles having about 15 points in
4 times the halfwidth, we applied g = 104 to detect the line
minimum (see Fig. 2), with the corresponding accuracy of
0.0001 pixel (this is a numerical accuracy that does not
take into account possible noise in the data). The dilation
is applied after having extracted the full profile by select-
ing two continuum points, one on the adjacent left side
and one on the adjacent right side of the line of interest.
It can be seen in the example given in Fig. 2 that such a
Fourier interpolated line profile is of very high quality and
is very symmetrical, and that the line center is well deter-
mined by this method. However, this was not always the
case in all the lines that we have thus treated, probably
when the ADU level in the line center is too low.

This method can also be denoted as “Fourier
interpolation”.

3.2.3. Defocusing

Though it has not been used with the THEMIS 1998 data,
but with the 1999 data that will be presented in a further
paper, we have built a FFT method able to provide line
“defocusing”, i.e. this method is able to increase the width
of a line given on a number of individual pixels. The line
depth is modified also, but in such a manner that the
line integral (the equivalent width) is not modified, by
using the normalization conditions as given below. The
line position is unchanged. An example of its application
is given in Fig. 3, where the sharpest line is the Sr i 5607 Å
observed during the 1999 campaign, and the broadest line
is the result of the application of our defocusing method
to this line.

In our 1999 data, important focusing differences be-
tween the two channels occur, resulting in a difference of
3% in line width between the two channels, that prevents

Fig. 3. Application of the defocusing method described in
Sect. 3.2.3. The sharpest line is the Sr i 5607 Å as observed
during the 1999 campaign, and the broadest line is the result
of the application of our defocusing method to this line.

further polarization analysis. Practically, one of the two
cameras was probably out of focus. The result is a broad-
ened line in this channel that results from the convolution
of the line with an instrumental profile. Deconvolving is a
very complex operation, requiring much information. As a
first step, we successfully tried another method: broaden-
ing the sharpest (well focused) line of the two channels, in
order to get the same line width between the two channels.
This approach is justified by the fact that the expected
signal (the scattering polarization) does not change sig-
nificantly along the line profile.

The objective of the method is then to convolve the
line f(x) with a given function h(x). As we are looking
for a small broadening (3% in the above example), the
convolving function h(x) will be sharp, and consequently
not well defined on a small number of pixels. On the con-
trary, in the Fourier (frequency) space, the Fourier trans-
formH(u) of h(x) will be broad and well defined on a large
number of pixels. The idea is then to perform the convo-
lution in Fourier (frequency) space, where the convolution
is transformed in a usual simple product.

The main idea of our method is to use as a broaden-
ing function h(x), a function extracted from the line to
be broadened itself, in order to introduce no other infor-
mation in the treatment other than that contained in the
data themselves. Thus, no additional information enters
our defocusing process: only the line to be broadened and
the FFT are used. We present this method below.

A portion h0(x) of the spectrum is extracted by select-
ing two continuum points, one on the adjacent left side and
one on the adjacent right side of the line of interest. h0(x)
then contains the line profile only, in absorption. The first
step is to subtract the continuum and change the line sign
in order to get a single emission profile h(x) without any
continuum

h(x) = max[h0(x)]− h0(x). (10)
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The h(x) function is then completed by 0 values up to the
length N of the total spectrum under consideration, and
normalized, resulting in the h(x) normalized function

h(x) = N
h(x)
N∑
x=1

h(x)
· (11)

In IDL language, the sum ranges from 0 to N − 1. This
normalization condition is such that the integral of h(x)
on the N pixels is unity:

1
N

N∑
x=1

h(x) = 1, (12)

where, also, the sum ranges from 0 to N − 1 under IDL.
The broadened Fourier transform H(u) of h(x) is then

computed, using a broadening technique analogous to the
one described above for the dilation/contraction, but now
applied to frequencies, with

u′ = qu, (13)

leading to

H(u) =
1
N

N∑
x=1

h(x) exp[−2iπqux/N ], (14)

where q is a positive number (q = 0 would result inH(u) =
1 and no final broadening). As in the dilation/contraction
method, it is not possible to factorize the frequency dis-
placement u′ = qu, and the direct FFT internal routine
cannot be used to compute H(u). Equation (14) has to
be directly programmed, and the calculation may thus be
slower.

The Fourier transform F (u) of the total spectrum f(x)
is computed following Eq. (4) and using the internal FFT
routine, and the convolution is performed in the Fourier
(frequency) space, by multipying F (u) by the modulus
of H(u)

G(u) = F (u)×
∣∣H(u)

∣∣ , (15)

and the inverse FFT transform g(x) of G(u) can then be
computed, using Eq. (5) and by using the internal inverse
FFT routine. g(x) contains the broadened profile of the
line of interest.

Due to the fact that it is based on a convolution, this
method is only able to broaden a profile: no profile sharp-
ening is possible with such a method, though, in princi-
ple, it would be possible to replace the multiplication in
Eq. (15) by a division. We have, however, tried to sharpen
profiles, and found that such a sharpening method works
only for small values of the q factor, when H(u) is not too
small even at high frequencies.

We have applied this method to our 1999 data, where
a 3% difference in line width between the two channels
occured. We found a q factor able to reasonably adjust
the two profiles, but further problems (probably scattered

light) prevented us from realizing the polarization analy-
sis. We finally treated these data by applying beam ex-
change techniques that will be described in a forthcoming
paper, that perform an average between the two differ-
ent line widths; thus, when beam exchange techniques are
used, it is not necessary to correct the data for such a
difference (when it is small).

It is important to point out that the results of the
two methods described above on dilation/contraction, on
the one hand, and defocusing, on the other hand, are dif-
ferent: in the dilation/contraction method, the minimum
intensity of the line (for an absorption line – both meth-
ods could obviously apply to emission lines: only Eq. (10)
should be ignored in this case) is unchanged, but the line
is broadened and displaced, and this method is just an in-
terpolation between pixels. In the defocusing method, the
line width and intensity are both modified, but the line
position and equivalent width are unchanged.

3.2.4. Apodization

The use of FFT methods generally requires apodization of
the function f(x), before applying the method. If the two
extreme values f(1) and f(N) are different, parasitic oscil-
lations appear when a direct followed by an inverse FFT
is performed: this phenomenon is corrected by “apodiz-
ing” f(x).

In our work on the THEMIS 1998 data, this has been
avoided, because the black borders at the right and left
sides of our images (see Fig. 1), ensure “natural apodiza-
tion”, with values of the same order of magnitude at the
two edges of our pixel rows. However, further requirements
arising during the treatment of the 1999 data (which will
be published in a further paper) have led us to build an
apodization method based on cubic spline interpolation
that we present below.

As the internal FFT routines run much faster when N
is a power of 2, the idea is to extent the given length of
the vector to the next upper power of 2 before perform-
ing the FFT operations: in the THEMIS data, our vectors
have 382 elements (the width of the THEMIS CCD cam-
eras) that we extend to 512 elements. The FFT compu-
tations are performed with the 512-elements vector, and
the added part of the vector is removed at the end of the
calculation.

The apodization is ensured if the added part of the
vector is such that continuity of the new vector and of
its first derivatives are ensured when the left extremity is
joined to the right extremity (when a periodic function
would be constructed with the new vector by using, as
the period, the new vector length). Our idea has been to
use cubic spline interpolation, using the 3 first and 3 last
points of the initial vector, to determine the content of the
part added for constructing the new vector.

In our THEMIS 1998 data treatment, where we did not
make apodization, we have completed the 382-elements
vectors (containing the line profiles) to 512-elements
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vectors by adding 0 values (due to the black borders at
the left and right sides of the images, the values at the
edges of the 382-elements vector are around zero after dark
current subtraction). For our correction vector (see next
section), whose values lie around unity, we have completed
the vector by adding 1 values.

In our apodization method based on cubic spline in-
terpolation, we denote as a0, a1 and a2 (from left to right)
the 3 first points of the initial vector (left extremity), with
abscissæ (pixel values) xa0 < xa1 < xa2 , and values (con-
tent of the vector) that we denote as ya0 , ya1 and ya2 .
Similarly, we denote as b2, b1 and b0 (from left to right),
the 3 last points of the initial vector (right extremity),
with abscissæ (pixel values) xb2 < xb1 < xb0 , and values
(content of the vector) that we denote as yb2 , yb1 and yb0 .
The left and right extremity abscissæ are then xa0 and xb0 .
We assume that the abscissæ are pixel numbers, such that{
xa1 − xa0 = xa2 − xa1 = 1

xb1 − xb2 = xb0 − xb1 = 1
. (16)

We denote as

N = xb0 − xa0 + 1 (17)

the length of the initial vector, and as N2 the next upper
power of 2 (one has however to keep

N2 −N ≥ max[20, 0.2×N ] (18)

to keep enough length for apodization). Let us momentar-
ily assume that a periodic function is constructed, having
as period the vector of length N2. We perform cubic spline
interpolation between the 2 last points of the right extrem-
ity of the initial vector, and the 2 first points of the left
extremity of the next period. We denote as ∆x the dis-
tance between the right extremity of the initial vector, and
the left extremity of the next period

∆x = (xa0 +N2)− xb0 . (19)

One has also

∆x = N2 −N + 1, (20)

which is the length (+1) of the part to be added to the
inital vector, in which cubic spline interpolation is per-
formed.

We denote as y′′a1
and y′′b1 the second derivatives in a1

and b1{
y′′b1 = yb0 + yb2 − 2yb1

y′′a1
= ya0 + ya2 − 2ya1

. (21)

The second derivatives in a0 and b0, denoted as y′′a0

and y′′b0 , can then be computed, following the cubic spline
interpolation theory, between the 4 points a0, a1, b0 and b1
(see for instance Press et al. 1989)

∆× y′′b0 =
2 + 3∆x

6

[
ya0 − yb0

∆x

]
−1 + ∆x

3

[
(yb0 − yb1) +

1
6
y′′b1

]
(22)

+
∆x
6

[
(ya0 − ya1) +

1
6
y′′a1

]
,

∆× y′′a0
= −2 + 3∆x

6

[
ya0 − yb0

∆x

]
−1 + ∆x

3

[
(ya0 − ya1) +

1
6
y′′a1

]
(23)

+
∆x
6

[
(yb0 − yb1) +

1
6
y′′b1

]
,

where

∆ =
1
9

[
1 +

∆x
2

] [
1 +

3∆x
2

]
(24)

is the (always positive) determinant of the 2 × 2 system
of equations to be solved to compute the vector of second
derivatives needed for the cubic spline interpolation.

Then, for a given pixel x located in the added part of
the vector (xb0 < x < xa0 + N2), the y value (content of
the vector) is given by

y = Ayb0 +Bya0 + Cy′′b0 +Dy′′a0
, (25)

where
A =

xa0 +N2 − x
∆x

B = 1−A =
x− xb0

∆x

(26)

and
C =

1
6

(A3 −A)(∆x)2 = −1
6
AB(1 +A)(∆x)2

D =
1
6

(B3 −B)(∆x)2 = −1
6
AB(1 +B)(∆x)2

. (27)

We have systematically used this apodization technique in
treating our THEMIS 1999 data, and the parasitic oscilla-
tions have completely disappeared when the FFT methods
described above are applied. Though noise can be present
in the 6 points used in the initial vector, the interpolated
cubic function keeps a sufficiently smooth behavior.

Notice, however, that in our defocusing technique
(Sect. 3.2.3), apodization has to be applied to the ini-
tial total spectrum f(x), but not to the h(x) convolving
function, which has to be completed by 0 values.

3.2.5. Discussion on the FFT methods

We have found these FFT methods extremely powerful:
very high quality interpolations are obtained, and rapid
calculations are done when the internal routines can be
used. No additional information apart from that contained
in the data is introduced to achieve the interpolation. The
origin of this power lies probably in the fact that the FFT
is a development over an ensemble of functions that form
a basis of the subspace of functions that do not contain
frequencies higher than the Nyquist frequency, which re-
sults in the property that no information is lost when the
function is reconstructed in the inverse FFT. Obviously,
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Fe I 5576 – Preprocessed data
channel I+Q channel I-Q

Fe I 5576 – Flat-field matrices
channel I+Q channel I-Q

Fig. 4. Preprocessed images (above) and flat-field matrix images (below) of the Fe i 5576 Å line profile, obtained with THEMIS
on August 23 1998, in the two channels I +Q and I −Q. The preprocessing step includes dark current correction, destretching
and flat-field correction, using the respective flat field matrices displayed in the lower part of the figure. For the derivation of
the flat-field matrices, see text.

the details of the initial function that correspond to fre-
quencies higher than the Nyquist fequency are definitely
lost.

4. Data processing

The data processing is composed of two main steps: pre-
processing (dark current correction, destretching, flat-field
correction), that is performed independently in each of the
two polarization channels, and polarization analysis pro-
cessing, in which the subtraction of the two channels is
performed.

The flow-chart of our data processing method and code
is given in Fig. A.1.

4.1. Preprocessing

For the dark current, flat-field and observations images,
150 raw images are averaged.

4.1.1. Dark current correction

The dark current average image is subtracted from the
data average image (flat-field and observation).

It has been observed on the black borders (right and
left) of the images that the average value of the dark cur-
rent shows important slow variations. We therefore per-
formed a correction to the dark current image subtraction:
we averaged the values along each pixel row, in the two left
and right dark borders of the raw images, and evaluated
the average on the same pixels of the dark current image.
We added to the dark current image subtraction a cor-
rection given by the difference between these two average
values, which takes into account the average slow variation
of the dark current. The fluctuations of the dark current
are not taken into account; they may be responsible for
the final noise in the results.

These slow variations were very important in the
THEMIS first observations: when this last correction was
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not performed, parasitic polarization of up to 10% was
obtained for the observations.

4.1.2. Destretching

The position of the line profile on the flat-field image is
determined using the method described in Sect. 3.1, along
each pixel row. When plotted as a function of the row
number, this position shows a (noised) inclined and curved
behavior, that has to be fitted with a second-order poly-
nomial. Performing second order polynomial interpolation
of the line positions leads to 3 coefficients defining the fit
curve. Each pixel row is then translated by the difference
between the fitted second order curve and a given posi-
tion, in order to align all the rows to this position, using
the second order fit. As a result, the line profile becomes
aligned, with noise, along a column.

In practice, we perform the coefficient determination in
two steps: we first perform a raw destretching, assuming a
linear inclination of the line between two mouse-acquired
values. The aim of this preliminary step is to determine a
rather sharp “working window” around the line, in which
the line position determination method can be applied
without being biased by possible neighboring lines. We
then perform the second order polynomial fit of the line
positions, and get the fit coefficients. However, we perform
the final destretching of the raw image in only one step,
by combining the mouse-acquired and fitted coefficients.

The determination of the coefficients is performed on
the flat-field images (after dark current correction). These
coefficients are applied to both the flat-field and obser-
vation images, both being corrected for the dark current.

4.1.3. Flat-field matrix calculation

The average profile is determined by averaging the de-
stretched flat-field image along each column, between two
limits, to eliminate the black borders that are present at
the top and bottom of the images.

The flat-field matrix is then obtained by dividing each
row of the destretched flat-field image by this average pro-
file (the left and right black borders are also excluded from
the matrix).

Examples of flat-field matrices are given in Fig. 4. It
can be seen that in one of the two channels, two embed-
ded systems of fringes are retrieved in the flat-field matrix.
These fringes are indeed present in the raw images, as a
close inspection of Fig. 1 shows. They will then be cor-
rected by applying the flat-field correction.

4.1.4. Flat-field correction

The destretched observation image is then divided by the
flat-field matrix, in their common area, after eliminating
the dark borders in the top, bottom, right and left of the
images.

Fe I 5576 – From flat field images

Fig. 5. The upper part of the figure displays the two profiles
averaged along the slit, obtained from the flat-field images. Full
line: channel I + Q. Dotted line: channel I − Q; the average
value of the intensity in this channel has been scaled to the
average value of the intensity in the other channel. The lower
part of the figure displays the polarisation (difference divided
by sum) of the two profiles plotted in the upper part. The
vector of correction used in the following data processing is
the ratio between these two profiles.

It can be seen in Fig. 4 (top panel) that the horizontal
dark lines that are present in the raw data (see Fig. 1),
and that are due to scratches on some optical pieces, or
to dusts in the slit, are not completely removed by the
flat-field correction. This is due to the fact that the image
moves slightly on the camera over time (movement in-
duced during the field derotation, needed due to the alt-
azimuthal mount), so that these dark lines do not have
exactly the same position in the flat-field and observation
images, which are not taken at the same time.

4.1.5. Discussion on the flat-field technique

At this stage, it has to be stressed that the flat-field tech-
nique applied in the present work is not “isotropic” in the
image: well localized faults (such as dust) and horizontal
faults are retrieved in the flat-field matrix, and are then
corrected when this matrix is applied. However, the verti-
cal (i.e. parallel to the line) features are eliminated from
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Fe I 5576 – Fringes

Fig. 6. Upper part: polarisation profile Q/I obtained from the
disk center images, after preprocessing and application of the
correction vector (see text and Fig. 5). Q and I have been
separately averaged along the slit. As in Fig. 5, the average
value of the intensity in the I − Q channel has been scaled
to the average value of the intensity in the I + Q channel.
Lower part: modulus of the FFT of the Q/I signal, showing
peaks corresponding to fringes remaining after the flat-field
correction. These fringes are further eliminated by applying
sharp band-stop filters centered on each of the peaks (see text).

the flat-field matrix by the present technique, because this
technique is founded on the idea that the line itself is not
to appear in the flat-field matrix. Thus, vertical fringes
would not be corrected by such a technique. As seen in
Fig. 5 (upper panel), the continuum in the average profile
shows an inclined behavior that corresponds to a vertical
inclination in the image (i.e. the same inclination along
each pixel row), that consequently cannot be corrected by
our flat-field procedure. The precise origin of this incli-
nation is unclear for the moment. Moreover, it may be
seen in Fig. 5 that this inclination is not the same in the
two polarization states to be subtracted. The origin of
this difference is also unclear for the moment, and may be
different from the origin of the inclination itself. This in-
clination difference, that also cannot be corrected by our
flat-field technique, is one of the features that is taken into
account in the correction vector that we further introduce
in the analysis (see Sect. 4.2.3).

As seen in the lower panel of Fig. 4, the Fe i 5576 Å line
is slightly visible in the flat-field matrix, contrary to what
is theoretically expected. This is probably due to the fact
that, in the present observations, the excursion of the slit
on the solar disk during the flat-field recording is a non-
small fraction of the solar radius: thus, due to the solar
rotation and Doppler effect, the spectral position of the
Fe i 5576 Å line varies from record to record of the flat-
field images. Because 150 images are averaged in order to
get the flat-field matrix, this results in a net broadening of
the line and of the derived average profile. During the fol-
lowing 1999 campaign, the excursion was chosen smaller,
and the line is therefore even less visible in the flat-field
matrix.

4.2. Polarization analysis processing

All the preprocessing steps being performed on the im-
ages obtained in each of the two channels, the objective
of the processing step is to perform the image subtraction
in order to derive the polarization. A vector of correction
is evaluated from the flat-field average profiles, and then
applied to the observation data to correct them for the
spurious polarization (it is assumed that the flat field im-
ages are unpolarized).

As already stated, the analysis is performed on the
average of 150 raw images, though, in principle, the same
analysis might be performed on the individual images.

The images are averaged along columns (i.e. along the
slit), and the subtraction is performed on the average pro-
files of the two images corresponding to a given Stokes
parameter.

4.2.1. Correction of the magnifying difference between
the channels

A slight difference between the two channels can be found
in the magnifying factor resulting from the camera optics.
In the present analysis, where we work on slit-averaged
data, we determine the magnifying difference along the
dispersion axis by evaluating the positions of two lines
(one of them very weak), respectively on the right and left
sides of the Fe i 5576 Å line, on the two average profiles of
the flat-field images. One of the two profiles is corrected for
this magnifying difference by applying the FFT method
described in Sect. 3.2. The magnifying factor to be applied
to this profile is found to be of the order of g = 1.01. This
magnifying factor, retrieved from the flat-field images, is
applied to the flat-field and observation average profiles.

4.2.2. Photometric noise and number of images
to be averaged

At this stage, it is possible to evaluate the photometric
noise in the data by applying all the preceding treat-
ment to the individual observation images, and by select-
ing a point on continuum. The standard deviation of the
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Fe I 5576 Stokes parameters

Fig. 7. Stokes profiles (averaged along the slit) of the Fe i 5576 Å line observed at disk center, after data processing and
remaining fringe elimination (see Fig. 6).

intensity recorded at this wavelength is evaluated for N
images and then divided by

√
N . This operation is re-

peated from N = 2 to the total number of images, which
is about 300 in our data. We have thus obtained the lowest
value at the level 2.9 × 10−4 of the continuum intensity,
for N = 150. For increasing values of N > 150, this pho-
tometric noise level increases, indicating that 150 is the
best number of images to be averaged. In all the present
analysis, we have then used averages of 150 images.

4.2.3. Vector of correction of the channel difference

The birefringence in the entrance window (in which tem-
perature differences up to 2◦C can be detected, leading to
non-axisymmetrical stress), the scattered and stray light,
and any difference between the two optical paths, all may
be responsible for parasitic polarization in the analysis.
We propose to determine globally this parasitic polariza-
tion by assuming that the flat-field images are unpolar-
ized, and then to correct the observations for the channel
difference thus retrieved.

The first step is to translate the two average profiles
of the flat-field images towards the same position. To do
this, the FFT method described in Sect. 3.2 is used.

Due to the different polarization states in the two chan-
nels at the output of the polarimeter, this polarization
combines with the reflections inside the spectrograph, and,
as a result, the intensity levels in the two channels are
widely different. The second step is to adjust the contin-
uum of the two profiles to the same level. Because in our
data the continua appear to be non-linear, we multiply one
profile by the ratio of the average values of the two pro-
files, restricted to their overlapping part. Though such a
method would not be convenient for a highly sensitive po-
larization analysis, it is sufficient for the present analysis
where the polarization accuracy remains above 10−4. We
call this method the “mean value” method. Alternatively,
it would be possible to choose two points well situated
in the continuum and, assuming a linear behavior of the
continuum between these two points, to adjust the two
continua. We have also tried this procedure, and found no
important difference in the final result of our analysis.

After having thus adjusted the intensities of the two
average profiles of the flat-field images, we perform the
ratio of these two profiles, obtaining thus a vector of values
around 1, to be applied to the observation profiles, and
that we call the “correction vector”. In Fig. 5, we have
plotted the two adjusted continua (by our “mean value”
method), and the polarization that would result from the
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Fe I 5576 Stokes parameters

Fig. 8. Dotted line: same as Fig. 6. Full line and crosses: noise filtered profiles obtained by thresholding the wavelet transform
of the Q signal (Daubechies-20 wavelets have been used).

subtraction of these two flat-field profiles. It may be seen
in the figure that this polarization (channel difference) is
of the order of 1–2%, at 5576 Å. This polarization is the
content of the correction vector.

For applying this correction vector to the observation
profiles, we have first to translate the two observation
profiles towards the same position as the one previously
chosen for the flat-field profiles (by applying the FFT
method described in Sect. 3.2), and to select the overlap-
ping part among all the flat-field and observation profiles.
The observation profile in the second channel is then mul-
tiplied by the correction vector. The observation profiles
are then corrected for the intensity difference by apply-
ing our “mean value” method (the ratio of mean values
is different from the one of the flat-field images), and the
resulting observed polarization is then evaluated, by per-
forming the difference of the two profiles, divided by their
sum. Thus, the Stokes parameters (I and Q for instance)
are separately averaged (i.e. before performing their ratio,
Q/I in the given example). An example of such a result is
displayed in Fig. 6 (upper part).

As the ratios of the average values of the profiles, used
for the “mean value” method, are different for the flat-field
images and for the observation images, the present method
of the correction vector well takes into account parasitic

processes that are proportional to the light intensity, such
as the scattered light of solar origin. Those parasitic pro-
cesses that are not proportional to the light intensity (such
as parasitic stray light of instrumental origin) are not per-
fectly taken into account by this method. However, the
difference between the two ratios is not so large. For fu-
ture observations, it would be better to get flat-field im-
ages with intensities not too different from those of the
observation images.

The present technique of the correction vector retrieves
also the difference of continuum inclination in the two
flat-field image average profiles (the precise origin of this
difference is unclear for the moment). This difference is
responsible for the non-zero shape of the continuum po-
larization in the flat-field images as it appears in the lower
part of Fig. 5. The observed average profiles are corrected
for this difference when the correction vector is applied to
them.

4.2.4. Fringes suppression

As it may be seen in Figs. 1 and 4, two fringe systems
are present in one of the two channels. They are mostly
taken into account and corrected by the flat-field proce-
dure. However, remnants of these fringes appear in the
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final polarization signal, as seen in Fig. 6. The fact that
fringes remain visible at this stage of the analysis could be
due to: a) a limit in accuracy in the flat-field matrix cal-
culation; b) fringes that are nearly vertical on the images
(see Figs. 1 and 4), because the flat-field technique does
not take vertical features into account (see the discussion
in Sect. 4.1.5); c) ringing effect due to the inclusion of the
dark borders of the images in the FFT; d) the line posi-
tion, in the averaged profile, is not exactly the same in the
flat-field data from which the correction vector is derived,
and in the observation data to which it is applied. Thus,
the remaining fringes, that are at the same place in the
two type of data, are not compensated by the correction
vector when applied to the observation data.

In the lower part of Fig. 6, it may be seen that these
fringes are clearly visible as peaks that appear on the mod-
ulus of the FFT of the polarization profile. Three peaks
appear in the frequency scale: two of them correspond
respectively to the two systems of fringes, and, as one of
these systems corresponds to a spatial frequency very close
to the Nyquist frequency, an alias of its spatial frequency
appears at half the frequency. The peak very close to the
Nyquist frequency could also be due to the effect of the
sharp edge at the limit between the image and the left and
right dark borders (see Fig. 1) when the FFT methods are
applied, because in the present analysis the dark borders
were included in the FFT. We thus eliminate by filtering
the so-called ringing effect due to the dark borders. In our
further data analysis, we have preferably eliminated the
dark borders before performing the FFT.

We suppress these peaks by applying to the final polar-
ization profile a sharp band-stop filter of ±5 pixels width,
centered on the frequency to be eliminated (under IDL,
we have convolved the Q/I signal with the band-stop fil-
ter, the coefficients of which being obtained by using the
DIGITAL FILTER function, with coefficients given by: 50
for the size of the Gibbs phenomenon wiggles (A parame-
ter), and 40 for the number of terms in the filter formula,
Nterms). The final filtered polarization profiles are shown
in Fig. 7.

4.2.5. Noise smoothing by wavelets technique

After the fringe suppression, noise remains in the polariza-
tion profile. This is of the same order of magnitude as the
photometric noise previously determined, namely of the
order of 2–4×10−4 of the continuum intensity. We have
tried to smooth this noise by applying a wavelet tech-
nique: the discrete wavelet transform of the final polar-
ization profile is computed (WTN function of IDL, with
Daubechies-20 wavelets) and plotted. A threshold is ap-
plied, with a level well above the coefficients corresponding
to the “details” in the wavelet analysis. The signal thus
thresholded is then inverse transformed. The resulting po-
larization signals are displayed in Fig. 8.

5. Discussion

The photon noise on the final averaged polarization spec-
trum σph is determined by

σph =

√
N

N
√
Nim

√
Nrow

, (28)

where N is the number of photons

N = IADU × 230, (29)

derived from the recorded ADU level IADU, and from
the number of photons per detected photoelectron, which
is ∼230 on the THEMIS cameras, and where Nrow is
the number of rows in THEMIS camera (Nrow = 286),
and Nim is the number of averaged images (150). In the
present observations, the level of photon noise is found to
be 1.5×10−5 in the continuum, on the polarization spec-
trum. Since the Fe i 5576 Å line center intensity is about
25% of the continuum intensity, the photon noise level at
line center is 3×10−5 on the polarization spectrum.

However, it can be seen in Fig. 7 that the final polar-
ization noise level is 2–4×10−4 in the continuum, which
is much larger than the photon noise level, which indi-
cates that the final polarization noise would not be photon
noise. Consequently, the corresponding noise level at line
center is 8–16×10−4, since the Fe i 5576 Å line center in-
tensity is about 25% of the continuum intensity, and it can
be seen in Figs. 7 and 8 that the polarization observed at
line center is below this level. Thus, we can conclude that
we have observed no parasitic polarization larger than the
noise level at line center, and that the polarimetric sen-
sitivity detected in our observations with our method of
analysis corresponds to a polarization rate of a few 10−4

in the continuum. The origin of the noise in the polariza-
tion signal that remains at the end of the analysis is not
clear; however, thermal noise or fluctuations of the dark
current are good candidates to explain this feature.

During the following 1999 campaign, it was verified
that the method described in this paper gives results in
full agreement with the method developed by Collados
& Trujillo Bueno (1999; see also Socas Navarro 1999), in
which the two images to be analyzed are combined in one
step only, after having been divided by their respective
flat-field images. This agreement in results is due to the
fact that both methods are based on the same idea, which
is that the flat-field images are unpolarized.
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Fig. A.1. Flow chart of the reduction code.

Appendix A: Flow-chart of the reduction
procedure and code

The flow-chart of the reduction procedure and code, as
described in Sect. 4, is given in Fig. A.1.

The correction to the focalisation difference was made
only when necessary, i.e. in some 1999 data where impor-
tant focusing difference between the two channels occured,
resulting in a difference of 3% in line width between the
two channels, that prevents further polarization analysis.
Practically, one of the two cameras was probably out of
focus. It has not been used in the 1998 data.
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